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Abstract. Let $\mathcal{D}$ be a Hermitian symmetric space of the non-compact type, $\omega$ its Kaehler form. For $\Delta$ a geodesic triangle in $\mathcal{D}$, we compute explicitly the integral $\int_\Delta \omega$, generalizing previous results (see [D-T]). As a consequence, if $X$ is a manifold which admits $\mathcal{D}$ as universal cover, we calculate the Gromov norm of $[\omega] \in H^2(X, \mathbb{R})$. The formula for $\int_\Delta \omega$ is extended to ideal triangles. Precise estimates are given and triangles for which the bound is achieved are studied. For tube-type domains we show the connection of these integrals with the Maslov index we introduced in a previous paper (see [C-Ø]).

0. Introduction. Let $M$ be a Hermitian symmetric space of the non-compact type, which for simplicity, we assume to be irreducible. Let $G$ be the neutral component of the group of biholomorphic automorphisms of $M$. The space $M$ admits a natural ($G$-invariant) Kaehler form $\omega$. This real differential form of degree 2 is closed and hence can be integrated along any 2-cycle, in particular geodesic triangles (to mean triangles the sides of which are geodesic segments). When $M$ is of type I, II or III (in E. Cartan’s classification), the integral $\int_\Delta \omega$ (the symplectic area of the geodesic triangle $\Delta$) was computed in [D-T]. By using their techniques, we give the result in the general case. It turns out that these quantities have an upper bound, and with the appropriate normalization, the bound depends only on the rank $r$ of $M$. We extend these computations to ideal triangles, and we prove (new) sharp estimates for the areas. In particular, we determine precisely the triangles for which the upper bound is achieved. This turns out to be of great geometric significance, as the summits of such an extremal triangle are contained in the image of a tight holomorphic totally geodesic imbedding of the complex unit disc into $M$ (Theorem 4.7). Generally speaking, our study of the integrals $\int_\Delta \omega$ requires the fine structure of Hermitian symmetric spaces: special role played by the tube-type case, behaviour of geodesics at infinity and structure of $G$-orbits in the boundary, use of partial Cayley transforms.

This study is also related to a previous work (see [C-Ø]) where we extended the notion of Maslov index to the Shilov boundary $S$ of a Hermitian symmetric space of tube-type. The Maslov index is (up to a factor $\pi$) nothing but the symplectic area of ideal triangles with summits in $S$, and in some sense the present work can be understood as a continuation of [C-Ø].

The computation of the integrals was used in [D-T] to calculate the Gromov norm of the Kaehler class of a compact Hermitian locally symmetric manifold $X = \Gamma \backslash M$, where $M$ is of type I and $\Gamma$ a discrete, torsion-free, co-compact subgroup of the group $G$. They observed that it has a nice topological corollary. Let $S$ be a Riemann surface of genus $g > 1$ and $f : S \to X$ a continuous map. Then

$$| \int_S f^* \omega | \leq 4r(g - 1)\pi .$$
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These results are valid for the general case.

Let us mention other connections of this work which could yield further developments. First, the integral \( \int_{\Delta} \omega \) gives a concrete realization of a \textit{bounded} 2-cohomology class of \( G \). The space \( H^2_b(G) \) (and more generally bounded cohomology) has been intensively studied by several authors (see references in [M]). Second, the new information on this cocycle could help to investigate rigidity problems in Kaehler geometry (in the spirit of [T2]) and also the space of representations of the fundamental group of a surface of genus \( g > 1 \) in \( G \) (see [Got] for a most recent reference). More specifically, our results could be used to study the \textit{maximal} representations of surface groups in bounded symmetric domains, generalizing Hernandez’s work (see [H], and recently [B-G-G]). In fact M. Burger, A. Iozzi and A. Wienhard informed us that they obtain new results (cf [B-I-W]) in this direction by combining their own techniques (see e.g. [B-I]) with some of the results of the present paper.

Section 1 introduces the geometry of the Hermitian symmetric spaces, with a few technical results (e.g. on the (normalized) Bergman kernel) which will be needed in section 3 and 4. Section 2 is the computation of the integrals \( \int_{\Delta} \omega \) where we follow [D-T]. Section 3 gives the corresponding estimate of these integrals, and our method of proof is different from that in [D-T]. In section 4 we introduce the \textit{ideal triangles}, extend the definition, establish sharp estimates and discuss the extrema of \( \int_{\Delta} \omega \) for these triangles. These results are new even in the classical cases. This is the most technical part, as it requires to realize the Hermitian space \( M \) as a \textit{Siegel domain of type III}. Section 5 follows [D-T] closely to give some topological consequences of the estimates.

The authors would like to thank J. Faraut, who, after reading [C-O], indicated the reference [D-T] which was crucial for the development of the present work, and Anna Wienhard, whose challenging questions contributed to a reformulation of Theorem 4.7.

1. Geometric setting. Our main references for this section are [S] and part III of [F-al]. Let \( M \) be an irreducible Hermitian symmetric space of the non-compact type. Let \( G \) be the neutral component of the group of biholomorphic mappings of \( M \). Fix a base point \( o \in M \), and let \( K \) be the stabilizer of \( o \) in \( G \). Then \( K \) is a maximal compact subgroup of \( G \). Denote by \( \theta \) the associated Cartan involution of \( G \), and let

\[
g = \mathfrak{k} \oplus \mathfrak{p}
\]

be the corresponding Cartan decomposition of \( g \). Let \( J \) be the complex structure on \( \mathfrak{p} \), and let \( H_0 \) be the (unique) element in the center of \( \mathfrak{k} \) such that \( \text{ad} \, H_0 \vert_{\mathfrak{p}} = J \). The complexification \( \mathfrak{p}_C \) splits as \( \mathfrak{p}_C = \mathfrak{p}_+ \oplus \mathfrak{p}_- \) (eigenspace decomposition with respect to \( J \)), and let

\[
\mathfrak{g}_C = \mathfrak{p}_+ \oplus \mathfrak{k}_C \oplus \mathfrak{p}_-
\]

the corresponding grading of \( \mathfrak{g}_C \). Let \( G_C \) be a connected Lie group with Lie algebra \( \mathfrak{g}_C \) and let \( P_+, K_C, P_- \) be the analytic subgroups of \( G_C \) corresponding to \( \mathfrak{p}_+, \mathfrak{k}_C, \mathfrak{p}_- \). The map

\[
(p_+, k, p_-) \mapsto p_+ k p_- \quad P_+ \times K_C \times P_- \longrightarrow G_C
\]

is injective with dense open image, and we denote the corresponding decomposition of an element \( g \in G \) by

\[
g = (g)_+ (g)_o (g)_- \ .
\]
For \( g \in G_C \) and \( z \in p_+ \) such that \( g \exp(z) \in P_+ K_C P_- \), define \( g(z) \in p^+ \) and \( J(g, z) \in K_C \) by
\[
\exp g(z) = (g \exp z)_+, \quad J(g, z) = (g \exp z)_0. 
\]
The expression \( J(g, z) \) is the canonical automorphy factor (see [S]).

The automorphy factor satisfies a cocycle formula:
\[
J(g g', z) = J(g, g'(z)) J(g', z). 
\]

Denote by \( \sigma \) the conjugation of \( G_C \) with respect to \( G \). Observe that
\[
\sigma(P_{\pm}) \subset P_{\mp}, \quad \sigma(K_C) \subset K_C. 
\]

For \( z, w \in p_+ \) such that \( \exp(-\sigma(w)) \exp z \in P_+ K_C P_- \) define \( K(z, w) \) by
\[
K(z, w) = J(\exp(-\sigma(w)), z)^{-1} = ((\exp(-\sigma(w)) \exp z)_0)^{-1}. 
\]
The automorphy kernel \( K(z, w) \) satisfies the following relations:
\[
K(w, z)^{-1} = \sigma(K(z, w)), \\
K(g(z), \sigma(g)(w)) = J(g, z) K(z, w) \sigma(J(\sigma(g), w))^{-1} 
\]
for \( z, w \in p_+, g \in G_C \), whenever the expressions are defined.

The space \( M \) can be realized as a bounded domain \( D \) in \( p_+ \) by the Harish Chandra imbedding
\[
gK \mapsto \exp^{-1}(g_+), \quad G/K \rightarrow p_+. 
\]
When \( z \in D \) and \( g \in G \), the automorphy factor \( J(g, z) \) is always defined, and similarly, if \( z, w \in D \), then the automorphy kernel \( K(z, w) \) is defined.

For \( z \in D \), \( K(z, z) \) is well-defined and satisfies \( \sigma(K(z, z)) = K(z, z)^{-1} \). As the restriction of \( \sigma \) to \( K_C \) is a Cartan involution, this shows that \( K(z, z) \) belongs to \( \exp K \) so that there is a well-defined square root \( K(z, z)^{1/2} \) in \( K_C \). Set
\[
g_z = \exp(z) K(z, z)^{1/2} \exp(\sigma(z)). 
\]
The element \( g_z \) belongs to \( G \) and satisfies \( g_z(0) = z \). It is in fact the only element \( g \in \exp(p) \) such that \( g(0) = z \) (see [S] p. 71).

On \( p_+ \) there is a standard Hermitian inner product associated to the Killing form \( B \) of \( g \). There corresponds a Lebesgue measure on \( p_+ \) and a Bergman space for \( D \). The corresponding Bergman kernel is given by
\[
k_D(z, w) = c(\det \Ad p_+ K(z, w))^{-1} 
\]
where \( c \) is a positive real number which will play no role in this paper. In fact we ignore this and set \( c = 1 \), so that in particular \( k_D(z, z) = 1 \) for \( z \in D \). Its transformation law under the action of \( G \) is given by
\[
k_D(g z, gw) = j(g, z)^{-1} k_D(z, w) \overline{j(g, w)}^{-1} 
\]
where \( j(g, z) = \text{det } \text{Ad}_{p_+} J(g, z) \). To the Bergman kernel is associated the Bergman metric, which turns \( \mathcal{D} \) into a complex Hermitian symmetric space.

Let \( \mathfrak{h} \) be a maximal abelian subalgebra of \( \mathfrak{t} \), and let \( \Delta(\mathfrak{g}_C, \mathfrak{h}_C) \) be the corresponding set of roots. As \( H_0 \) belongs to \( \mathfrak{h} \), the space \( p_+ \) is stable by \( \text{ad } \mathfrak{h} \). The roots \( \gamma \in \Delta(\mathfrak{g}_C, \mathfrak{h}_C) \) such that \( g_\gamma \subset p_+ \) are said to be positive non-compact, and we denote by \( \Phi \) the set of such roots. Let \( \gamma \in \Phi \). Then on may choose elements \( \tilde{H}_\gamma \in \mathfrak{h} \), \( E_\gamma \in \mathfrak{g}_\gamma \), \( E_{-\gamma} \in \mathfrak{g}_{-\gamma} \), such that

\[
\gamma(H) = 2 \frac{B(H, \tilde{H}_\gamma)}{B(\tilde{H}_\gamma, \tilde{H}_\gamma)} \quad [E_\gamma, E_{-\gamma}] = \tilde{H}_\gamma, \quad \sigma(E_\gamma) = E_{-\gamma}.
\]

Let

\[
H_\gamma = i\tilde{H}_\gamma, \quad X_\gamma = E_\gamma + E_{-\gamma}, \quad Y_\gamma = -i(E_\gamma - E_{-\gamma}).
\]

The element \( H_\gamma \) belongs to \( \mathfrak{h} \), and the elements \( X_\gamma \) and \( Y_\gamma \) belong to \( p \). They satisfy the relations

\[
[H_\gamma, X_\gamma] = -2Y_\gamma, \quad [H, Y_\gamma] = 2X_\gamma, \quad [X_\gamma, Y_\gamma] = 2H_\gamma.
\]

**Lemma 1.1.** There exists a set \( \Gamma = \{\gamma_1, \ldots, \gamma_r\} \in \Phi \) such that

\[
a = \sum_{j=1}^{r} \mathbb{R}X_{\gamma_j}
\]

is a Cartan subspace of the pair \( (\mathfrak{g}, \mathfrak{t}) \).

This is the classical Harish Chandra construction by induction, using a maximal set of strongly orthogonal roots in \( \Phi \). For simplicity, let us set for \( 1 \leq j \leq r \)

\[
H_j = H_{\gamma_j}, E_j = E_{\gamma_j}, X_j = X_{\gamma_j}, Y_j = Y_{\gamma_j}.
\]

Let \( a^* \) denote the dual of \( a \) and let \( \{\xi_1, \xi_2, \ldots, \xi_r\} \) be the basis of \( a^* \) dual to \( \{X_1, X_2, \ldots, X_r\} \). The restricted root system of \( \mathfrak{g} \) relative to \( a \) is of type \( C_r \) or \( BC_r \) given by

\[
\pm 2\xi_j \text{ each with multiplicity } 1
\]

\[
\pm \xi_j \pm \xi_k \text{ (} j \neq k \text{) each with multiplicity } a,
\]

and possibly

\[
\pm \xi_j \text{ with multiplicity } b.
\]

Let

\[
a_+ = \bigoplus_{j=1}^{r} \mathbb{R}E_j \subset p_+.
\]

As \( X \mapsto \frac{1}{2}(X - iJX) \) is a (real) \( K \)-isomorphism from \( p \) onto \( p_+ \), any element of \( p_+ \) is conjugate under \( K \) to an element of \( a_+ \). Hence a \( K \)-invariant polynomial on
\( p_+ \) is determined by its restriction to \( a_+ \). Denote by \( h(z) \) the (unique) \( K \)-invariant polynomial on \( p_+ \) such that

\[
(1.1) \quad h(\sum_{j=1}^{r} t_j E_j) = \prod_{j=1}^{r} (1 - t_j^2).
\]

The existence of such a polynomial is a consequence of Chevalley's theorem. As \( h \) is real-valued, we may polarize it to get a polynomial on \( p_+ \times p_+ \), denoted by \( h(z,w) \), holomorphic in \( z \) and antiholomorphic in \( w \) such that \( h(z, z) = h(z) \). In terms of this polynomial, the Bergman kernel for \( D \) is given by the following formula

\[
k_D(z, w) = h(z, w)^{-p}
\]

where \( p = (r - 1)a + b + 2 \) (see [F-al] III, prop. V.3.7).

For further purpose, it is better to use a different normalisation for the Hermitian metric, so that the sectional holomorphic curvature has minimal value \(-1\). Let us compute this minimal value for the Bergman metric.

From the choices made for \( H_\alpha, E_\alpha, E_-\alpha, X_\alpha, Y_\alpha \), we get easily that

\[
B(E_\alpha, E_-\alpha) = \frac{1}{2} B(\tilde{H}_\alpha, \tilde{H}_\alpha), \quad B(X_\alpha, X_\alpha) = B(Y_\alpha, Y_\alpha) = B(\tilde{H}_\alpha, \tilde{H}_\alpha)
\]

for any non-compact positive root \( \alpha \). For \( \alpha = \gamma_j \), let us compute \( B(X_j, X_j) \). As \( X_j \) belongs to \( p \),

\[
B(X_j, X_j) = 2 \text{tr} \left( (\text{ad} X_j)^2 \right)|_p.
\]

As \( (\text{ad} X_j)^2 = (\text{ad} E_j + \text{ad} E_-j)^2 \), it is useful to use the complexification \( p_c = p_+ \oplus p_- \) to compute this trace. The contribution to the trace is obtained from two terms corresponding to \( p_+ \) and \( p_- \). On \( p_+ \), the contribution is merely given by the trace of \( \text{ad} E_j \circ \text{ad} E_-j \) restricted to \( p_+ \). But this operator coincides on \( p_+ \) with the operator \( \text{ad} E_j \circ \text{ad} E_-j - \text{ad} E_-j \circ \text{ad} E_j = \text{ad} [E_j, E_-j] = \text{ad} \tilde{H}_j \). The computation of \( \text{tr} \circ \text{ad} \tilde{H}_j \) is easy from the knowledge of the system of restricted roots so that

\[
\text{tr} \circ \text{ad} \tilde{H}_j|_{p_+} = p.
\]

The computation for \( p_- \) is similar, so that eventually \( B(X_j, X_j) = 4p \) for any \( j, 1 \leq j \leq r \).

We identify the tangent space at \( o \) with \( p \). Then, the quadratic form corresponding to the Bergman metric on \( p \) is \( q_0 = \frac{1}{2} B|_p \) (see [S] p. 74). The corresponding curvature tensor is

\[
R(X, Y, Z, T) = \frac{1}{2} B([[X, Y], Z], T)
\]

and the holomorphic sectional curvature at \( o \) is given by

\[
H(U) = \frac{1}{2} B([[U, JU], U], JU) = \frac{1}{2} B([U, JU], [U, JU])
\]

for \( U \) a vector of length 1 in \( p \). Because of invariance of the curvature, it is sufficient to calculate the holomorphic sectional curvature on an element in the Cartan subspace \( a \). So let \( U = \sum_{i=1}^{r} t_j X_j \). As the \( X_j \) are mutually orthogonal, we get

\[
q_0(U) = \sum_{j=1}^{r} t_j^2 q_0(X_j) = 2p \sum_{j=1}^{r} t_j^2.
\]
Note that \( JX_j = Y_j, [X_j, JX_j] = [X_j, Y_j] = -2iH_j \). Hence, from this and the strong orthogonality of the roots \( \gamma_j \), we get

\[
[U, JU] = \left[ \sum_{j=1}^{r} t_j X_j, \sum_{j=1}^{r} t_j Y_j \right] = -2i \sum_{j=1}^{r} t_j^2 H_j
\]

so that

\[
H(U) = -2B(\sum_{j=1}^{r} t_j^2 H_j, \sum_{j=1}^{r} t_j^2 H_j) = -2 \sum_{j=1}^{r} t_j^4 B(H_j, H_j) = -8p \sum_{j=1}^{r} t_j^4.
\]

Under the constraint \( \rho_0(U) = 1 \), the holomorphic sectional curvature reaches its minimal value for all \( t_j \) equal to 0 except (say) \( t_1 = (2p)^{-1/2} \), so that the minimal value of the curvature is \(-\frac{2}{p}\). Its maximal value is obtained for all \( t_j \)'s equal and an easy computation shows that it is \(-\frac{2}{rp}\).

If one multiplies the metric by a factor \( c > 0 \), then the holomorphic sectional curvature is multiplied by \( \frac{1}{c} \). So the proper normalization for the metric is to use \( \frac{2}{p} \) times the Bergman metric. It amounts to use the normalized Bergman kernel

\[
k(z, w) = k_D(z, w)^{\frac{2}{p}} = h(z, w)^{-2}
\]

instead of \( k_D(z, w) \).

The corresponding transformation law under \( G \) is

\[
k(gz, gw) = j(g, z)^{-\frac{2}{p}} k(z, w)^{\frac{2}{p}}.
\]

Observe that for a given \( g \in G \) the expression "\( j(g, z)^{-\frac{2}{p}} \)" can be defined as \( D \) is simply connected, and the choice depends on a factor of modulus 1, so that there is no ambiguity in (1.3).

There is a further property of the kernel \( k \) which will be needed. This is a subtle relation with the corresponding kernel \( k_T \) for a subdomain of tube type \( D^T \) of \( D \) to be defined below.

Let \( Y_T = \sum_{j=1}^{r} Y_j \) and define the Cayley transform

\[
c = c_T = \exp \frac{\pi}{d} iY_T.
\]

Then \( \text{Ad}(c^4) \) is an involution of \( g_C \) which preserves \( g \) and commutes with \( \theta \). Denote by \( g^T \) its fixed points. Then \( g^T = t^T \oplus p^T \) is a Cartan decomposition, and the corresponding symmetric space is still Hermitian, and now of tube-type. As a bounded domain, it can be realized as \( D^T = D \cap p^T_+ \).

The relation to be explained is a special case of a more general result for \( K \)-invariant polynomials on \( p \). Denote by \( \mathcal{P} \) the space of real-valued polynomials on \( p_+ \), and by \( K \mathcal{P} \) the subspace of \( K \)-invariant polynomials. Now let \( \mathcal{H} = \mathcal{H}(p_+ \times p_+) \) be
the set of polynomials \( q(z, w) \) on \( \mathfrak{p}_+ \times \mathfrak{p}_+ \) holomorphic in \( z \) and antiholomorphic in \( w \), satisfying the symmetry condition

\[
q(w, z) = q(z, w) .
\]

If \( h \in \mathcal{H} \), then \( z \mapsto q(z, z) \) defines a \textit{real-valued} polynomial \( Q \) on \( \mathfrak{p}_+ \), and any real-valued polynomial \( Q \) on \( \mathfrak{p}_+ \) is obtained from a unique element \( q \) of \( \mathcal{H} \) by this process. If \( Q \) is \( K \)-invariant, then \( q \) is \( K \)-invariant on \( \mathfrak{p}_+ \times \mathfrak{p}_+ \), because the action of \( K \) on \( \mathfrak{p}_+ \) is holomorphic and commutes with the conjugation \( \sigma \), thus preserving \( \mathcal{H} \). So the space \( K\mathcal{P} \) is isomorphic to \( K\mathcal{H} \), the space of \( K \)-invariant elements in \( \mathcal{H} \). The same construction can be used for \( \mathfrak{p}_T^+ \), thus giving isomorphisms between \( \mathcal{P}^T \) and \( \mathcal{H}^T \) one one hand and \( K\mathcal{P}^T \) and \( K\mathcal{H}^T \) on the other (with obvious notation).

**Lemma 1.2.** Let \( q \in K\mathcal{P} \), and \( Q \in K\mathcal{H} \) the associated element. Let \( q^T \) the element of \( K\mathcal{P}^T \) whose restriction to \( \mathfrak{a}_+ \) is \( q|_{\mathfrak{a}_+} \), and \( Q^T \) the associated element in \( K\mathcal{H}^T \). Then, for any \( z^T \in \mathfrak{p}_+^T \) and \( w \in \mathfrak{p}_+^T \),

\[
Q(z^T, w) = Q^T(z^T, Pw)
\]

where \( P \) is the projection of \( \mathfrak{p}_+ \) on \( \mathfrak{p}_+^T \) with respect to eigenspaces of the involution \( \text{Ad}(\mathfrak{c}_+) \).

**Proof.** Although not stated, the lemma is a consequence of the results obtained in [F-al] part III, sections V and VI. We use freely the notation from [F-al]. Let \( E_\Gamma = \sum_{j=1}^r E_j \). This is an element in \( \mathfrak{p}_+^T \), such that the orbit \( S \) (resp. \( S^T = S \cap \mathfrak{p}_+^T \)) of \( E_\Gamma \) under \( K \) (resp. \( K^T \)) is the Shilov boundary of \( \mathcal{D} \) (resp. \( \mathcal{D}^T \)). Let \( L \) (resp. \( L^T \)) be its stabilizer in \( K \) (resp. \( K^T \)). Then consider the function defined for \( w \in \mathfrak{p}_+ \) by \( \varphi(w) = Q(E_\Gamma, w) \). This is an anti-holomorphic polynomial on \( \mathfrak{p}_+ \), invariant by \( L \). Hence it is a (finite) linear combination of the \( L \)-invariant polynomials \( \{ \varphi_m(w) \} \) and hence

\[
Q(E_\Gamma, w) = Q^T(E_\Gamma, Pw)
\]

(see theorem V.2.1 and lemma VI.4.5 in [F-al] Part III). Now by \( K^T \)-invariance, and the fact that the action of \( K^T \) commutes with the projection \( P \), we easily get

\[
Q(kE_\Gamma, w) = Q^T(kE_\Gamma, Pw)
\]

for \( k \in K^T \). As the orbit of \( E_\gamma \) under \( K^T \) is the Shilov boundary \( S^T \) of \( \mathcal{D}^T \),

\[
Q(\sigma, w) = Q^T(\sigma, Pw)
\]

for \( \sigma \in S^T \). As \( Q(z^T, w) \) and \( Q^T(z^T, Pw) \) are holomorphic in \( z^T \), they must coincide everywhere on \( \mathcal{D}^T \), hence on \( \mathfrak{p}_+^T \). □

Applied to the invariant polynomial \( h^2 \), we obtain the following formula

\[
k(z^T, w) = k^T(z^T, Pw)
\]

for all \( z^T \in \mathfrak{p}_+^T \) and \( w \in \mathfrak{p}_+^T \).
Proposition 1.3. Let \( z \in \mathcal{D} \). Then \( Pz \in \mathcal{D}^T \).

Proof. Consider on \( \mathfrak{g}_C \) the (standard) Hermitian inner product given by

\[
<X, Y> = -B(X, \sigma Y)
\]

where \( B \) is as before the Killing form of \( \mathfrak{g} \) extended by \( \mathbb{C} \)-linearity to \( \mathfrak{g}_C \) and for \( z \in \mathfrak{p}^+ \), let \( \Re z = \frac{1}{2}(z + \alpha(z)) \in \mathfrak{p} \). Then the domain \( \mathcal{D} \) admits the following description

\[
\mathcal{D} = \{ z \in \mathfrak{p}_+ \mid \| \text{ad} \Re z \| < 1 \}
\]

where the norm refers to the operator norm on \( \text{End}(\mathfrak{g}_C) \) (see [S] ch. II, Prop. 4.6). There is of course a similar description for \( \mathcal{D}^T \), namely

\[
\mathcal{D}^T = \{ z \in \mathfrak{p}_+^T \mid \| \text{ad} \Re z \| < 1 \}
\]

Here the norm is the operator norm on \( \text{End}(\mathfrak{g}_T) \), where \( \mathfrak{g}_T \) is equipped with the standard inner product \( <\cdot, \cdot> \) coming from the Killing form \( B_T \) of \( \mathfrak{g}_T \). The following lemma gives the relation between the two inner products.

Lemma 1.4. The restriction of the inner product \( <\cdot, \cdot> \) to \( \mathfrak{g}_T \) is a (non-zero) multiple of \( <\cdot, \cdot> \).

The space \( \mathfrak{a} \) is a Cartan subspace for both pairs \( \mathfrak{g}, \mathfrak{t} \) and \( \mathfrak{g}_T, \mathfrak{t}_T \). The set \( \{X_1, X_2, \ldots, X_r\} \) is an orthogonal basis for both inner products, and we showed that \( B(X_i, X_j) = 4p \). The same computation can be done for \( \mathfrak{g}_T \) and gives \( B^T(X_i, X_j) = 4p_T \) where \( p_T = (r - 1)a + 2 \). Hence the two inner product are proportional on \( \mathfrak{a} \). By \( K_T \) invariance, they are proportional on \( \mathfrak{p}_T \), and hence on \( \mathfrak{g}_T \) as \( \mathfrak{g}_T \) has no compact factor.

The lemma allows us to compute the operator norm on \( \mathfrak{g}_C^T \) by using the inner product \( <\cdot, \cdot> \).

Now consider the decomposition of \( \mathfrak{g} \) with respect to \( \text{Ad}(c^4) \)

\[
\mathfrak{g} = \mathfrak{g}_T \oplus \mathfrak{g}^{(2)}, \quad \mathfrak{t} = \mathfrak{t}_T \oplus \mathfrak{q}^{(2)}, \quad \mathfrak{p} = \mathfrak{p}_T \oplus \mathfrak{p}^{(2)}
\]

and let \( X = X^T + X^{(2)} \) be the decomposition of an element in \( \mathfrak{p} \). Let \( Y \in \mathfrak{g}_C^T \). Then

\[
\text{ad} X(Y) = [X^T, Y] + [X^{(2)}, Y].
\]

But \([X^T, Y]\) belongs to \( \mathfrak{g}_C^T \) and \([X^{(2)}, Y]\) belongs to \( \mathfrak{g}^{(2)} \). As \( \mathfrak{g}_C^T \) and \( \mathfrak{g}_C^{(2)} \) are orthogonal, we get

\[
\| \text{ad}(X^T)Y\| \leq \| \text{ad}(X)Y\|.
\]

Assume now that \( X = \Re z \) for some \( z \in \mathcal{D} \). Then \( \| \text{ad}(X)Y\| < \| Y\| \) and hence

\[
\| \text{ad}(X^T)Y\| < \| Y\|.
\]

As \( Y \) is arbitrary in \( \mathfrak{g}_C^T \) we get \( \| \text{ad}(X^T)\| < 1 \). But the projection on \( \mathfrak{p}_+^T \) commutes with "taking the real part", so that we get \( \| \text{ad}(\Re Pz)\| < 1 \), proving that \( Pz \in \mathcal{D}^T \).
Proposition 1.5. Let \( \sigma \in S \) and assume that \( P \sigma \in S^T \). Then \( \sigma \in S^T \).

Proof. As \( K^T \) acts transitively on \( S^T \) we may assume that \( P \sigma = E = \sum_{j=1}^{r} E_j \). Let \( L \) be the real affine hyperplane through \( E \) which is orthogonal to the line \( \mathbb{R} E \). Then one has \( \overline{D} \cap L = \{E\} \). Now \( L \) contains \( E + p_+^{(2)} \), so that no point of \( E + p_+^{(2)} \) can belong to \( S \) except \( E \).

2. Computation of the integrals \( \int_{\Delta} \omega \). The Hermitian symmetric space \( D \) is a Kaehler manifold. Its (normalized) Kaehler form \( \omega \) is given by

\[
\omega = i \partial \bar{\partial} \log k(z,z).
\]

see ([S]). It is a closed 2-form of type (1,1). If \( \Delta \) is a geodesic triangle (i.e. the sides of which are geodesic segments) in \( D \), we may consider any smooth surface \( \Sigma \) which has the geodesic triangle as its boundary. As \( \omega \) is closed, \( \int_{\Sigma} \omega \) does not depend on \( \Sigma \), but merely on \( \Delta \). Hence we denote this integral by \( \int_{\Delta} \omega \), and call it occasionally the symplectic area of the (geodesic) triangle \( \Delta \).

Theorem 2.1. Let \( \Delta = (w_1, w_2, w_3) \) be an (oriented) geodesic triangle in \( D \). Then

\[
\int_{\Delta} \omega = \varphi(w_1, w_2, w_3) = -\left( \arg k(w_1, w_2) + \arg k(w_2, w_3) + \arg k(w_3, w_1) \right).
\]

where \( \arg k(z, w) \) is the (unique) continuous determination of the argument such that \( \arg k(z, z) = 0 \) for any \( z \in D \).

For the proof we follow [D-T] and use Stokes formula. This is better explained by introducing the operator \( d_c \) on differential forms (see e.g. [Gol] section 2.4). Let \( J \) denote the complex structure operator in the tangent bundle. It induces an operator on the cotangent bundle (still denoted by \( J \)) defined by

\[
J \xi(X) = \xi(JX)
\]

which has then a natural extension to the exterior bundle. On forms of type \((p, q)\) it coincides with \( i^{(q-p)} \). The operator \( d_c \) is defined by

\[
d_c \varphi = J^{-1} d J \varphi
\]

where \( \varphi \) is a differential form. Then \( d_c = -i(\partial - \bar{\partial}) \), \( \partial d_c = 2i \bar{\partial} \partial \). For a holomorphic function \( f \) on \( D \), the Cauchy-Riemann equations have the following equivalent formulation

\[
d_c \Re f = d \Im f \quad d_c \Im f = -d \Re f.
\]

The computation uses appropriate potentials for the Kaehler form. Let us first consider the base-point \( o \). Then set

\[
\rho_o(z) = \log k(z, z).
\]

Proposition 2.2. The function \( \rho_o \) satisfies the following properties

i) \( dd_c \rho_o = 2 \omega \).

ii) \( \rho_o(o) = 0 \).
iii) $\rho_0$ is invariant under $K$

iv) $d_c \rho_0$ vanishes on tangent vectors to any geodesic through $o$.

Let us only prove iv) since the other properties are obvious. Let us consider a geodesic $t \mapsto \gamma(t)$ which for $t = 0$ passes through $o$. By $K$-invariance, we may assume that its tangent vector $\gamma(0)$ at $o$ is in $\mathfrak{a}$. Let assume first that $\gamma(0)$ is regular, i.e. $\alpha(\gamma(0)) \neq 0$ for all restricted roots $\alpha$. As $\mathfrak{a}$ is flat, the geodesic will remain in $\exp \mathfrak{a}$ and $\gamma(t)$ is for every $t \neq 0$ a regular point in $\exp \mathfrak{a}$. Now if $X \in \mathfrak{a}$, then $JX$ is orthogonal to $\mathfrak{a}$ as

$$B(JX,Y) = B([H_0,X],Y) = B(H_0,[X,Y]) = 0$$

for any $Y \in \mathfrak{a}$. Hence $J\gamma(t) \in \mathfrak{a}^\perp$. But at the regular point $m = \gamma(t), t \neq 0$, the orthogonal of $\mathfrak{a}$ in the tangent space at $m$ is exactly the tangent space to the $K$-orbit at $m$. Hence iii) implies that $d\rho_0(J\gamma(t)) = 0$ for any $t \in \mathbb{R}$. The case of a non regular geodesic is obtained by continuity.

Now let $w \in \mathcal{D}$. Let $g \in G$ such that $w = g(0)$. Then define

$$(2.4) \quad \rho_w(z) = \rho_0(g^{-1}z) .$$

Observe that the definition does not depend on the choice of $g$. By invariance under $G$ of the Kaehler form, the function $\rho_w$ satisfies

i) $dd_c \rho_w = 2\omega$

ii) $\rho_w(w) = 0$

iii) $\rho_w$ is invariant under the stabilizer of $w$ in $G$

iv) $d_c \rho_w$ vanishes on tangent vectors to any geodesic through $w$.

Now, from (1.3)

$$\rho_w(z) = \rho_0(z) - \frac{4}{p} \log |j(g^{-1},z)| ,$$

hence

$$(2.5) \quad \rho_0(z) - \rho_w(z) = \frac{4}{p} \log |j(g^{-1},z)| = \frac{4}{p} \Re \log j(g^{-1},z) .$$

We now use a specific element $g$, namely $g_w$ (see definition in section 1). First observe that as $g_w \in G, \sigma(g_w) = g_w$, and so

$$g_w^{-1} = \exp(-w)K(w,w)\frac{1}{2} \exp(-\sigma(w)) .$$

Hence

$$g_w^{-1} \exp(z) = \exp(-w)K(w,w)\frac{1}{2} p_+ K(z,w)^{-1} p_- ,$$

with $p_+ \in P_+, p_- \in P_-$. As $K_C$ normalizes $P_+$, we get

$$J(g_w^{-1}, z) = K(w,w)\frac{1}{2} K(z,w)^{-1}$$

and hence

$$j(g_w^{-1}, z) = k_D(w,w)^{-\frac{1}{2}} k_D(z,w)$$

or

$$j(g_w^{-1}, z)^p = k(w,w)^{-1} k(z,w)^2$$
Now let $\Delta$ be a geodesic triangle with summits $0, w_1, w_2$. Then, by Stokes formula

$$\int_\Delta \omega = \frac{1}{2} \int_\Delta d_c \rho_0 = \frac{1}{2} \int_{\gamma_{w_1,w_2}} d_c \rho_0$$

where $\gamma_{w_1,w_2}$ denotes the geodesic arc from $w_1$ to $w_2$. Now, thanks to (2.5)

$$\int_{\gamma_{w_1,w_2}} d_c \rho_0 = \int_{\gamma_{w_1,w_2}} d_c \rho_w + \int_{\gamma_{w_1,w_2}} d_c \left( \frac{4}{p} \Re \log j(g^{-1}, z) \right).$$

The first integral in the right hand-side vanishes because of property iv), and the second integral can be transformed using the Cauchy-Riemann equations for the holomorphic function $j(g^{-1}, z)$, to yield

$$\int_\Delta \omega = \int_{\gamma_{w_1,w_2}} d_c \left( \frac{2}{p} \Im j(g^{-1}, z) \right) = \frac{2}{p} \left( \arg j(g^{-1}, w_2) - \arg j(g^{-1}, w_1) \right)$$

$$\arg k(w_2, w_1) = - \arg k(w_1, w_2).$$

To finish the proof of Theorem 1, we first observe that $k(o, w) = k(w, o) = 1$, so that the formula for the geodesic triangle $(o, w_1, w_2)$ corresponds to the statement of the theorem. Then we conclude by observing that both sides of the formula are invariant by the action of $G$, so that it is enough to prove it for triangle with first summit equal to $o$. 

3. Estimate of the integrals $\int_\Delta \omega$.

**Theorem 3.1.** For any geodesic triangle $\Delta$

(3.1)

$$|\int_\Delta \omega| < r\pi.$$

**Remark.** The estimate is optimal in the sense that

$$\sup_\Delta \int_\Delta \omega = r\pi, \quad \inf_\Delta \int_\Delta \omega = -r\pi.$$

where $\Delta$ runs through all geodesic triangles in $\mathcal{D}$.

The proof is divided in several steps.

**Step 1.** Reduction to the tube-type case. As $G$ is transitive on $\mathcal{D}$, we may always assume that the first summit $z_1$ of the triangle is $o$. Next by using the action of $K$, we may assume that the second summit $z_2$ is in $a_+$, so in particular $z_2 \in p^+$. Thanks to Lemma 1.2, we loose no generality in assuming that the third summit is in $p^+$. 

**Step 2.** Reduction to the Shilov boundary. Assume that we are in the tube-type case, and so we may drop the upper-index $T$. The value of the integral as expressed by formula (2.2) coincides (up to a constant) with the expression used in [C-O] to generalize the Maslov index. More precisely, in [C-O] we set

$$c(w_1, w_2, w_3) = \frac{k(w_1, w_2)}{k(w_2, w_1)} \frac{k(w_2, w_3)}{k(w_3, w_2)} \frac{k(w_3, w_1)}{k(w_1, w_3)}.$$
so that
\[ \varphi(w_1, w_2, w_3) = -\frac{1}{2} \arg(c(w_1, w_2, w_3)) \, . \]

We were interested in the limit of these expressions when the summits approach the Shilov boundary to form an ideal triangle with summits in \( S \). The estimate which we are looking for is obtained along the same line. First let \( 0 < t < 1 \). Then consider the auxiliary function \( \varphi_t \) defined by
\[ \varphi_t(w_1, w_2, w_3) = -\left( \arg(k(t w_1, t w_2) + \arg k(t w_2, t w_3) + \arg k(t w_3, t w_1)) \right) \, . \]

As a function of \( w_1 \), it is a sum of the real part of a holomorphic function and the real part of an anti-holomorphic function, hence it is a pluri-harmonic function. Of course the definition of \( \varphi_t \) can be extended to a neighbourhood of \( \overline{D} \). The maximum principle for holomorphic functions with respect to the Shilov boundary \( S \) extends to pluri-harmonic functions. In fact, such a function (say \( f \)) is the real part of some holomorphic function (say \( F \)), so \( |f| \) is the modulus of the holomorphic function \( e^F \), and \( e^f \) (hence also \( f \)) reaches its maximum on \( S \). We get
\[ \sup_{w_1, w_2, w_3 \in D} |\varphi_t(w_1, w_2, w_3)| \leq \sup_{\omega_1 \in S, \omega_2, \omega_3 \in D} |\varphi_t(\omega_1, \omega_2, \omega_3)| \, . \]

We may apply the same argument to \( w_2 \) and then \( w_3 \) to get
\[ \sup_{w_1, w_2, w_3 \in D} |\varphi_t(w_1, w_2, w_3)| \leq \sup_{\omega_1, \omega_2, \omega_3 \in S} |\varphi_t(\omega_1, \omega_2, \omega_3)| \]

As \( \varphi_t \) is continuous on \( S \times S \times S \), it is enough to estimate it on a dense open subset. Hence we may use the set \( S^3 \) of triplets of mutually transverse elements (see \([C-O]\) for the definition).

**Step 3.** As a function of \( t \), the function \( \sup_{S \times S \times S} |\varphi_t| = \sup_{t \in D \times t \in D \times t \in D} |\varphi| \) is increasing. But for \((\omega_1, \omega_2, \omega_3) \in S^3 \), \( \varphi_t(\omega_1, \omega_2, \omega_3) \) has a limit as \( t \to 1 \). In fact a special case of the results in \([C-O]\) gives that
\[ \frac{1}{2\pi} \arg c(t \omega_1, t \omega_2, t \omega_3) \longrightarrow \iota(\omega_1, \omega_2, \omega_3) \]

where \( \iota(\omega_1, \omega_2, \omega_3) \) is the Maslov index of the triple \((\omega_1, \omega_2, \omega_3)\), an integer between \( r \) and \(-r\). Hence \( |\varphi_t(\omega_1, \omega_2, \omega_3)| \leq r\pi \). As \( t \) is arbitrary in \([0,1]\], the inequality \( |\int_\Delta \omega| \leq r\pi \) follows. The inequality is strict. It this were not the case, then the pluri-harmonic function \( \varphi \) would reach its maximum (or infimum) in the interior of \( D^3 \), so would be constant on \( D^3 \), which is obviously not true. \( \square \)

Actually, the proof gives a little more, namely that
\[ \sup_{\Delta} |\int_\Delta \omega| = r\pi \]

where \( \Delta \) runs through all geodesic triangles in \( D \).

In fact, it is enough to prove this property for tube-type domains. In this case, choose three points \( \omega_1, \omega_2, \omega_3 \) mutually transverse in \( S \) such that their Maslov index
equals \( r \). Then consider for \( 0 < t < 1 \) the triangles \( \Delta_t \) with summits \((t\omega_1, t\omega_2, t\omega_3)\). Clearly they satisfy
\[
\limsup_{t \to 1} \int_{\Delta_t} \omega = r\pi.
\]

This question will be further discussed at the end of section 4.

4. Ideal triangles. Let \( \xi_1, \xi_2, \xi_3 \) be three distinct points in the topological boundary \( \partial D \) of \( D \), and assume there is an (infinite) geodesic with endpoints \( \xi_1 \) on one hand and \( \xi_2 \) on the other, and similarly for \( (\xi_2, \xi_3) \) and \( (\xi_3, \xi_1) \). This describes an ideal triangle.

If we consider two distinct points of the boundary \( \xi_1 \) and \( \xi_2 \), there might exist no geodesic line with endpoints \( \xi_1 \) and \( \xi_2 \) or there might be several geodesics satisfying this condition. Recall that the topological boundary is a disjoint union of exactly \( r \) orbits under the action of \( G \) (see [S] Theorem 8.7). In fact let for \( 1 \leq k \leq r \)
\[
E_k = \sum_{j=1}^{k} E_j.
\]
Then \( E_k \) belongs to \( \partial D \) and
\[
\partial D = \bigsqcup_{k=1}^{r} \partial_k D
\]
where \( \partial_k D = G.E_k \).

Before stating our next result we need a new definition (already introduced in the Jordan algebra setting in [C-O]). If two elements \((z, w)\) of \( p_+ \) satisfy \( h(z, w) \neq 0 \), we say that they are transverse and denote this relation by
\[
z \perp w \iff h(z, w) \neq 0.
\]
Because of the properties of the kernel \( h \), this relation is symmetric and \( G \)-invariant.

Proposition 4.1. Two points of \( \partial D \) which are endpoints of some (infinite) geodesic belong to the same \( G \)-orbit and are transverse.

Because of the transitivity of the action of \( G \), we may always assume that the geodesic passes through the origin \( o \), say at time 0. Similarly by using known properties of the stabilizer \( K \) of \( o \), we may assume that its tangent vector \( \dot{\gamma}(0) \) at \( o \) is in a specific Cartan subspace and even in a dominant Weyl chamber. So we may assume w.l.o.g. that
\[
\dot{\gamma}(0) = \sum_{j=1}^{r} a_j E_j
\]
with \( a_1 \geq a_2 \geq \ldots \geq a_r \geq 0 \). Hence the geodesic is of the form
\[
t \mapsto \gamma(t) = \sum_{j=1}^{r} \tanh (a_j t) \ E_j
\]
Assume that \( a_k > 0 \) but \( a_{k+1} = a_{k+2} = \ldots = a_r = 0 \). Then
\[
\gamma(t) \to \gamma(\infty) = E_k \quad \text{as} \ t \to +\infty, \quad \gamma(t) \to \gamma(-\infty) = -E_k \quad \text{as} \ t \to -\infty.
\]
Clearly \( \gamma(\infty) \) belongs to the same \( G \)-orbit as \( \gamma(-\infty) \). To see the transversality relation, notice that by polarization of the definition of \( \mathfrak{h} \), one as

\[
h \left( \sum_{j=1}^{r} s_j E_j, \sum_{j=1}^{r} t_j E_j \right) = \prod_{j=1}^{r} (1 - s_j t_j)
\]

for \( s_j, t_j \in \mathbb{C}, 1 \leq j \leq r \). Hence \( h(\gamma(\infty), \gamma(-\infty)) = 2^k \neq 0 \).

By an \textit{ideal triangle of type} \( k \), we mean an ideal triangle \( \Delta \) with summits in \( \partial_k \mathcal{D} \).

For \( A \) any subset of \( \mathbb{P}^+ \), set

\[
A^3 = \{(a_1, a_2, a_3) \mid a_j \in A, a_j \cap a_k, \ j \neq k \}
\]

Now let

\[
\tilde{\mathcal{D}}^3 = (\overline{\mathcal{D}})^3 \cup \mathcal{D}^3 \cup \bigcup_{k=1}^{r} (\partial_k \mathcal{D})^3_k.
\]

As \( \mathcal{D} \) is star-shaped with respect to \( 0 \), the set \( \tilde{\mathcal{D}}^3 \) is clearly simply connected. Moreover the function

\[
(z_1, z_2, z_3) \mapsto h(z_1, z_2)h(z_2, z_3)h(z_3, z_1)
\]

is continuous and does not vanish on \( \tilde{\mathcal{D}}^3 \). Hence the \( \mathbb{C}^* \)-valued function

\[
(z_1, z_2, z_3) \mapsto k(z_1, z_2)k(z_2, z_3)k(z_3, z_1)
\]

is well-defined and continuous on \( \tilde{\mathcal{D}}^3 \). So there is a well-defined continuous extension to \( \tilde{\mathcal{D}}^3 \) of the function \( \varphi \) which was used to compute the integral of the Kaehler form on a geodesic triangle. We will call it occasionally the \textit{triple ratio} of the corresponding summits of the triangle.

If \( \Delta \) is an ideal triangle, with summits (say) \( (\xi_1, \xi_2, \xi_3) \), then \( (\xi_1, \xi_2, \xi_3) \) belongs to \( \tilde{\mathcal{D}}^3 \), and hence we may extend the definition of the symplectic area \( \int_{\Delta} \omega \) by

\[
\int_{\Delta} \omega = \varphi(\xi_1, \xi_2, \xi_3) = \lim_{z_j \to \xi_j, j \neq \xi_j} \int_{\Delta(z_1, z_2, z_3)} \omega.
\]

Notice in particular that \( \int_{\Delta} \omega \) depends only on the summits of the ideal triangle \( \Delta \) and not of the geodesic sides which are far from unique in general.

**Theorem 4.2.** Let \( \Delta \) be an ideal triangle of type \( k \) where \( 1 \leq k \leq r \). Then

\[
\left| \int_{\Delta} \omega \right| \leq k \pi.
\]

The case \( k = r \) is an easy consequence of Theorem 3.1. For \( k < r \), the proof uses a realization of the domain \( \mathcal{D} \) as a \textit{Siegel domain of type III}. We follow [S] except for minor changes of notation.

Let \( k \) be an integer with \( 1 \leq k \leq r \),

\[
X^\kappa = \sum_{j=1}^{k} X_j, Y^\kappa = \sum_{j=1}^{k} Y_j, H^\kappa = \sum_{j=1}^{k} H_j.
\]
Then 

$$s = s^\kappa = RX^\kappa \oplus RY^\kappa \oplus RH^\kappa$$

is a subalgebra of $\mathfrak{g}$ isomorphic to $\mathfrak{sl}_2(\mathbb{R})$ with the following relations 

$$[H^\kappa, X^\kappa] = -2Y^\kappa, \quad [H^\kappa, Y^\kappa] = 2X^\kappa, \quad [X^\kappa, Y^\kappa] = 2H^\kappa.$$ 

Let $c^\kappa = \exp(i\frac{\pi}{4}Y^\kappa)$ be the "Cayley element" in $G_C$ and let $\text{Ad} c^\kappa \in \text{Ad}(g_C)$ to be 

$$\text{Ad} c^\kappa = \exp(\text{ad}(i\frac{\pi}{4}Y^\kappa)) = \exp(i\frac{\pi}{4} \text{ad} Y^\kappa).$$

One has the following elementary results

$$\text{Ad} c^\kappa(H^\kappa) = -iX^\kappa, \quad \text{Ad} c^\kappa(X^\kappa) = -iH^\kappa, \quad \text{Ad} c^\kappa(Y^\kappa) = Y^\kappa.$$ 

On decomposing in irreducible components the representation (adjoint action) of $s$ into $\mathfrak{g}$, only factors of dimension $1 + d$ with $d = 0,1,2$ may appear, so that the isotypic decomposition is (with obvious notation)

$$\mathfrak{g} = \mathfrak{g}^{[0]} \oplus \mathfrak{g}^{[1]} \oplus \mathfrak{g}^{[2]}.$$ 

The map $\text{Ad} c^\kappa_+ \mathfrak{g}$ is an involution of $\mathfrak{g}$, and hence, the space of its fixed points $\mathfrak{g}_{\text{even}} = \mathfrak{g}^{[0]} \oplus \mathfrak{g}^{[2]}$ is a Lie subalgebra. Consider its decomposition

$$\mathfrak{g}_{\text{even}} = \mathfrak{g}_0 \oplus \bigoplus_{i=1}^s \mathfrak{g}_i,$$

where $\mathfrak{g}_0$ is the largest compact ideal, and the $\mathfrak{g}_i (i \geq 1)$ are simple and non-compact ideals.

Let 

$$\mathfrak{g}^\kappa = \bigoplus_{\mathfrak{g}_i \subset \mathfrak{g}^{[0]}} \mathfrak{g}_i.$$ 

The Lie algebra $\mathfrak{g}^\kappa$ is semi-simple, Hermitian of the non-compact type, of tube type, with $H_0$-element $\frac{1}{2}H^\kappa$. It is stable by $\theta$. It has a Cartan decomposition

$$\mathfrak{g}^\kappa = \mathfrak{k}^\kappa \cap \mathfrak{g}^\kappa \cap \mathfrak{p} = \mathfrak{t}^\kappa \oplus \mathfrak{p}^\kappa.$$ 

The complexification $(\mathfrak{p}^\kappa)^\mathbb{C}$ decomposes under the action of the complex structure as $\mathfrak{p}_C^\kappa = \mathfrak{p}^\kappa_{\ast, +} \oplus \mathfrak{p}^\kappa_{\ast, -}$. The corresponding symmetric space $G^\kappa/K^\kappa$ can be realized à la Harish Chandra as a bounded open set in $\mathfrak{p}^\kappa_{\ast, +}$ and appears as $D^\kappa = D \cap \mathfrak{p}^\kappa_{\ast, +}$. The space $\bigoplus_{j=1}^k RY_k$ is a Cartan subspace of the pair $(\mathfrak{g}^\kappa, \mathfrak{t}^\kappa)$. This implies in particular that the normalized Bergman kernel $k^\kappa$ of $D^\kappa$ is the restriction of the (normalized) Bergman kernel of $D$.

Let now 

$$\mathfrak{g}^\kappa_{(2)} = (\text{Ad} c^{-1} \mathfrak{t}^\kappa) \cap \mathfrak{g}.$$ 

It is contained in the centralizer of $X^\kappa$. Let us denote by $G^\kappa_{(2)}$ the analytic subgroup of $G$ with Lie algebra $\mathfrak{g}^\kappa_{(2)}$. 
Further, consider the Lie algebra
\[ g^\kappa = \bigoplus_{g_i \in g^{[0]}} g_i , \quad g^\kappa = \bigoplus_{i \geq 1, g_i \in g^{[0]}} g_i . \]
The Lie algebra \( g^\kappa \) is semi-simple, Hermitian of the non-compact type, with \( H_0 \)-element equal to \( H_0 - \frac{1}{2} H^\kappa \). As it is \( \theta \)-stable, we have
\[ g^\kappa = g^\kappa \cap \mathfrak{r} \oplus g^\kappa \cap \mathfrak{p} = \mathfrak{r}^\kappa \oplus \mathfrak{p}^\kappa \]
and the complexification \( \mathfrak{p}^*_C \) splits as
\[ \mathfrak{p}^*_C = \mathfrak{p}^*_+ \oplus \mathfrak{p}^*_-. \]
Let \( G^\kappa \) the analytic subgroup of \( G \) with Lie algebra \( g^\kappa \), and let \( D^\kappa = G^\kappa \cdot \mathfrak{o} \subset \mathfrak{p}^*_+ \) its associated symmetric space.

Let
\[ \mathfrak{c}(X^\kappa) = g(\text{ad} \, X^\kappa; 0), \quad U^\kappa = g(\text{ad} \, X^\kappa; 2), \quad V^\kappa = g(\text{ad} \, X^\kappa; 1) \]
and
\[ \mathfrak{b}^\kappa = \mathfrak{c}(X^\kappa) \oplus U^\kappa \oplus V^\kappa \]
which is a parabolic subalgebra of \( g \). One has
\[ \mathfrak{c}(X^\kappa) = \mathfrak{g}^\kappa_{(1)} \oplus \mathfrak{g}^\kappa_{(2)} . \]

On the space \( U^\kappa \) we define an inner product by
\[ < u, u' > = -B(u, \theta u') , \quad u, u' \in U^\kappa \]
where \( B \) is the Killing form of \( g \). The group \( G^\kappa_{(1)} \) operates trivially on \( U^\kappa \). The element \( E^\kappa = \frac{1}{2}(Y^\kappa + H^\kappa) \) belongs to \( U^\kappa \) and \( G^\kappa_{(2)} \cdot E^\kappa = \Omega^\kappa \) is a self-adjoint homogeneous cone in \( U^\kappa \) for the inner product we have defined. In fact, \( G^\kappa_{(2)} \) is (the connected component of) the group of linear transformations of \( U^\kappa \) which preserve \( \Omega^\kappa \).

On \( V^\kappa \) there is a complex structure \( I_0 \) (given by \( \text{ad} v^\kappa \cdot 2(H_0 - \frac{1}{2} H^\kappa) \)), and an alternating bilinear map
\[ A : V^\kappa \times V^\kappa \rightarrow U^\kappa \quad A(v, v') = -\frac{1}{4}[v, v'] \]
such that the bilinear form \( (v, v') \mapsto A(v, I_0 v') \) is symmetric and \( \Omega^\kappa \)-positive definite in the sense that \( A(v, I_0 v) \in \Omega \setminus \{0\} \) for all \( v \in V^\kappa, v \neq 0 \). The group \( G^\kappa_{(1)} \) acts on \( V^\kappa \) and preserves the bilinear map \( A \), whereas the action of \( G^\kappa_{(2)} \) on \( V^\kappa \) commutes with the complex structure \( I_0 \).

At this point, we will drop the index \( \kappa \) most of the time, so that we set \( V = V^\kappa, U = U^\kappa \) and so on. The complexification \( V^C \) splits as
\[ V^C = V_+ \oplus V_- \]
and to the alternating map \( A \) we may associate the Hermitian map
\[
H : V_+ \times V_+ \to U_C, \quad H(v, v') = iA(v, v')
\]
which is moreover \( \Omega \)-positive in the sense that
\[
H(v, v) \in \Omega \setminus \{0\} \text{ for } v \in V_+, v \neq 0.
\]
Finally, to each \( t \in D^K \) there is a certain non-degenerate quasi-hermitian map (= sum of a Hermitian map and a \( \mathbb{C} \)-bilinear map) \( L_t : V_+ \times V_+ \to U_C \) which definition will not be needed explicitly, except for \( t = 0 \), in which case
\[
L_0(w, w') = H(w, w'), \quad v, v' \in V_+.
\]

**Proposition 4.3.** The holomorphic action of \( c_\kappa \) is defined for all \( z \in D \) and the map \( (\text{Ad} c_\kappa)^{-1} c_\kappa \) gives an analytic isomorphism of \( D \) on the Siegel domain of the third kind \( S^K \) defined by
\[
S^K = \{(u, v, t) \in U_C \times V_+ \times D^K \mid \Phi(u, v, t) = \Re u - \Re L_t(v, v) \in \Omega\}.
\]

One can define an action of \( G \) on \( S^K \) in such a way that \( (\text{Ad} c_\kappa)^{-1} c_\kappa \) is equivariant with respect to \( G \).

The description of the full action of \( G \) would require more notation and will not be needed explicitly in the sequel. We will rather give the description of the action of a certain subgroup, which acts transitively and by quasi-linear maps (i.e. affine on any fiber of \( \pi^K \), where \( \pi^K : S^K \to D^K \) is the projection on the third factor). Let \( B^K \) be the analytic subgroup of \( G \) with Lie algebra \( b^K \). It is the semi-direct product of the connected component (denoted by \( G^1 \)) of \( C(X^K) \) (the centralizer of \( X^K \) in \( g \)) and a simply connected step-two nilpotent subgroup \( \widetilde{V} \) associated by the exponential map to the Lie algebra whose underlying vector space is \( U \oplus V \), with the Lie bracket:
\[
[u + v, u' + v'] = -4A(v, v')
\]
The subgroup \( G^1 \) is the almost direct product of \( G^K_{(1)}, G^K_{(2)} \). We denote an element of \( B^K \) by \( g = (a, b, g_1) \) with \( a \in U, b \in V, g_1 \in G^1 \). Then the map \( \Phi \) is equivariant under the action of \( B^K \) in the sense that
\[
\Phi(g(u, v, t)) = g_1 \Phi(u, v, t), \quad (u, v, t) \in S^K
\]
and similarly, the map \( \pi^K \) is equivariant under the action of \( B^K \) in the sense that
\[
\pi^K(g(u, v, t)) = g_1(t)
\]
for \( g = (a, b, g_1) \in G^1 \).

Moreover, the action of \( B^K \) is transitive on \( S^K \), the subgroup \( G^K_{(2)} \widetilde{V} \) is transitive on the fiber
\[
\mathcal{F}^K = (\pi^K)^{-1}(o) = \{(u, v, o) \mid \Re u - H(v, v) \in \Omega\}
\]
and stabilizes the boundary point \((0,0,o)\) which is the image of \(E^\kappa\) by the Cayley
transform.

Some further information on that realization is needed.

**Proposition 4.4.** The fiber \(F^\kappa\) is the union of all geodesics of the domain \(S^\kappa\) with endpoint \((0,0,o)\).

**Proof.** The image of the geodesic \(s \mapsto \gamma(s) = \exp sX^\kappa o\) is given by
\[
(\text{Ad } c_\kappa)^{-1} c_\kappa (\gamma(s)) = (ie^{2s}E^\kappa, 0, o)
\]
(see [S]). It is a geodesic which passes through \((iE^\kappa, 0, o)\) with endpoint \((0,0,o)\). By the
transitivity of the action of \(G^\kappa(2)\tilde{V}\) on \(F^\kappa\), there is a geodesic with endpoint \((0,0,o)\) through
any point of that fiber, so that \(F^\kappa\) is a union of such geodesics. Now let
\(z \in S^\kappa\). The set \(\{(0,0,t), t \in D^\kappa\) is a holomorphic boundary component, and hence
there is a unique geodesic issued from \(z\) that has its endpoint in \(D^\kappa\). Let \(t\) be its
endpoint. As \(G^1\) permutes the fibers of the map \(\pi^\kappa\), it is also true that there is a
geodesic through any point of \((\pi^\kappa)^{-1}(t)\) with endpoint \(t\). So if the (unique) geodesic
from \(z\) with endpoint in \(D^\kappa\) has \((0,0,o)\) as endpoint, then the geodesic lies in \(F^\kappa\), and
hence \(z \in F^\kappa\).

Remark. However the space \(F^\kappa\) is not a totally geodesic subspace of \(S^\kappa\). It has
a structure of "quasi-symmetric" Siegel domain of type II.

Denote by \(k_S\) the Bergman kernel of the domain \(S^\kappa\).

**Proposition 4.5.** The restriction of the Bergman kernel \(k_S\) to \(F^\kappa \times F^\kappa\) is given
by
\[
k_S((u,v,o),(u',v',o)) = c_\kappa \det (\frac{1}{2i}(u - u') - H(v, v'))^{-\nu_\kappa}
\]
where \(\nu_\kappa = \frac{1}{k}(2 \dim U^\kappa + \dim_\mathbb{C} V^+)\) and some \(c_\kappa > 0\).

**Proof.** The subgroup \(G^\kappa(2)\tilde{V}\) is reductive with a one-dimensional center. The center
is in fact the one-parameter subgroup generated by \(X^\kappa\). Hence two characters on \(G^\kappa(2)\)
agree if and only if they agree on \(\{\exp(ln t \text{ ad} X^\kappa)\}_{t \in \mathbb{R}}\). Now,
\[
\exp(ln t \text{ ad} X^\kappa)|_U = t^2 \text{Id}_U,
\]
and
\[
\exp(ln t \text{ ad} X^\kappa)|_V = t \text{Id}_V.
\]
Also recall that \(G^\kappa(2)\tilde{V}\) operates transitively on \(F^\kappa\).

Consider the two functions on \(F^\kappa\)
\[
(u,v,0) \mapsto k_S((u,v,0),(u,v,0)), \quad (u,v,0) \mapsto \det(3u - H(v,v))^{-\nu_\kappa}
\]
They are both invariant under the action of \(\tilde{V}\). They both transform by a character
under the action of \(G^\kappa(2)\): the first one because of the transformation rule of the
Bergman kernel under the (linear) action of \(G^\kappa(2)\) on \(U_\mathbb{C} \times V^+\), the second because of
the property of the function $\det$ in the Jordan algebra $U$. By looking to the action of the center of $G^{\kappa}_J(2)$, we see that the exponent $-\kappa$ is precisely chosen so that both functions transform under the same character of $G^{\kappa}_J(2)$. Hence the two functions coincide on $\mathcal{F}^\kappa$. Finally the two expressions in the proposition are holomorphic in $(u,v)$ and anti-holomorphic in $(u',v')$, coincide when $(u,v) = (u',v')$ and hence are equal.

Denote by $T = U + i\Omega \subset U_C$ the tube domain associated to the Jordan algebra $U$, which we view as a subdomain of $\mathcal{F}$, and denote by $P_T$ the projection from $U_C \times V^+$ on $U_C$.

**Corollary 4.6.** Let $z_T \in T^\kappa$ and $z' \in \mathcal{F}^\kappa$. Then

$$k_S(z_T, z') = k_S(z_T, P_T z') .$$

**Proof.** It is a consequence of the formula (4.3), as one has to apply it with $v = v' = 0$.

**Remark.** In the case where $\kappa = r$, this gives an independent proof of formula (1.5).

We now come back to the proof of Theorem 4.2. Let $\Delta$ be an ideal triangle of type $k$. As we have already seen, it is possible to assume that one of the geodesic line is given by

$$s \mapsto \gamma(s) = \exp sX^\kappa(o) = (\tanh s) E^k .$$

There is a second geodesic $t \mapsto c(t)$ with endpoint at $c(-\infty) = -E^k$. In order to estimate the symplectic area of $\Delta$, it suffices to estimate the symplectic area of the geodesic triangle with summits $\gamma(s_1), \gamma(s_2), c(t)$ independently of $s_1, s_2$ and $t$. Now we use the Cayley transform: the corresponding summits say $\Gamma(s_1), \Gamma(s_2)$ and $C(t)$ are all three in the fiber $\mathcal{F}^\kappa$ as can be seen from Proposition 4.4, and the two first are in the domain $T^\kappa$. Hence from Corollary 4.6, we see that for the computation of the symplectic area of the geodesic triangle (which can be computed through the Bergman kernel) we may replace the third point $C(t)$ by its projection on $T^\kappa$. In other words, we could assume from the beginning that the ideal triangle had its summits in the disc $\mathcal{D}^\kappa$. But now we use the estimate for the symplectic area of geodesic triangles in a tube-type domain of rank $k$ to conclude.

We now want to characterize the ideal triangles of maximal symplectic area. This is related to the notion of a holomorphic totally geodesic map from a hermitian symmetric space into another, which we now recall, following again [S]. Let $M, M'$ be two Hermitian symmetric spaces of the non-compact type, $G, G'$ their groups of biholomorphic diffeomorphisms, $\mathfrak{g}, \mathfrak{g}'$ their Lie algebras. Let $\rho : M \to M'$ be a holomorphic totally geodesic map. Fix $o \in M$ and choose $o' = \rho(o)$ as origin in $M'$. To the choice of these origins correspond Cartan decompositions

$$\mathfrak{g} = \mathfrak{k} \oplus \mathfrak{p} \quad \mathfrak{g}' = \mathfrak{k}' \oplus \mathfrak{p}'$$

and corresponding $H_0$-elements, say $H_0$ and $H'_0$. Then there always exists a homomorphism $\tilde{\rho} : \mathfrak{g} \to \mathfrak{g}'$ such that the following condition is satisfied:

$$(H_1) \quad \tilde{\rho}([H_0, X]) = [H'_0, \tilde{\rho}(X)]$$
for all $X \in \mathfrak{g}$. Moreover, the complex extension of $\tilde{\rho}$ induces a $\mathbb{C}$-linear map from $p_+$ into $p'_+$ which maps $D$ into $D'$ and coincides with $\rho : M \to M'$ in the Harish Chandra realization of the Hermitian symmetric spaces $M$ and $M'$ as bounded domains.

We will be interested in holomorphic totally geodesic imbeddings of the complex unit disc in $D$. So set $\mathcal{D} = \{z \in \mathbb{C} \mid |z| < 1\}$ and let

$$\tilde{\mathfrak{g}} = \mathfrak{su}(1,1) = \left\{ \begin{pmatrix} ia & \beta \\ \beta & -ia \end{pmatrix}, a \in \mathbb{R}, \beta \in \mathbb{C} \right\}.$$  

Identify the complexification $\tilde{\mathfrak{g}}_{\mathbb{C}}$ with $\mathfrak{sl}(2, \mathbb{C})$ and let $\tilde{E} = \begin{pmatrix} 0 & 1 \\ 0 & 0 \end{pmatrix} \in \tilde{p}_+$. Then there exists a choice of a Cartan subalgebra in $\tilde{\mathfrak{k}}$ and an integer $k, 1 \leq k \leq r$ such that $\rho(z) = z \sum_{j=1}^k E_j$. The imbedding will be called tight if $k = r$. It corresponds to a diagonal imbedding of the unit disc into the $r$-polydisc associated to any maximal (real) flat in the (Riemannian) symmetric space $D$.

Let $\tilde{\Delta}$ be any ideal triangle in $\tilde{D}$, with summits $\{\sigma_1, \sigma_2, \sigma_3\}$. Its image $\Delta = \rho(\tilde{\Delta})$ under a tight (holomorphic totally geodesic) imbedding $\rho$ is an ideal triangle with summits $\{(\rho(\sigma_1), \rho(\sigma_2), \rho(\sigma_3))\}$. It satisfies

$$\int_\Delta \omega = \pm r\pi,$$

the sign depending on the orientation of $\tilde{\Delta}$. In fact, by equivariance, it is enough to make the computation for the case where $\sigma_1 = +1, \sigma_2 = -1$ and $\sigma_3 = -i$ (for ideal triangles of positive orientation). Using previous notation, we get $\rho(\sigma_1) = E_r, \rho(\sigma_2) = -E_r$ and $\rho(\sigma_3) = -iE_r$. The computation of the triple ratio is now obvious (see also section 5 in [C-0]).

Needless to say, any ideal triangle $\Delta'$ with same summits as $\Delta$ will also satisfy $\int_{\Delta'} \omega = \pm r\pi$, as we observed earlier that the symplectic area only depends of the summits of the triangle. There is a converse statement.

**Theorem 4.7.** Let $\sigma_1, \sigma_2, \sigma_3 \in \partial D$ be three summits of an ideal triangle $\Delta$ such that $\int_\Delta \omega = r\pi$. Then there exists a unique tight holomorphic totally geodesic imbedding $\rho : \tilde{D} \to D$ that

$$\sigma_1 = \rho(+1), \quad \sigma_2 = \rho(-1), \quad \sigma_3 = \rho(-i).$$  

The image $\rho(\tilde{D})$ is the set of fixed points in $D$ of the stabilizer in $\text{Hol}(D)$ of the three summits.

The proof will be divided in several steps, with some intermediate lemmas needed for the proof.

**Step 1.** Reduction to tube-type domains.

Clearly, by Theorem 4.2, $\Delta$ must be of type $r$, so that the summits of $\Delta$ are points of the Shilov boundary $S$. Using the action of $G$, we may assume that the endpoints of one side of $\Delta$ are $E_r$ and $-E_r$. The third summit, say $\sigma_3$ is a point of the Shilov boundary $S$. We make free use of notation in section 1. Recall in particular that $P$ denotes the projection of $p_+$ on $p'_+$. By Proposition (1.3), $P\sigma_3$ belongs to $\overline{D_T}$. The
points \{E^r, -E^r, P(\sigma_3)\} are mutually transverse in \(p_+^T\), as can be deduced from (1.5) and so, although they are not necessarily the summits of some ideal triangle of \(D^T\), the "triple ratio" \(\varphi^T(-E^r, E^r, P\sigma_3)\) is well-defined and equal to \(\varphi(E^r, -E^r, \sigma_3) = \pi\), as a consequence of formula (1.5), formula (2.2) and its extension to ideal triangles. Hence we are reduced to a tube-type situation, for triples of the form \((e, -e, z)\), where \(e\) is the unit of the Jordan algebra and \(z \in \overline{D}\), \(z\) transverse to both \(e\) and \(-e\).

**Step 2.** Extremal values of the triple ratio in tube-type domains.

As we did in [C-0], the easiest formulation of the results in the tube-type case is by use of the Jordan algebra formalism. So let \(U\) be a simple Euclidean Jordan algebra. The associated bounded domain \(D\) can be described as

\[D = \{z \in U_c \mid |z| < 1\},\]

where \(|\cdot|\) stands for the spectral norm on \(U_c\). The Bergman kernel in this context is (up to a positive constant which we ignore) given by \(^1\)

\[k_D(z, w) = \det(\text{Id} - 2z\overline{w} + P(z)\overline{P(w)})^{-1}.\]

Specialize this formula to the case where \(w = te\), where \(t \in [-1, +1]\), and \(z \in D\). Then

\[K(z, te) = \det(\text{Id} - 2tL(z) + t^2P(z))^{-1} = \det(P(e - tz))^{-1}.\]

For the normalized Bergman kernel, we have an even simpler formula. In this case \(p = \frac{2n}{r}\) is an integer, and \(\det P(x) = (\det x)^{2n}\) (see [F-K]), and hence

\[(4.3) \quad k(z, te) = \det(e - tz)^{-1} .\]

**Lemma 4.8.** Let \(z \in \overline{D}\) be transverse to both \(e\) and \(-e\). The triple ratio for the triangle \(-e, e, z\) is well-defined and has value

\[2 \arg \det(e + z)(e - z)^{-1} .\]

**Proof.** As \(z\) is transverse to \(e\), the expression \((e + z)(e - z)^{-1}\) is well-defined, and (up to a missing factor \(i\)) is nothing but the Cayley transform of \(z\). Moreover the known properties of the Cayley transform (see [F-K]) show that \((e + z)(e - z)^{-1}\) belongs to

\[R = R_\Omega = \Omega + iU \subset U_c\]

which is of course \(\frac{1}{2}T_\Omega\), but the use of the right "half-plane" will make easier the formulation of the results to be explained now. Moreover, the point \(-e\) is mapped to 0. As the transversality condition for two points \(z, w\) in \(\overline{R}\) means \(\det(z + \overline{w}) \neq 0\), the point \((e + z)(e - z)^{-1}\) belongs to

\[\mathcal{R} = \overline{R} \cap U_c^c .\]

\(^1\)The "\(P\)" used in this formula is the traditional notation for the quadratic map associated to the Jordan algebra structure, not to be confused with the projection of \(p_+^T\) on \(p_+^T\).
the set of invertible elements in the closure of $R$. Now if $x \in \Omega$ and $y \in U$, then $x + iy$ is invertible, so that $R \subset \mathcal{R}$, and one can easily see that $\mathcal{R}$ with the induced topology from $U_C$ is simply connected. The function $\det z$ doesn’t vanish on $\mathcal{R}$, so that one can define a continuous determination of the argument of this function, and it is unique is we demand that $\arg \det x = 0$ for $x \in \Omega$. We denote by $\arg \det$ this determination. If $g \in G(\Omega)_0$ and $z \in U_C$, then

$$\det(g \cdot z) = \chi(g) \det z$$

where $\chi$ is a real character of $G(\Omega)_0$. It implies that $\chi(g) > 0$, and so the function $\arg \det$ is invariant by $G(\Omega)_0$.

**Lemma 4.9.** Let $z = x + iy \in \mathcal{R}$. Then

$$-\frac{\pi}{2} \leq \arg \det(z) \leq \frac{\pi}{2}.$$

**Proof.** Assume first that $z = x + iy$ belongs to the open right half-space $R$. As $x \in \Omega$, we may write

$$x + iy = P(x^\frac{1}{2})(e + iP(x^{-\frac{1}{2}})y)$$

so that $\arg \det(x + iy) = \arg \det(e + iy')$ with $y' \in U$. Now by the spectral theorem in $U$, there is a Jordan frame $\{c_j\}_{1 \leq j \leq r}$ and real numbers $\lambda_j$ such that $y' = \sum_{j=1}^{r} \lambda_j c_j$. But then for any $t, 0 < t \leq 1$,

$$\det(e + ity') = \prod_{j=1}^{r} (1 + it\lambda_j)$$

so that

$$\arg \det(e + iy') = \sum_{j=1}^{r} \arg(1 + i\lambda_j)$$

from which the (strict) inequality follows easily for all $z \in R$. The lemma follows by continuity.

**Lemma 4.10.** Let $x + iy \in \mathcal{R}$, and assume that $\arg \det(x + iy) = r\frac{\pi}{2}$. Then $x = 0$ and $y \in \Omega$.

**Proof.** First let $(y_t)_{t \in \mathbb{R}}$ be a family of elements of $U$ and assume that

$$\arg \det(e + iy_t) \longrightarrow r\frac{\pi}{2}$$

as $t \to +\infty$. Let $\mu_j(t), 1 \leq j \leq r$ be the eigenvalues (repeated with multiplicities) of $y_t$. Then $\arg \det(e + iy_t) = \sum_{j=1}^{r} \arg(1 + i\mu_j(t))$. So the limit condition forces $\mu_j(t) \to +\infty$ for every $j, 1 \leq j \leq r$, hence $\mu_j(t) > 0$ for $t$ large enough. Hence $y_t \in \Omega$ for $t$ large enough.

Now let $z = x + iy \in \mathcal{R}$. Let $t > 0$. As $x \in \overline{\Omega}$, the element $x + \frac{1}{t}e$ is in $\Omega$, and so we can write

$$x + \frac{1}{t}e + iy = P((x + \frac{1}{t}e)^\frac{1}{2})(e + iP((x + \frac{1}{t}e)^{-\frac{1}{2}})y)$$
Set $y_t = P((x + \frac{1}{t}e)^{-\frac{1}{2}})y$. Then

$$\arg \det(e + iy_t) = \arg \det(x + \frac{1}{t}e + iy) \longrightarrow r\frac{\pi}{2}$$

as $t \to \infty$. From the result just obtained, this forces $y_t \in \Omega$ for $t$ large enough, but this clearly implies $y \in \Omega$. But now, this implies that

$$\arg \det(P(y^{-\frac{1}{2}})x + ie) = r\frac{\pi}{2}.$$ 

There is a Jordan frame $(c_j)_{1 \leq j \leq r}$ such that $P(y^{-\frac{1}{2}})x = \sum_{j=1}^{r} \lambda_j c_j$, with $\lambda_j \geq 0$. Then

$$\arg \det(P(y^{-\frac{1}{2}})x + ie) = \arg \det(\sum_{j=1}^{r} (\lambda_j + i)c_j) = \sum_{j=1}^{r} \arg (\lambda_j + i)$$

and this equals $r\frac{\pi}{2}$ only if $\lambda_j = 0$ for every $j, 1 \leq j \leq r$, so that $P(y^{-\frac{1}{2}})x = 0$, and hence $x = 0$. □

Step 3. Proof of the existence of a tight imbedding.

Lemma 4.10 is the key to the proof of the existence of $\rho$. In fact, set $z = P\sigma_3$. The triple ratio for $\{e, -e, z\}$ is $r\pi$. Hence, Lemma 4.8. and Lemma 4.10 imply, after inverse Cayley tranform, that the point $z$ has to be in $ST$, the Shilov boundary of $ST$ and the triple ratio for $\{e, -e, z\}$ is nothing but $(\pi$ times) the Maslov index of $\{e, -e, z\}$ in $ST$ as defined in [C-0]. This Maslov index has value $r$ only in the case where the triple $\{e, -e, z\}$ is conjugate to the triple $\{e, -e, -ie\}$. For this particular triple, the embedding of the unit disc $\tilde{D}$ in $DT$ given by $w \mapsto we$ is clearly tight and satisfies the desired relations. By conjugacy, this is also true for the triple $\{e, -e, z\}$. Now, as $z = P\sigma_3$ belongs to $ST$, Proposition 1.5 implies that $P\sigma_3 = \sigma_3$, and this shows that the summits of the ideal triangle we started with are the image of $1, -1, -i \in \tilde{D}$ under a tight imbedding of $\tilde{D}$ in $D$.

Step 4. Some lemmas for the Siegel domain realization.

To prove the uniqueness statement, it clearly suffices to characterize the image of the tight embedding as the set of fixed points of the stabilizer of the three summits. It is easier to use the realization of the domain as a Siegel domain of type II. We first set notation (following more or less the setting of section 4) and prove a few lemmas.

So, let $U$ be a Euclidean Jordan algebra, with positive cone $\Omega$, and let $V$ be a complex vector space. Let $H : V \times V \rightarrow UC$ be a Hermitian form which is $\Omega$-positive in the sense that $H(v, v) \in \overline{\Omega} \setminus \{0\}$ for all $v \in V, v \neq 0$. Consider the associated Siegel domain of type II

$$S = \{(u, v) \in UC \times V \mid \exists u - H(v, v) \in \Omega\}.$$ 

The group $\text{Aff}(S)$ of holomorphic affine transformations of $S$ consists of all transformations of the form

$$\begin{align*}
\begin{cases}
  u \mapsto gu + 2iH(b, lv) + iH(b, b) + a \\
v \mapsto lv + b
\end{cases}
\end{align*}$$

for $g \in \text{Aff}(U) \cap L(U, UC)$. The automorphism $\text{Aff}(S)$ acts transitively on $S$, and its stabilizer is $\text{Aff}(V) \cap L(V, UC)$, a Lie group which can be viewed as the automorphism group of the complexification $V \otimes \mathbb{C}$.
where \( a \in U, b \in V, g \in G(\Omega), l \in GL(V), \) and \( g, l \) satisfy the relation

\[
gH(v, v') = H(lv, lv') \quad \forall v, v' \in V.
\]

Let

\[
G_0 = \{(g, l) \in G(\Omega) \times GL(V) \mid gH(v, v') = H(lv, lv'), \forall v, v' \in V\}
\]

and let \( g_0 \) be the Lie algebra of the group \( G_0 \).

Now we take into account that \( S \) is a symmetric domain (for explicit necessary and sufficient conditions for such a Siegel domain of type II see [S] ch. V), which moreover is assumed to be irreducible. Let \( Hol(S) \) be the group of all holomorphic diffeomorphisms of \( S \). The group \( Aff(S) \) is a maximal parabolic subgroup of \( Hol(S) \), and \( G_0 \) is its Levi component.

**Lemma 4.11.** The representation of \( g_0 \) on \( U \) (resp. \( V \)) are irreducible as real representations.

For a proof, see [S] ch III, Prop. 4.4.

The space \( V \) has a natural inner product defined by

\[
h(v, v) = \langle H(v, v), e \rangle
\]

where \( \langle, \rangle \) is the standard Eulidean inner product on \( U \). To these data is associated a selfadjoint representation \( \Phi \) of the Euclidean Jordan algebra on \( V \), defined by the formula

\[
\forall v \in V, \quad h(v, \Phi(u)v) = \langle H(v, v), u \rangle.
\]

For each \( u \in U \), the map \( \Phi(u) \) is self-adjoint and satisfies

\[
\Phi(uv') = \frac{1}{2}(\Phi(u)\Phi(u') + \Phi(u')\Phi(u))
\]

Notice also the following formula

\[
H(\Phi(u)v, \phi(u)v') = P(u)(H(v, v'))
\]

for all \( u \in U, v, v' \in V \). For \( u \in U^\times, P(u) \) belongs to the group \( G(\Omega) \) (see [F-K] Prop. III.2.2) and hence the couple \((P(u), \Phi(u)) \) belongs to \( G_0 \).

**Lemma 4.12.** Let \( l \in GL(V, \mathbb{C}) \). The couple \((\text{Id}, l) \) belongs to \( Aff(S) \) if and only if \( l \in U(V, h) \) and \( l \) commutes to the representation \( \Phi \).

If \((\text{Id}, l) \) is an element of \( Aff(S) \), then for all \( v, v' \in V \) we have

\[
H(v, v') = H(lv, lv')
\]

By taking the inner product with the neutral element \( e \) of \( U \), this gives the fact that \( l \) is unitary. Now for \( u \in U \), we have

\[
H(\Phi(u)v, \Phi(u)v') = P(u)(H(v, v')) = P(u)(H(lv, lv')) = H(\Phi(u)lv, \Phi(u)lv').
\]

Hence, by taking the inner product with the unit \( e \)

\[
h(\Phi(u^2)v, v') = h(\Phi(u)v, \Phi(u)v') = h(\Phi(u)lv, \Phi(u)lv') = h(l^{-1}\Phi(u^2)lv, v'),
\]
which shows that $l$ commutes to $\Phi(u^2)$. As $u$ was arbitrary and as the set of squares generate $U$, the element $l$ does commute to the representation $\Phi$. The proof of the converse statement is similar.

**Lemma 4.13.** The group generated by $\{(P(x), \Phi(x)), x \in U^x\}$ and $\{(\text{Id}, l) \mid l \in U(V, h), l \text{ commutes to } \Phi\}$ is an open subgroup of $G_0$.

The group generated by $\{P(x) \mid x \in U^x\}$ is an open subgroup of $G(\Omega)$ (see [Sp], where it is called the inner structure group of $U$ and shown to be the neutral component for the Zariski topology of the structure group of $U$). The statement now follows from this remark and Lemma 4.12.

**Step 5.** Determination of the fixed points of the stabilizer of the three summits

As a consequence of what we proved in step 3, we may assume, after a Cayley transform, that the three summits of the triangle are "the point at infinity", the point $(0,0)$ and the point $(e,0)$. The stabilizer of the point at infinity in the group $\text{Hol}(S)$ is the group $\text{Aff}(S)$. The stabilizer in $\text{Aff}(S)$ of $(0,0)$ is the subgroup $G_0$, and the stabilizer of $(e,0)$ in $G_0$ is easy to determine. It is the subgroup

$$C = \{(k, l) \in \text{Aut}(U) \times U(V, h) \mid kH(v, v') = H(lv, lv'), \forall v, v' \in V\}.$$

which acts linearly in $U \times V$.

**Lemma 4.14.** The fixed points of $C$ in $U^C \times V$ are

$$\{(ze, 0) \mid z \in \mathbb{C}\}.$$

Obviously, the points of the form $(ze, 0)$ are fixed under $C$. Conversely, assume that $(u, v) \in U^C \times V$ is a fixed point under the action of $C$. For $x \in U$ satisfying $x^2 = e$, the element $(P(x), \Phi(x))$ is in $C$. Hence for $t = 2u$ or $t = 3u$, we have $P(x)t = t$ for all $x \in U$ such that $x^2 = e$. Now assume $t$ is not a multiple of the unit $e$. This means that there exists a Jordan frame $\{c_i\}_{1 \leq i \leq r}$ such that $t = \sum_{j=1}^r t_j c_j$, with at least one pair $(j, k)$ with $j \neq k$ such that $t_j \neq t_k$. By [F-K], prop. IV.1.4, there exists an element $w_{j,k} \in V(c_j + c_k, 1)$ such that $w_{j,k}^2 = c_j + c_k$ and $P(w_{j,k}, c_j) = c_k, P(w_{j,k}, c_k) = c_j$. Now let

$$\tilde{w}_{j,k} = \sum_{i \neq j, k} c_i + w_{j,k}.$$ 

Then

$$\tilde{w}_{j,k}^2 = e, P(\tilde{w}_{j,k}, c_i) = c_i \text{ for } i \neq j, k, P(\tilde{w}_{j,k}, c_j) = c_k, P(\tilde{w}_{j,k}, c_k) = c_j$$

and hence $P(\tilde{w}_{j,k})t \neq t$. This forces $t$ to be a multiple of $e$, and hence there exists $z \in \mathbb{C}$ such that $u = ze$. Now for $v$, we get

$$\forall x \in U \mid x^2 = e, \Phi(x)v = v.$$ 

Now any idempotent element $c$ in $U$, one has $(e-2c)^2 = (-e+2c)^2 = e$, so that $c$ can be written as $c = \frac{1}{4}(-e+2c) - \frac{1}{4}(e-2c)$, and hence $\Phi(c)v = v$ for any idempotent, so that $\Phi(x)v = v$ for any $x \in U$. Hence the space $W$ of fixed points of $C$ in $V$ is stable by all $\Phi(x), x \in U$. By Lemma 4.13, it is stable by an open subgroup of $G_0$. By Lemma 4.11, it means that either $W = \{0\}$ or $W = V$. But the map $x \mapsto \Phi(x)$ is
injective (as \( U \) is simple), and hence \( W = V \) forces \( U = \mathbb{R} \). But then the commutant of \( \Phi \) is all \( U(V) \) and so \( W = V \) forces \( W = V = \{0\} \). In any case, we get \( W = \{0\} \). Hence \( v = 0 \) and so the fixed points are all of the prescribed form.

So, the fixed points in \( S \) of the stabilizer \( C \) of the three summits is the set

\[ \{ (\xi e, 0), \exists \xi > 0 \} . \]

The last statement of Theorem 4.7 follows by inverse Cayley transform. So the image \( \rho(\mathcal{D}) \) is well-determined. It implies the uniqueness of \( \rho \) up to a right composition by an element of \( \text{Hol}(\mathcal{D}) \cong \text{PSU}(1,1) \). But the stabilizer in \( \text{PSU}(1,1) \) of the three points \( 1, -1, -i \) reduces to the identity. The uniqueness statement follows.

5. The Gromov norm of the Kaehler class of a compact locally symmetric Hermitian manifold. Let us recall the definition of the Gromov norm of a singular cohomology class. Let \( X \) be a topological space and \( c \) a singular cochain on \( X \). Then define

\[ \|c\|_\infty = \sup_\Delta |c(\Delta)| \]

where \( \Delta \) runs through all singular simplices in \( X \) (the quantity may be \( +\infty \)). If \( \alpha \) is a singular cohomology class on \( X \), then define the Gromov norm of \( \alpha \) to be

\[ \|\alpha\|_\infty = \inf_c \{\|c\|_\infty\} \]

where \( c \) runs through all singular cocycles representing \( \alpha \) (it is in fact a pseudo-norm).

Let \( X \) be a compact locally symmetric Hermitian manifold with \( \mathcal{D} \) as universal covering. Then \( X = \mathcal{D}/\Gamma \) where \( \Gamma \) is a certain discrete, torsion-free, co-compact subgroup of \( G \). The Kaehler form \( \omega \) induces a Kaehler form \( \omega_X \) on \( X \), and hence a real cohomology class \([\omega_X] \in H^2(X, \mathbb{R})\).

**Theorem 5.1.** Let \( X \) and \( \omega \) as before. Then

\[ \| [\omega_X] \|_\infty = r\pi . \]

**Corollary 5.2.** Let \( S \) be a Riemann surface of genus \( g > 1 \), \( X \) and \( \omega \) as above, and \( f : S \to X \) be a continuous map. then

\[ | \int_S f^* \omega_X | \leq 4r(g-1)\pi . \]

The proof of the theorem and of the corollary is the same as in [D-T]. The corollary is an easy consequence of the inequality \( \| [\omega_X] \|_\infty \leq r\pi \) and an estimate of the (dual) Gromov norm of the fundamental homology class of \( S \) (see [Gr]). To estimate the norm, we can first use the technique of "straightification" and properties of the Gromov norm (see [Gr]). It follows that

\[ \| [\omega_X] \|_\infty \leq \sup_\Delta | \int_\Delta \omega | \]
where $\Delta$ runs through all geodesic triangles in $\mathcal{D}$, so that the inequality follows from Theorem 3.1. To prove that $\|\omega\|_\infty = r\pi$, it is sufficient by the proportionality principle ([Gr]) to construct an example of a discrete torsion-free, co-compact subgroup of $G$ for which the equality can be proven. The construction of such a subgroup $\Gamma$ follows the construction given in [Bo]. At the same time, one constructs a holomorphic totally geodesic map $\rho$ from the unit disc into $\mathcal{D}$ which is tight in our terminology, and a discrete co-compact, torsion-free subgroup $\tilde{\Gamma}$ of $PSU(1, 1)$ such that $\rho$ gives rise to a map $\tilde{\rho}$ (holomorphic, totally geodesic) from $S = \mathcal{D}/\tilde{\Gamma}$ into $\mathcal{D}/\Gamma$. By computing $\int_S \tilde{\rho}^*\omega$ one sees that the maximum is obtained in the corollary, which in turn implies that $\|\omega\chi\|_\infty = r\pi$. Details are left to the reader.
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