EDGЕ OF THE WEDGE THEORY IN INVOLUTIVE STRUCTURES∗
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Abstract. This paper describes the \( C^\infty \) wave-front set of the boundary values of approximate solutions in wedges \( W \) of involutive structures \((M, \mathcal{V})\) that are not necessarily locally integrable. It is shown that the \( C^\infty \) wave-front set of the boundary value is contained in the polar of a certain cone \( \Gamma^T(W) \) contained in \( \mathbb{R}\mathcal{V} \cap T_X \) where \( X \) is a materially real edge of \( W \). A converse result is also established.
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1. Introduction. Let \( M \) be a \( C^\infty \) manifold and \( \mathcal{V} \subseteq CTM \) a subbundle of rank \( n \) which is involutive, that is, the bracket of two smooth sections of \( \mathcal{V} \) is also a section of \( \mathcal{V} \). We will refer to the pair \((M, \mathcal{V})\) as an involutive structure. The involutive structure \((M, \mathcal{V})\) is called locally integrable if the orthogonal of \( \mathcal{V} \) in \( CT^*M \) is locally generated by exact forms. In [EG] assuming that \((M, \mathcal{V})\) is locally integrable, the authors proved some microlocal regularity results for a distribution \( u \) on certain submanifolds \( E \) of \( M \) where \( u \) arises as the boundary value of a solution on a wedge \( W \) in \( M \) with edge \( E \). These results were expressed in terms of the hypo-analytic wave-front set developed in [BCT]. In this article we prove some analogous results in the setting of involutive structures that are not necessarily locally integrable, and for boundary values of approximate solutions (Definition 2.4) in wedges.

In section 2 we summarize some of the notions from [EG] that we need to state our main results, Theorems 3.1 and 3.2. Section 3 is devoted to the proofs of these results. Finally, in section 4 we present a sufficient condition for the existence of boundary values that is used in the proof of Theorem 3.2.

2. Preliminaries. In this section we will briefly recall some of the notions and results we will need about involutive structures. The reader is referred to [EG] for more details.

We assume \((M, \mathcal{V})\) is an involutive structure and the fiber dimension of \( \mathcal{V} \) equals \( n \). A distribution \( f \) on \( M \) is called a solution if \( Lf = 0 \) for all smooth sections \( L \) of \( \mathcal{V} \). A real cotangent vector \( \sigma \in T_p^*M \) is said to be characteristic for the involutive structure \((M, \mathcal{V})\) if \( \sigma(L) = 0 \) for all \( L \in \mathcal{V}_p \) and we let

\[
T^0_p = \{ \sigma \in T_p^*M : \sigma \text{ is characteristic for } (M, \mathcal{V}) \}.
\]

Even when \( \mathcal{V} \) is a line bundle, the dimension of \( T^0_p \) may not be constant as \( p \) varies. However, when \( \mathcal{V} \) is a CR structure, that is, \( \mathcal{V} \cap \overline{\mathcal{V}} = \{0\} \), then \( T^0 \) is a vector bundle.

**Definition 2.1.** A smooth submanifold \( X \) of \( M \) is called maximally real if \( CT_pM = \mathcal{V}_p \oplus CT_pX \) for each \( p \in X \).

If \( X \) is a maximally real submanifold and \( p \in X \), define

\[
\mathcal{V}^X_p = \{ L \in \mathcal{V}_p : \Re L \in T_pX \}.
\]
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We recall the following result from [EG] which is also valid for a general involutive structure.

**Proposition 2.1.** (Lemma II.1 in [EG]) \( \mathcal{V}_X \) is a real subbundle of \( \mathcal{V}|_X \) of rank \( n \). The map

\[
\mathfrak{I} : \mathcal{V}|_X \rightarrow TM
\]

which takes the imaginary part induces an isomorphism

\[
\mathcal{V}_X \cong TM|_X/TX.
\]

Proposition 2.1 shows that when \( X \) is maximally real, for \( p \in X \), \( \mathfrak{I} \) defines an isomorphism from \( \mathcal{V}_X^p \) to an \( n \)-dimensional subspace \( N_p \) of \( T_pM \) which is a canonical complement to \( T_pX \) in the sense that

\[
T_pM = T_pX \oplus N_p.
\]

**Definition 2.2.** Let \( E \) be a submanifold of \( M \), \( \dim \mathbb{R} E = k \). We say an open set \( W \) is a wedge in \( M \) at \( p \in E \) with edge \( E \) if the following holds: there exists a diffeomorphism \( F \) of a neighborhood \( V \) of \( 0 \) in \( \mathbb{R}^N \) (\( N = \dim \mathbb{R} M \)) onto a neighborhood \( U \) of \( p \) in \( M \) with \( F(0) = p \) and a set \( B \times \Gamma \subseteq V \) with \( B \) a ball centered at \( 0 \in \mathbb{R}^k \) and \( \Gamma \) a truncated, open convex cone in \( \mathbb{R}^{N-k} \) with vertex at \( 0 \) such that

\[
F(B \times 0) = W \text{ and } F(B \times \{0\}) = E \cap U.
\]

**Definition 2.3.** Let \( E \), \( W \) and \( p \in E \) be as in the previous definition. The direction wedge \( \Gamma^p_p(W) \subseteq T_pM \) is defined as the interior of the set

\[
\{c'(0)|c : [0,1) \rightarrow M \text{ is } C^\infty, c(0) = p, c(t) \in W \ \forall t > 0\}.
\]

It is easy to see that \( \Gamma^p_p(W) \) is a linear wedge in \( T_pM \) with edge \( T_pE \). Set

\[
\Gamma(W) = \bigcup_{p \in E} \Gamma^p_p(W).
\]

Suppose \( W \) is a wedge in \( M \) with a maximally real edge \( X \). As observed in [EG], since \( \Gamma^p_p(W) \) is determined by its image in \( T_pM/T_pX \), the isomorphism \( \mathfrak{I} \) can be used to define a corresponding wedge in \( \mathcal{V}_X^p \) by setting

\[
\Gamma^\mathcal{V}_p(W) = \{L \in \mathcal{V}_X^p : \mathfrak{I}L \in \Gamma^p_p(W)\}.
\]

\( \Gamma^\mathcal{V}_p(W) \) is a linear wedge in \( \mathcal{V}_X^p \) with edge \( \{0\} \), that is, it is a cone. Define also

\[
\Gamma^T_p(W) = \{\mathbb{R}L : L \in \Gamma^\mathcal{V}_p(W)\}.
\]

\( \Gamma^T_p(W) \) is an open cone in \( (\mathbb{R}V_p) \cap T_pX \) (see [EG]). Set

\[
\Gamma^\mathcal{V}(W) = \bigcup_{p \in X} \Gamma^\mathcal{V}_p(W) \text{ and } \Gamma^T(W) = \bigcup_{p \in X} \Gamma^T_p(W).
\]
Definition 2.4. Let \( W \) be a wedge in \( M \) with edge a maximally real submanifold \( X \). We say a distribution \( f \in \mathcal{D}'(W) \) is an approximate solution if \( Lf \in L^1_{\text{loc}}(W) \) and
\[
Lf(p) = O(\text{dist}(p,X)) \quad \forall l = 1, 2, 3, ...
\]
and for all smooth sections \( L \) of \( V \).

Let \( W \) and \( X \) be as in Definition 2.4, \( f \in \mathcal{D}'(W) \) and \( u \in \mathcal{D}'(X) \). Near a point \( p \in X \) let \( (x', x'') \in B \times \Gamma \) be a coordinate system where \( B \) and \( \Gamma \) are as in Definition 2.2. We say that \( f \) has a boundary value \( u \) if at each \( p \) and in each such coordinate system, \( f \) is a smooth function on \( \Gamma \) with values in \( \mathcal{D}'(B) \), extends continuously to \( \Gamma \cup \{0\} \) and equals \( u \) at \( x'' = 0 \).

3. Main results and proofs.

Theorem 3.1. Let \( (M, V) \) be an involutive structure, \( \dim_{\mathbb{R}} M = m + n \), rank of \( V = n \), \( X \subset M \) a maximally real submanifold, and \( W \) a wedge in \( M \) with edge \( X \). Suppose that \( u \in \mathcal{D}'(X) \) is the boundary value of an approximate solution \( f \in \mathcal{D}'(W) \). Then
\[
WF(u) \subset (\Gamma^T(W))^0.
\]
(Here \( WF(u) \) denotes the \( C^\infty \) wave-front set of \( u \) and \( (\Gamma^T(W))^0 \) denotes the polar of \( \Gamma^T(W) \) in the cotangent space \( T^*X \)).

Proof. Since \( W \) is a wedge in \( M \) with edge \( X \), in a neighborhood \( \Omega \) of a point \( p \in X \), there are coordinates \( (x, t) = (x_1, \ldots, x_m, t_1, \ldots, t_n) \) vanishing at \( p \) so that in \( \Omega \)
\[
X = \{ (x, 0) : |x| < r \} = B_r(0),
\]
\[
W = X \times \Gamma \quad \text{for some open convex cone} \ \Gamma \subset \mathbb{R}_+^n.
\]
Since \( X \) is maximally real,
\[
CTM = CTX \oplus V
\]
and so for each \( j = 1, \ldots, n \), there exists a smooth section \( L_j \) of \( V \) (near 0) and smooth functions \( a_{jk}(x, t), 1 \leq j \leq n, 1 \leq k \leq m \) such that
\[
L_j = \frac{\partial}{\partial t_j} + \sum_{k=1}^m a_{jk}(x, t) \frac{\partial}{\partial x_k} \quad (1 \leq j \leq n).
\]
Observe that the \( L_j \)'s are linearly independent over \( \mathbb{C} \), and so
\[
V = \text{span}_\mathbb{C}\{L_j : 1 \leq j \leq n\}.
\]
Let
\[
\{Z_1(x, t), \ldots, Z_m(x, t)\}
\]
be smooth functions satisfying the following properties (see [T]): for all \( N \in \mathbb{N} \) there exists \( C_N > 0 \) such that
\[
|L_j Z_l(x, t)| \leq C_N |t|^N, \quad \text{and} \quad Z_l(x, 0) = x_l, \quad \text{for} \ 1 \leq l \leq m.
\]
For \( l = 1, \ldots, m, \) and \((x, t) \in \Omega,\) we can write
\[
Z_l(x, t) = x_l + \sum_{s=1}^{n} t_s \psi_{ls}(x, t),
\]
(3.2)
where \( \psi_{ls}(x, t) = \psi_{ls}^{(1)}(x, t) + i\psi_{ls}^{(2)}(x, t), \) \( \psi_{ls}^{(1)} \) and \( \psi_{ls}^{(2)} \) real-valued. Set
\[
Z(x, t) = (Z_1(x, t), \ldots, Z_m(x, t)) \quad \text{and} \quad A(x, t) = (\psi_{ij}(x, t))_{1 \leq i \leq m, 1 \leq j \leq n}.
\]
Then we can rewrite (3.2) in the matrix form
\[
Z(x, t) = x + A(x, t)t.
\]
From (3.1), for all \( 1 \leq j \leq n, \) \( 1 \leq l \leq m \)
\[
-a_{jl}(0, 0) = \psi_{lj}(0, 0).
\]
Hence, for all \( 1 \leq j \leq n, \) \( 1 \leq l \leq m \)
\[
-\Im a_{jl}(0, 0) = \psi_{lj}^{(2)}(0, 0).
\]
We have:
\[
\mathcal{V}_0^X = \{ L \in \mathcal{V}_0 : \Re L \in T_0X \} = \text{span}_\mathbb{R} \{ iL_j|_0 : 1 \leq j \leq n \}.
\]
Indeed, the above span is contained in \( \mathcal{V}_0^X \) and since its dimension over \( \mathbb{R} \) is \( n, \) by Proposition 2.1, it equals \( \mathcal{V}_0^X. \) The direction wedge
\[
\Gamma_0^X(W) = \left\{ \sum_{j=1}^{m} a_j \frac{\partial}{\partial x_j} \big|_0 + \sum_{j=1}^{n} b_j \frac{\partial}{\partial t_j} \big|_0 : a \in \mathbb{R}^m, b \in \Gamma \right\} \simeq \mathbb{R}^m \times \Gamma.
\]
Hence,
\[
\Gamma_0^Y(W) = \left\{ L \in \mathcal{V}_0^X : \exists L \in \Gamma_0(W) \right\} = \left\{ \sum_{j=1}^{n} ib_j L_j|_0 : b \in \Gamma \right\},
\]
and
\[
\Gamma_0^T(W) = \left\{ \Re L : L \in \Gamma_0^Y(W) \right\}
\]
\[
= \left\{ \sum_{j=1}^{n} b_j \left( \sum_{k=1}^{m} -3a_{jk}(0, 0) \frac{\partial}{\partial x_k} \big|_0 \right) : b \in \Gamma \right\}
\]
\[
= \left\{ \sum_{j=1}^{n} b_j \left( \sum_{k=1}^{m} \psi_{kj}^{(2)}(0, 0) \frac{\partial}{\partial x_k} \big|_0 \right) : b \in \Gamma \right\}
\]
\[
= \left\{ \sum_{k=1}^{m} \left( \sum_{j=1}^{n} b_j \psi_{kj}^{(2)}(0, 0) \right) \frac{\partial}{\partial x_k} \big|_0 : b \in \Gamma \right\} \subset T_0X.
\]
Hence,

\[(\Gamma_0^0(W))^0 = \{\xi \in T_0^0 X \setminus \{0\} \simeq \mathbb{R}^m \setminus \{0\} : \xi \cdot \nu \geq 0 \text{ for all } \nu \in \Gamma_0^0(W)\}\]
\[= \{\xi \in \mathbb{R}^m \setminus \{0\} : \xi \cdot \Im(A(0,0)b) \geq 0 \text{ for all } b \in \Gamma\}. \tag{3.4}\]

Therefore, since \((\Gamma_0^0(W))^0\) is closed in \(\mathbb{R}^m \setminus \{0\}\), we obtain

\[\xi^0 \notin (\Gamma_0^0(W))^0 \Leftrightarrow \exists \text{ an open convex cone } \tilde{\Gamma} \subset \subset \Gamma : \xi^0 \cdot \Im(A(0,0)\tilde{\Gamma}) < 0. \tag{3.5}\]

For \(j = 1, \ldots, n\), define the vector fields

\[L_j' = L_j - \sum_{k=1}^{m} L_j Z_k(x,t) M_k,\]

where \(M_1, \ldots, M_m\) are \(C^\infty\) complex vector fields involving differentiation in the \(x\) variables only such that

\[M_k Z_l = \delta_{kl} \quad \text{for all } 1 \leq k \leq m, \quad 1 \leq l \leq m. \tag{3.6}\]

Note that

\[L_j' Z_l = 0 \quad \text{for all } 1 \leq j \leq n, \quad 1 \leq l \leq m. \tag{3.6}\]

If \(g(x,t)\) is any \(C^1\) function defined in \(\Omega\), observe that the differential

\[dg(x,t) = \sum_{j=1}^{n} L_j' g(x,t) dt_j + \sum_{k=1}^{m} M_k g(x,t) dZ_k.\]

Hence, if we consider the \(m\)-form

\[\omega(x,t) = g(x,t) dZ(x,t) = g(x,t) dZ_1 \wedge \cdots \wedge dZ_m(x,t),\]

its differential becomes

\[d\omega(x,t) = \sum_{j=1}^{n} L_j' g(x,t) dt_j \wedge dZ(x,t). \tag{3.7}\]

Since \(f(x,t)\) is an approximate solution of \(\mathcal{V}\) in \(W\),

\[\forall N \in \mathbb{N} \exists C_N > 0 : |L_j f(x,t)| \leq C_N |t|^N \text{ for all } (x,t) \in W. \tag{3.8}\]

We also know that

\[\lim_{\Gamma \ni t \to 0} \int_X f(x,t) \varphi(x) \, dx = \langle u, \varphi \rangle \quad \text{exists for all } \varphi \in C_0^\infty(X).\]

Let \(\eta(x) \in C_0^\infty(\mathbb{R}^m)\), \(\eta(x) \equiv 1\) for \(|x| \leq r\), and \(\eta(x) \equiv 0\) when \(|x| \geq 2r\) \((r \text{ small})\). We will consider the following FBI transform of \(\eta f:\)

\[\mathcal{F}_{\eta f}(t; y, \xi) = \int_X e^{i\xi \cdot (y-Z(x,t)) - |\xi| |y-Z(x,t)|^2} \eta(x) f(x,t) (\det Z_x(x,t)) \, dx.\]
where for \( z \in \mathbb{C}^m \), we write \( \langle z \rangle^2 = z_1^2 + \cdots + z_m^2 \). Since the boundary value \( bf = u \) exists, we have

\[
\mathcal{F}_{uf}(0; y, \xi) = \int_X e^{i\xi \cdot (y - x) - [\xi]_2^2} \eta(x) u(x) \, dx = \mathcal{F}_{fu}(y, \xi).
\]

Let \( \xi^0 \in \mathbb{R}^m \setminus \{0\} \) be such that \( \xi^0 \notin (\Gamma^T_0(W))^0 \). Then, by (3.5), we can get an open convex cone \( \tilde{\Gamma} \subset \subset \Gamma \) such that

\[
\xi^0 : \Im A(0, 0) \tilde{\Gamma} < 0.
\]

Fix \( T = \tilde{\Gamma} \) and let

\[
\gamma(s) = sT \quad \text{for } 0 \leq s \leq 1.
\]

Consider the \( m \)-form \( \omega(x, t) = g(x, t) \, dZ(x, t) \), where

\[
g(x, t) = e^{i\xi \cdot (y - Z(x,t)) - [\xi]_2^2} \eta(x) f(x, t),
\]

and it is to be understood that \( y \) and \( \xi \) are parameters. We now avail ourselves of Stokes' theorem

\[
\int_{\gamma} \int_X d\omega(x, t) = \int_{\partial(X \times \gamma)} \omega(x, t).
\]  \hspace{1cm} (3.9)

Using (3.7), equation (3.9) becomes

\[
\int_{\gamma} \int_X \sum_{j=1}^n L'_j g(x, t) dt_j \wedge dZ(x, t) = \int_X \omega(x, T) - \int_X \omega(x, 0). \quad (3.10)
\]

Note that by (3.6),

\[
L'_j g(x, t) = e^{i\xi \cdot (y - Z(x,t)) - [\xi]_2^2} \eta(x) L'_j f(x, t) + e^{i\xi \cdot (y - Z(x,t)) - [\xi]_2^2} f(x, t) L'_j \eta(x, t),
\]

\[
\omega(x, T) = g(x, T) (\det Z_x(x, T)) \, dx = e^{i\xi \cdot (y - Z(x,T)) - [\xi]_2^2} \eta(x) f(x, T) (\det Z_x(x, T)) \, dx,
\]

and

\[
\omega(x, 0) = g(x, 0) \, dx = e^{i\xi \cdot (y - x) - [\xi]_2^2} \eta(x) u(x) \, dx.
\]

Hence, together with (3.10), the above equations imply

\[
|\mathcal{F}_{fu}(y, \xi)| \leq \left| \int_X e^{\mathcal{Q}(x, T, y, \xi)} \eta(x) f(x, T) (\det Z_x(x, T)) \, dx \right| + \sum_{j=1}^n \left| \int_{\gamma} \int_X e^{\mathcal{Q}(x, t, y, \xi)} \eta(x) L'_j f(x, t) (\det Z_x(x, T)) \, dx dt_j \right|
\]

\[
+ \sum_{j=1}^n \left| \int_{\gamma} \int_X e^{\mathcal{Q}(x, t, y, \xi)} f(x, t) L'_j \eta(x) (\det Z_x) \, dx dt_j \right|. \quad (3.11)
\]
where
\[ Q(x, t, y, \xi) = i \xi \cdot (y - Z(x, t)) - |\xi| (y - Z(x, t))^2. \] (3.12)

We have
\[ \Re Q(x, t, y, \xi) = \xi \cdot \Im A(x, t) t - |\xi| \left( |y - x|^2 + |\Re A(x, t)|t^2 - |\Im A(x, t)|t^2 \right) - 2(y - x, \Re A(x, t)t). \]

Let \( M > 0 \) such that
\[ \| A(x, t) - A(0, 0) \| \leq M \left( |x| + |t| \right) \quad \text{for all } (x, t) \in \Omega \]
and so, for all \((x, t) \in \Omega:\)
\[ \xi \cdot \Im A(x, t) t \leq \xi \cdot \Im A(0, 0) t + M |\xi| |t| (|x| + |t|). \]

Therefore, for some \( C > 0,\)
\[ \Re Q(x, t, y, \xi) \leq \xi \cdot \Im A(0, 0) t + M |\xi| |t| |x| + M |\xi| |t| |t| |\xi| \]
\[ + C |t|^2 |\xi| - \frac{|y - x|^2}{2} |\xi|. \]

Since \( \xi^0 \cdot (\Im A(0, 0)T) < 0, \) there is a conic neighborhood \( \mathcal{C} \) of \( \xi^0 \) and \( c > 0 \) such that
\[ \xi \cdot (\Im A(0, 0) t) \leq -2c|t||\xi| \quad \forall \xi \in \mathcal{C}, \forall t \in \gamma. \]

Hence for \( r \) small enough, \( |x| \leq r, \) and \( |t| \) small,
\[ \Re Q(x, t, y, \xi) \leq -c|t||\xi| \quad \forall \xi \in \mathcal{C}, \forall t \in \gamma. \]

Thus, there are \( \delta > 0, C_0 > 0, \) an open neighborhood \( \mathcal{O} \subset \mathbb{R}^m \) of the origin and an open conic neighborhood \( \mathcal{C} \subset \mathbb{R}^m \setminus \{0\} \) of \( \xi^0 \) such that for all \( t \in \gamma \) and all \((y, \xi) \in \mathcal{O} \times \mathcal{C} :\)
\[ \Re Q(x, t, y, \xi) \leq -\frac{1}{4} C_0 |t| |\xi|. \]

We are now ready to conclude the proof. We consider each term in (3.11). Since \( f(., T) \) is a distribution, and
\[ \Re Q(x, T, y, \xi) \leq -\frac{1}{4} C_0 |T| |\xi|, \]
for some \( C, C'_0 > 0, \) we have:
\[ \left| \int_X e^{i\xi \cdot (y - Z(x, T))} - |\xi| (y - Z(x, T))^2 \eta(x) f(x, T) (\det Z_x(x, T)) \, dx \right| \]
\[ \leq C e^{-\frac{1}{4} C'_0 |\xi|} \quad \text{for all } (y, \xi) \in \mathcal{O} \times \mathcal{C}. \]

Since \( L'_j \eta(x) \equiv 0 \) for \( |x| \leq r, \) the term
\[ \left| \int_{\gamma} \int_X e^{i\xi \cdot (y - Z(x, t))} - |\xi| (y - Z(x, t))^2 L'_j \eta(x) f(x, t) (\det Z_x(x, t)) \, dx \, dt \right| \]
has an exponential decay for \( y \) near 0 and \( \xi \) in a conic neighborhood of \( \xi_0 \). To estimate the third term, for \( N \) a positive integer,

\[
|\xi|^N\int_X e^{i\xi \cdot (y-Z(x,t))} \eta(x)L_j f(x,t)dx \leq C|\xi|^N \int_X e^{i\xi \cdot (y-Z(x,t))} \eta(x)L_j f(x,t)dx
\]

\[
+ C|\xi|^N \sum_{j=1}^m \int_X e^{i\xi \cdot (y-Z(x,t))} \eta(x)L_j Z_k(x,t)M_k f(x,t)dx dt_j.
\]

Since \( f \) is an approximate solution of the \( L_j \)'s, we obtain

\[
C|\xi|^N \int_X e^{i\xi \cdot (y-Z(x,t))} \eta(x)L_j f(x,t)dx dt_j
\]

\[
\leq CC_N \int_X e^{-\frac{1}{2}C_0 |t||\xi|} |\xi|^N |t|^N dx dt_j
\]

\[
\leq C' \quad \text{for all } \ (y, \xi) \in O \times C.
\]

Since \( bf = u \) exists, so does \( b (M_k f) \) for all \( k = 1, ... , m \). Hence, after decreasing \( \delta \), we can find a positive integer \( J \) independent of \( N \) such that

\[
C|\xi|^N \sum_{j=1}^m \int_X e^{i\xi \cdot (y-Z(x,t))} \eta(x)L_j Z_k(x,t)M_k f(x,t)dx dt_j
\]

\[
\leq K_1 |\xi|^N \sum_{j=1}^m \sum_{|\alpha| \leq J} \sup \left| D_2^\alpha \left( e^{i\xi \cdot (y-Z(x,t))} \eta(x)L_j Z_k(x,t)M_k f(x,t) \right) \right| dt_j
\]

\[
\leq K_2 e^{-\frac{1}{4}C_0 |t||\xi|} |\xi|^N |t|^N
\]

\[
\leq C'' \quad \text{for all } \ (y, \xi) \in O \times C.
\]

Therefore, for each \( N \in \mathbb{N} \) there exists a constant \( C_N > 0 \) such that for all \( (y, \xi) \in O \times C : \)

\[
|F_{mu}(y, \xi)| \leq \frac{C_N}{|\xi|^N}.
\]

This shows that the FBI transform of \( u \), \( F_{mu}(x, \xi) \), has rapid decay in \( \xi \) for all \( (x, \xi) \in O \times C \). It is well known (see [BH1] for example) that this implies

\[
(0, \xi^0) \notin WF(u).
\]

This concludes the proof. \( \Box \)

**Corollary 3.1.** (Edge-of-the-Wedge Theorem) Let \( W^+ \) and \( W^- \) be wedges in \( \Omega \) with edge \( X \) whose directions are opposite: \( \Gamma_p(W^+) = -\Gamma_p(W^-) \). If \( u \in \mathcal{D}'(X) \) is the boundary value of an approximate solution \( f^+ \) of \( V \) on \( W^+ \) and also the boundary value of an approximate solution \( f^- \) of \( V \) on \( W^- \), then \( WF_p(u) \subset i_X(T^0_p) \).

**Proof.** By Theorem 3.1,

\[
WF_p(u) \subset (\Gamma_p^T(W^+))^0 \cap (\Gamma_p^T(W^-))^0.
\]
Note that
\[ \Gamma^T_p (W^+) = -\Gamma^T_p (W^-). \]

Thus, if \( \xi^0 \in WF_p(u) \), then
\[ \xi^0 \cdot \Gamma^T_p (W^+) \geq 0 \quad \text{and} \quad \xi^0 \cdot \Gamma^T_p (W^-) \geq 0. \]

This implies that
\[ \xi^0 \cdot \Gamma^T_p (W^+) = 0. \]

Since \( \Gamma^T_p (W^+) \) is open in \( \mathbb{R}V_p \cap T_pX \), we conclude that
\[ \xi^0 \in (\mathbb{R}V_p \cap T_pX)^\perp = i^*_X(T^0_p). \]

Thus, \( WF_p(u) \subset i^*_X(T^0_p\Omega). \)

**Corollary 3.2.** If \((M,V)\) is an elliptic structure and we have the same hypothesis as in the previous corollary, then \( u \) is \( C^\infty \) in \( X \).

We will next prove the converse of Theorem 3.1.

**Theorem 3.2.** Let \((M,V)\) be an involutive structure, \( \dim \mathbb{R} M = m + n \), rank of \( V = n \), \( X \subset M \) a maximally real submanifold, and \( W \) a wedge in \( M \) with edge \( X \).

Suppose \( u \in E'(X) \) is such that
\[ WF(u) \subset (\Gamma^T(W))^0. \]

Then in a slightly smaller wedge \( W' \subset W \) with edge \( X \), there exists an approximate solution \( f \in D'(W') \) such that
\[ u = bf \quad \text{on} \quad X. \]

**Proof.** We take off from (3.4). For some open convex cone \( \Gamma' \subset \subset \Gamma \), one can write
\[ W' = B_r(0) \times \Gamma'. \]

If \( \Gamma^T(W)^0 = \{0\} \), then \( u \) is \( C^\infty \), in which case the conclusion of Theorem 3.2 is well known. We may therefore assume that \( \Gamma^T(W)^0 \neq \{0\} \). Using (3.4) and the fact that \( \Gamma' \subset \subset \Gamma \), one can find an open convex cone \( C \subset \mathbb{R}^m \setminus \{0\} \) containing \((\Gamma^T_0(W))^0 \) and a constant \( c > 0 \) such that
\[ \xi \cdot \Re A(0,0)t \geq c |\xi| |t| \quad \text{for all} \quad (\xi,t) \in C \times \Gamma'. \quad (3.13) \]

For \((x,t) \in W'\) and \( \xi \in C \), define
\[ Q(x,t,\xi) = i\xi \cdot Z(x,t) \]
\[ = i\xi \cdot (x + \Re A(x,t)t) - \xi \cdot \Im A(x,t)t. \]

From (3.13) and the fact that \( \Im A(x,t) \) is of class \( C^1 \) near \((0,0)\), one obtains for some \( M > 0 \) and for all \((x,t) \in W'\) and \( \xi \in C \):
Choosing $0 < r, \delta < \frac{c}{2M}$, we can insure that
\begin{equation}
\Re Q(x, t, \xi) \leq -\frac{c}{2} \|\xi\| |t| \quad \text{for all } (x, t, \xi) \in B_r(0) \times \Gamma'_\delta \times \mathcal{C}.
\end{equation}

Since $u \in \mathcal{E}'(\mathbb{R}^m)$, there exists a constant $C > 0$ and a positive integer $N$ such that the Fourier transform
\begin{equation}
|\hat{u}(\xi)| \leq C(1 + |\xi|)^N \quad \text{for all } \xi \in \mathbb{R}^m.
\end{equation}

This allows us to define for $(x, t) \in B_r(0) \times \Gamma'_\delta$ the continuous function
\begin{equation}
f_1(x, t) = \frac{1}{(2\pi)^m} \int_{\mathcal{C}} e^{Q(x, t, \xi)} \hat{u}(\xi) d\xi = \frac{1}{(2\pi)^m} \int_{\mathcal{C}} e^{i\xi \cdot Z(x, t)} \hat{u}(\xi) d\xi.
\end{equation}

We claim that (i) $f_1$ is an approximate solution of $\mathcal{V}$ and for some $C > 0$, (ii) $|f_1(x, t)| |t|^N \leq C$ where $N$ is the same as the one in (3.15). Assuming that the claims are true for the moment, we can use Theorem 4.1 from Section 4 to guarantee the existence of the boundary value $bf_1 = \lim_{\Gamma'_\delta \ni t \to 0} f_1(., t)$ in $\mathcal{D}'(B_r(0))$ and moreover,
\begin{equation}
bf_1(x) = \frac{1}{(2\pi)^m} \int_{\mathcal{C}} e^{i\xi \cdot x} \hat{u}(\xi) d\xi.
\end{equation}

To show (i), we fix $t_0 \in \Gamma'_\delta$ and we consider a small open neighborhood of $t_0$ in $\Gamma'_\delta$. In this small neighborhood, estimate (3.14) allows us to pass $L_j$ under the integral sign
\begin{equation}
L_j f_1(x, t) = \frac{1}{(2\pi)^m} \int_{\mathcal{C}} i(\xi \cdot L_j Z(x, t)) e^{i\xi \cdot Z(x, t)} \hat{u}(\xi) d\xi.
\end{equation}

Since the $Z_k(x, t)$ are approximate first integrals for $\mathcal{V}$, for each $l = 1, 2, \ldots$ there exists a constant $C_l > 0$ such that
\begin{equation}
|L_j Z_k(x, t)| \leq C_l |t|^l \quad \text{for all } (x, t) \in B_r(0) \times B_\delta(0), \forall k.
\end{equation}

From (3.14) and (3.17), for each $l = 1, 2, \ldots$, there exists a constant $K_l > 0$ such that
\begin{equation}
|L_j f_1(x, t)| \leq K_l |t|^l \quad \text{for all } (x, t) \in B_r(0) \times \Gamma'_\delta.
\end{equation}

Hence, $f_1$ is an approximate solution of $\mathcal{V}$ and claim (i) is proved. Claim (ii) follows from (3.14) and (3.15) which imply that there is a constant $C' > 0$ such that
\begin{equation}
|f_1(x, t)| |t|^N \leq C' \quad \text{for all } (x, t) \in B_r(0) \times \Gamma'_\delta.
\end{equation}

For $x \in B_r(0)$ define
\begin{equation}
v(x) = \frac{1}{(2\pi)^m} \int_{\mathbb{R}^m \setminus \mathcal{C}} e^{i\xi \cdot x} \hat{u}(\xi) d\xi.
\end{equation}

Using the fact that $WF_0(u) \subset (\Gamma^T_0(\mathcal{W}))^0$, compactness of $(\mathbb{R}^m \setminus \mathcal{C}) \cap S^{m-1}$, and the characterization of the $C^\infty$ wavefront set by the rapid decay of the Fourier transform, we get that $v \in C^\infty(B_r(0))$. It is well known (see [A] for example) that in this case, one can find a $C^\infty$ function $f_2 \in C^\infty(B_r(0) \times B_\delta(0))$ such that $f_2$ is an approximate solution of $\mathcal{V}$ and $bf_2 = v$ on $X$. Thus, from (3.16) and (3.18) we get
\begin{equation}
u = bf_1 + bf_2 = bf,
\end{equation}
where $f = f_1 + f_2$ is an approximate solution of $\mathcal{V}$ in the wedge $\mathcal{W}'$. This completes the proof. \[\square\]
4. Existence of Boundary Values. In this section we present a sufficient condition for a function defined on a wedge to have a boundary value on the edge of the wedge. The result is more general than what was needed in the proof of Theorem 3.2.

We will consider a system of smooth complex vector fields

\[ L_j = \frac{\partial}{\partial t_j} + \sum_{k=1}^{m} a_{jk}(x,t) \frac{\partial}{\partial x_k} \]

in a neighborhood \( U \) of the origin in \( \mathbb{R}^m \times \mathbb{R}^n \). For simplicity, say \( U = B_r(0) \times B_\delta(0) \) and let \( \mathcal{W} = B_r(0) \times \Gamma_\delta \) be a wedge where \( \Gamma_\delta \subset \mathbb{R}^n \) is a truncated open convex cone. For analogues of the following theorem for a single vector field see Theorem 1.1 in [BH2] and Theorem VI.1.3 in [BCH]:

**Theorem 4.1.** Let \( \mathcal{W} = B_r(0) \times \Gamma_\delta \) be as above and suppose that \( f(x,t) \in C(\mathcal{W}) \) satisfies: for some \( C > 0 \) and some \( N \in \mathbb{N} \)

(i) \[ \int_{B_r(0)} |L_j f(x,t)| \, dx \leq C \]

and (ii) \[ |f(x,t)| |t|^N \leq C. \]

Then \( bf = \lim_{t \to 0} f(\cdot, t) \) exists in \( \mathcal{D}'(B_r(0)) \).

**Proof.** Let \( Z_1, ..., Z_m : U \to \mathbb{C} \) be smooth functions near the origin in \( U \) satisfying

\[ L_j Z_k(x,t) = O(|t|^l) \quad \text{for } l = 1, 2, ..., \quad \text{and } Z_k(x,0) = x_k, \quad 1 \leq k \leq m. \quad (4.1) \]

Define

\[ b_{jk}(x,t) = L_j Z_k(x,t). \quad (4.2) \]

Write

\[ Z(x,t) = (Z_1(x,t), ..., Z_m(x,t)) \quad \text{and} \quad Z_k(x,t) = \Psi_{1k}(x,t) + i\Psi_{2k}(x,t), \]

where \( \Psi_{1k}(x,t) \) and \( \Psi_{2k}(x,t) \) are real-valued. For \( j = 1, ..., m, \) let

\[ M_j = \sum_{k=1}^{m} c_{jk}(x,t) \frac{\partial}{\partial x_k} \]

be vector fields in \( x \)-space satisfying

\[ M_j Z_k = \delta_{jk}, \quad [M_j, M_k] = 0. \]

Note that for each \( j, k, \)

\[ [M_j, L_k] = \sum_{l=1}^{m} d_{jkl}(x,t) M_l, \]
where each \( d_{jk} (x, t) = O(|t|^s) \) for \( s = 1, 2, \ldots \). Indeed, the latter can be seen by expressing \([M_j, L_k]\) in terms of the basis \( \{L_1, \ldots, L_n, M_1, \ldots, M_m\} \) and applying both sides to the \( n + m \) functions \( \{t_1, \ldots, t_n, Z_1, \ldots, Z_m\} \). Equations (4.1) and (4.2) imply that

\[
M_k b_{jk} = O(|t|^s) \quad \text{for } s = 1, 2, \ldots
\]

If \( g(x, t) \) is any \( C^1 \) function defined in \( U \), observe that the differential

\[
dg = \sum_{k=1}^{m} M_k (g) dZ_k + \sum_{j=1}^{n} L_j (g) dt_j - \sum_{j=1}^{n} \sum_{k=1}^{m} M_k (g) b_{jk} dt_j.
\]

Hence, if we consider the \( m \)-form \( \omega = g \, dZ \), we get

\[
d\omega = dg \wedge dZ = \sum_{j=1}^{n} L_j (g) dt_j \wedge dZ - \sum_{j=1}^{n} \sum_{k=1}^{m} M_k (g) b_{jk} dt_j \wedge dZ.
\] (4.3)

Observe that hypothesis (ii) in the theorem together with the fact that

\[
b_{jk}(x, t) = O(|t|^s), \quad M_k b_{jk}(x, t) = O(|t|^s) \quad \forall s
\]

imply that \( \forall \varphi \in C_0^\infty (B_r(0)) \),

\[
\left| \int_{\Gamma_s} \int_{B_r(0)} b_{jk}(x, t) M_k f(x, t) \varphi(x) dxdt \right| \leq C_2,
\] (4.4)

where \( C_2 > 0 \) is a constant that depends only on \( \sup_{x \in B_r(0)} \sum_{|\alpha| \leq 1} \| D^\alpha \varphi(x) \| \). Let

\[
\Psi_1 = (\Psi_1, \ldots, \Psi_{1m}) \quad \text{and} \quad \Psi_2 = (\Psi_{12}, \ldots, \Psi_{2m}).
\]

For \( \varphi \in C_0^\infty (B_r(0)) \) and \( k \) a nonnegative integer, define

\[
T_k \varphi(x, t) = \sum_{|\alpha| \leq k} \frac{j^{|\alpha|}}{\alpha!} \left( \frac{\partial}{\partial x} \right)^\alpha \varphi(\Psi_1(x, t)) (\Psi_2(x, t))^\alpha.
\]

We will first show that \( \lim_{\Gamma_s \rightarrow 0} \int_{B_r(0)} f(x, t) (T_N \varphi)(x, t) dZ(x, t) \) exists. To prove this, fix \( T \in \Gamma_s \) and let \( \delta = \delta - |T| \). For \( s \in \Gamma_s \), define \( \gamma_s(\tau) = (1 - \tau) s + \tau T, 0 \leq \tau \leq 1 \). Let \( \omega = (fT_N \varphi) \, dZ \). Using (4.3) and Stokes’ theorem, we get

\[
\int_{B_r(0)} f(x, s) (T_N \varphi)(x, s) dZ(x, s) = \int_{B_r(0)} f(x, T) (T_N \varphi)(x, T) dZ(x, T)
\]

\[
- \sum_{j=1}^{n} \int_{B_r(0)} \int_{\gamma_s} \left( L_j f - \sum_{k=1}^{m} M_k (f) b_{jk} \right) T_N \varphi \, dt_j \wedge dZ
\]

\[
- \sum_{j=1}^{n} \int_{B_r(0)} \int_{\gamma_s} \left( L_j T_N \varphi - \sum_{k=1}^{m} M_k (T_N \varphi) b_{jk} \right) f \, dt_j \wedge dZ.
\]
The second integral on the RHS has a limit as $s \to 0$ by hypothesis (i) of the theorem and an argument similar to the one used to get (4.4). For the third integral, consider

$$L_j T_N \varphi = \sum_{|\alpha| \leq N} \frac{|\alpha|}{\alpha!} \left[ L_j \left( \frac{\partial}{\partial x} \right)^\alpha \varphi(\Psi_1) \right] (\Psi_2)^\alpha$$

$$+ \sum_{|\alpha| \leq N} \frac{|\alpha|}{\alpha!} \left[ \left( \frac{\partial}{\partial x} \right)^\alpha \varphi(\Psi_1) \right] L_j (\Psi_2)^\alpha$$

$$= \sum_{|\alpha| \leq N} \sum_{l=1}^m \frac{|\alpha|}{\alpha!} \left( \frac{\partial}{\partial x} \right)^{\alpha+\varepsilon_l} \varphi(\Psi_1) \left[ \alpha_l (\Psi_2)^{\alpha-\varepsilon_l} L_j \Psi_{2l} \right]$$

$$+ \sum_{|\alpha| \leq N} \sum_{l=1}^m \frac{|\alpha|}{\alpha!} \left( \frac{\partial}{\partial x} \right)^{\alpha+\varepsilon_l} \varphi(\Psi_1) \left( L_j \Psi_{1l} \right) (\Psi_2)^\alpha$$

$$= \sum_{|\alpha| = N} \sum_{l=1}^m \frac{|\alpha|}{\alpha!} \left( \frac{\partial}{\partial x} \right)^{\alpha+\varepsilon_l} \varphi(\Psi_1) \left( L_j \Psi_{1l} \right) (\Psi_2)^\alpha$$

$$+ \sum_{|\alpha| \leq N-1} \sum_{l=1}^m \frac{|\alpha|}{\alpha!} \left( \frac{\partial}{\partial x} \right)^{\alpha+\varepsilon_l} \varphi(\Psi_1) \left( L_j \Psi_{2l} \right) (\Psi_2)^\alpha$$

$$= \sum_{|\alpha| = N} \sum_{l=1}^m \frac{|\alpha|}{\alpha!} \left( \frac{\partial}{\partial x} \right)^{\alpha+\varepsilon_l} \varphi(\Psi_1) \left( L_j \Psi_{1l} \right) (\Psi_2)^\alpha$$

$$+ \sum_{|\alpha| \leq N-1} \sum_{l=1}^m \frac{|\alpha|}{\alpha!} \left( \frac{\partial}{\partial x} \right)^{\alpha+\varepsilon_l} \varphi(\Psi_1) \left( L_j \Psi_{2l} \right) (\Psi_2)^\alpha$$

Since $Z(x, 0) = x$, $|\Psi_2(x, t)| = |\Psi_2(x, t) - \Psi_2(x, 0)| \leq C' |t|$ and so, recalling that the $Z_l$ are approximate solutions, we conclude that

$$|L_j T_N \varphi(x, t)| \leq C'_j |t|^N.$$  

Hence,

$$\lim_{\Gamma \ni \delta \to 0} \int_{B_r(0)} f(x, t) T_N \varphi(x, t) dZ(x, t) \text{ exists.} \quad (4.5)$$

We will next use the existence of

$$\lim_{\Gamma \ni \delta \to 0} \int_{B_r(0)} f(x, t) (T_N g)(x, t) dZ(x, t)$$

to show that

$$\lim_{\Gamma \ni \delta \to 0} \int_{B_r(0)} f(x, t) (T_{N-1} g)(x, t) dZ(x, t) \text{ exists.}$$

To do so, let $\psi(x, t) \in C_0^K(B_1(0) \times B_3(0))$ and for a fixed multi-index $\beta$ with $|\beta| = N$ let

$$g(x, t) = \tilde{\psi}(x, t) \tilde{\Psi}_2(x, t)^\beta,$$
where \( \tilde{\psi}(x,t) = \psi(\Psi_1(x,t),t) \) and \( \tilde{\Psi}_2(x,t) = \Psi_2(\Psi_1(x,t),t) \). The functions \( \tilde{\psi} \) and \( \tilde{\Psi}_2(x,t) \) exist since the map \( (x,t) \rightarrow (\Psi_1(x,t),t) \) is a diffeomorphism. Note that we may write
\[
T_N \left( \tilde{\psi} \tilde{\Psi}_2^\beta \right)(x,t) = \psi(x,t)\Psi_2(x,t)^\beta + \psi(x,t) \sum_{|\alpha| = N} a_\alpha(x,t)\Psi_2(x,t)^\alpha \\
+ \sum_{|\gamma| > N} b_\gamma(x,t)\Psi_2(x,t)^\gamma
\]
for any \( g \) and any multi-index \( \beta \). We will prove by descending induction that for any \( g \), which for \( k = 0 \) and \( g(x,t) = \psi(x) \in C_0^\infty(B_r(0)) \) proves the Theorem. To proceed by induction, suppose \( 1 \leq k \leq N \) and assume that for any multi-index \( \beta \) with \( |\beta| = k \), the limits
\[
\lim_{t \to 0} \int_{B_r(0)} f(x,t)T_kg(x,t) \, dZ(x,t)
\]
both exist for any \( g(x,t) \in C_0^\infty(B_r(0) \times B_0(r)) \). We have already seen in (4.6) and (4.7) that (4.8) is true for \( k = N \). Fix \( \beta' \) with \( |\beta'| = k - 1 \). Plug \( g(x,t) = \tilde{\psi}(x,t)\tilde{\Psi}_2(x,t)^{\beta'} \) in the limit on the right in (4.8) and observe that \( T_{k-1}g \) may be written as
\[
T_{k-1}g(x,t) = \psi(x,t)\Psi_2(x,t)^{\beta'} + \psi(x,t) \sum_{|\alpha| = k-1} c_\alpha(x,t)\Psi_2(x,t)^\alpha \\
+ \sum_{|\gamma| \geq k} d_\gamma(x,t)\Psi_2(x,t)^\gamma
\]
where \( c_\alpha(x, t) \) and \( d_\gamma(x, t) \) are smooth and \( c_\alpha(x, 0) \equiv 0 \). From the existence of the two limits in (4.8) we derive that

\[
\lim_{t \to 0} \int_{B_r(0)} f(x, t)(\psi(x, t)\Psi_2(x, t))^{\beta'} + \psi(x, t) \sum_{|\alpha| = k-1} c_\alpha(x, t)\Psi_2(x, t)^\alpha \, dZ(x, t)
\]

exists. Observe next that since each \( c_\alpha(x, 0) \equiv 0 \), given any collection \( \{\psi_\beta(x, t) : |\beta| = k - 1\} \) of compactly supported functions, we can find compactly supported functions \( \{\eta_\beta(x, t) : |\beta'| = k - 1\} \) such that

\[
\sum_{\beta'} \eta_{\beta'}\Psi_2^{\beta'} + \sum_{\beta'} \eta_{\beta'} \left( \sum_\alpha c_\alpha \Psi_2^\alpha \right) = \sum_{\beta} \psi_\beta \Psi_2^\beta.
\]

We conclude that

\[
\lim_{t \to 0} \int_{B_r(0)} f(x, t)\Psi_2(x, t)^\beta \psi(x, t) \, dZ(x, t) \quad \text{exists} \quad (4.9)
\]

for all \( \beta \) with \( |\beta| = k - 1 \) and \( \psi(x, t) \in C^\infty(B_r(0) \times B_r(0)) \). Hence, taking account of (4.8) and (4.9) we conclude that

\[
\lim_{t \to 0} \int_{B_r(0)} f(x, t)T_{k-2}g(x, t) \, dZ(x, t) \quad \text{exists}.
\]

We have thus proved that (4.8) holds for \( k - 1 \), completing the inductive step. Therefore,

\[
\lim_{t \to 0} \int_{B_r(0)} f(x, t)\psi(x) \, dZ(x, t) \quad \text{exists}
\]

and thus \( bf = \lim_{t \to 0} f(., t) \) exists.

For the rest of this section, let \((M, \mathcal{V})\) be \( \mathbb{R}^{m+n} = \mathbb{R}^m \times \mathbb{R}^n \) with a CR structure \( \mathcal{V} \) near the origin; i.e., \( \mathcal{V} \cap \overline{\mathcal{V}} = \{0\} \) in a neighborhood \( U = B_r(0) \times B_s(0) \) of the origin in \( \mathbb{R}^m \times \mathbb{R}^n \). Suppose that \( \mathcal{V} \) is generated in \( U \) by the complex vector fields \( \{L_1, \ldots, L_n\} \), where

\[
L_j = \frac{\partial}{\partial t_j} + \sum_{k=1}^m a_{jk}(x, t) \frac{\partial}{\partial x_k}.
\]

Let \( Z_1, \ldots, Z_m : U \to \mathbb{C} \) be a complete set of smooth approximate first integrals for \( \mathcal{V} \) in \( U \) such that

\[
Z_l(x, 0) = x_l, \quad 1 \leq l \leq m.
\]

For each \( l = 1, \ldots, m \), we may write

\[
Z_l(x, t) = x_l + \sum_{s=1}^n t_s \psi_{ls}(x, t),
\]

where \( \psi_{ls}(x, t) = \psi_{ls}^{(1)}(x, t) + i\psi_{ls}^{(2)}(x, t) \). Since \( \mathcal{V} \) is CR in \( U \), for each \( 1 \leq j \leq n \) there exists \( 1 \leq j' \leq m \) such that

\[
\Im a_{jj'}(0, 0) \neq 0.
\]
Observe that

\[ \Im \alpha_{jl}(0,0) = -\psi_{lj}^{(2)}(0,0). \]

Indeed,

\[
L_jZ_l(x,t) = \frac{\partial Z_l(x,t)}{\partial t} + \sum_{k=1}^{m} a_{jk}(x,t) \frac{\partial Z_l(x,t)}{\partial x_k} \\
= \left( \sum_{s=1}^{n} t_s \frac{\partial \psi_{ls}}{\partial t_j}(x,t) + \psi_{lj}(x,t) \right) \\
+ \left( \sum_{k=1}^{m} a_{jk}(x,t) \left( \delta_{kl} + \sum_{s=1}^{n} t_s \frac{\partial \psi_{ls}}{\partial x_k}(x,t) \right) \right).
\]

Evaluating this at \((0,0)\), we get

\[ 0 = \psi_{lj}(0,0) + a_{jl}(0,0). \]

**Corollary 4.1.** Let \( W = B_r(0) \times \Gamma_{\delta} \) be a wedge with edge \( B_r(0) \), where \( \Gamma \subset \mathbb{R}^n \) is an open cone with vertex at the origin, and suppose that \( f(x,t) \in C(W) \) satisfies:

\[
(i) \quad \int_{B_r(0)} |L_j f(x,t)| \, dx \leq C
\]

and

\[
(ii) \quad |f(x,t)||Z(x,t) - Z(x,0)|^N \leq C.
\]

Then \( bf = \lim_{t \to 0} f(.,t) \) exists in \( D'(B_r(0)) \).

**Proof.** Write \( Z(x,t) = (Z_1(x,t), ..., Z_m(x,t)) \), \( x = (x_1, ..., x_m) \), \( t = (t_1, ..., t_n) \), and \( A(x,t) = (\psi_{ij}(x,t))_{1 \leq i \leq m, 1 \leq j \leq n} \) so that

\[ Z(x,t) = x + A(x,t)t. \]

Since \( \mathcal{V} \) is CR in \( U \), \( \Im A(x,t) \) has rank \( n \) at and hence near the origin. Without loss of generality, suppose that

\[ B(x,t) = (\Im \psi_{ij}(x,t))_{1 \leq i,j \leq n} \]

is invertible near the origin.

Then

\[ |A(x,t)t| \geq |B(x,t)t| \geq |B_l(x,t) \cdot t| \]

for all \((x,t)\) near \((0,0)\),

where \( B_l(x,t) \) is the \( l \)-th row of \( B(x,t) \). Fix \( t^0 \in \Gamma \). Since \( B(0,0) \) is invertible, one can find a row \( B_l(0,0) \) of \( B(0,0) \) such that

\[ \left| B_l(0,0) \frac{t^0}{|t^0|} \right| = C_0 > 0. \]
Hence, we can find an open convex cone $\tilde{\Gamma} \subset \subset \Gamma$ containing $t^0$ such that
\[
\left| B_t(0,0) \cdot \frac{t}{|t|} \right| \geq \frac{1}{2} C_0 \quad \text{for all } t \in \tilde{\Gamma}.
\]
Therefore, we can find a wedge $\tilde{W} = B_{\tilde{r}}(0) \times \tilde{\Gamma} \subset \subset W$ (where $0 < \tilde{r} < r$ ) such that
\[
\left| B_t(x,t) \cdot \frac{t}{|t|} \right| \geq \frac{1}{4} C_0 \quad \text{for all } (x,t) \in \tilde{W}.
\]
This implies that for all $(x,t) \in \tilde{W}$
\[
|Z(x,t) - Z(x,0)| = |A(x,t)t| \geq \frac{1}{4} C_0 |t|.
\]
Thus,
\[
|f(x,t)||t|^N \leq \text{const. } |f(x,t)||Z(x,t) - Z(x,0)|^N \leq C.
\]
Hence, by Theorem 4.1, $bf = \lim_{\Gamma \ni t \to 0, t} f(.,t)$ exists in $\mathcal{D}'(B_{\tilde{r}}(0))$. \[\Box\]
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