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Abstract. These expository notes, addressed to non-experts, are intended to present some of Hironaka’s ideas on his theorem of resolution of singularities. We focus particularly on those aspects which have played a central role in the constructive proof of this theorem.

In fact, algorithmic proofs of the theorem of resolution grow, to a large extend, from the so called Hironaka’s fundamental invariant. Here we underline the influence of this invariant in the proofs of the natural properties of constructive resolution, such as: equivariance, compatibility with open restrictions, with pull-backs by smooth morphisms, with changes of the base field, independence of the embedding, etc.
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1. Introduction.


**Theorem 1.2 (Hironaka).** If $X$ is a variety over a field of characteristic zero, there is a proper and birational morphism

\begin{equation}
X \xleftarrow{\pi} X'
\end{equation}

such that:

i) $\pi$ is an isomorphism over the open set $U = \text{Reg}(X)$ of regular points.

ii) $X'$ is smooth.

iii) $\pi^{-1}(\text{Sing}(X))$ is a union of smooth hypersurfaces in $X'$ having only normal crossings.

A morphism $X \xleftarrow{\pi} X'$, as above, is called a **resolution of singularities** of $X$. He also shows that this morphism can be constructed as a composition, say

\begin{equation}
X_0 = X \xleftarrow{\pi_{y_1}} X_1 \xleftarrow{\pi_{y_2}} \cdots \xleftarrow{\pi_{y_i}} X_r = X'
\end{equation}

where each $\pi_{y_i}$ is the blow-up along a smooth center $Y_i(\subset X_i)$.

There can be many resolutions of $X$, and the proof in [26] shows that a resolution always exists. **Constructive proofs** of Hironaka’s theorem go one step beyond. They provide, for each singular reduced scheme $X$, a specific resolution, called the **constructive resolution** of $X$. In other words, they give a procedure to resolve singularities

---
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in such a way that it has very natural properties. Suppose now that (1.2.2) is the resolution of \( X \) provided by this procedure, it has the property:

1. \textit{Compatibility with smooth morphisms}: A smooth morphism \( \tilde{X} \overset{\sigma}{\rightarrow} X \) provides, by taking successive pull-backs, a sequence

\[
(1.2.3) \quad \tilde{X} \overset{\pi_{y_1}}{\longrightarrow} \tilde{X}_1 \overset{\pi_{y_2}}{\longrightarrow} \cdots \overset{\pi_{y_r}}{\longrightarrow} \tilde{X}_r ;
\]

and the property is that (1.2.3) is the constructive resolution of \( \tilde{X} \).

2. \textit{Lifting of group action}: If a group acts on \( X \) it also acts on the resolved scheme \( \tilde{X}_r \).

3. \textit{Compatibility with change of the base field} (Similar to (1)).

We shall later formulate the theorem of embedded resolution, say of \( X \) embedded in a smooth scheme \( W \), and another property of constructive resolution is that it can be easily adapted so that the resolution \( X \) is independent of the embedding in \( W \). These matters will be discussed along this paper.

1.3. Essential to the argument used in Hironaka’s proof is a reduction of the problem of resolution of singularities. A new problem is formulated, in terms of the data \((W, (J, b))\), where \( W \) is a smooth scheme over a field \( k \), \( J \) a non-zero sheaf of ideals, and \( b \) a positive integer. This new problem is stated as a resolution of \((W, (J, b))\) as we describe below. These data define a closed subset in \( W \)

\[
\text{Sing}(J, b) = \{ x \in W \mid \nu_x(J) \geq b \},
\]

where \( \nu_x(J) \) denotes the order of \( J \) at the point \( x \). If \( Y \) is a smooth irreducible subscheme included in \( \text{Sing}(J, b) \), and if \( W \overset{\pi_{Y_r}}{\leftarrow} W_r \) is the blow-up along \( Y \), then there is a factorization

\[
JO_{W_1} = I(H)^c J_1,
\]

where \( H \subset W_1 \) denotes the exceptional hypersurface. The pair \((J_1, b)\) is said to be the \textit{transform} of \((J, b)\). We will consider \( J_1 \) together with the factorization

\[
J_1 = I(H)^c \mathcal{J}_1,
\]

where \( c = \nu_y(J) - b \) and \( y \) is the generic point of \( Y \).

Similarly, given an iteration of transformations, say

\[
(1.3.1) \quad (J, b) \overset{\pi_{y_1}}{\rightarrow} (J_1, b) \overset{\pi_{y_2}}{\rightarrow} \cdots \overset{\pi_{y_r}}{\rightarrow} (J_r, b)
\]

the transform \( J_r \) is endowed with a factorization of the form \( J_r = I(H_1)^c \cdots I(H_r)^c \mathcal{J}_r \), where each \( H_i \) is the exceptional hypersurface introduced by the blow-up \( W_{i-1} \overset{\pi_{y_i}}{\leftarrow} W_i \).

We will always assume that such a sequence is constructed in such a way that the strict transforms of the \( r \) exceptional hypersurfaces, say \( \{H_1, \ldots, H_r\} \), have normal crossings in \( W_r \).

Hironaka’s reformulation (the reduction) of the problem of resolution can be stated as follows:
Problem. Given \((W, (J, b))\), construct a sequence \((1.3.1)\) in such a way that 
\[ \text{Sing}(J_r, b) = \emptyset. \]

We will explain in Section 2, starting in 2.7, why the solution of this problem
leads to resolution of singularities.

Given a sequence of transformations \((1.3.1)\), Hironaka defines, for all index \(i\), the functions:
\[ \text{ord}_i : \text{Sing}(J_i, b) \rightarrow \mathbb{Q}, \quad \text{ord}_i(x) = \frac{\nu_x(J_i)}{b}. \]

These are called Hironaka’s functions, and they paved the way to constructive proofs
of resolution of singularities. A by-product of Hironaka’s functions, which makes use
of the factorization \(J_i = I(H_1)^{c_1} \cdots I(H_r)^{c_r}\), are the functions
\[ w\text{-ord}_i : \text{Sing}(J_i, b) \rightarrow \mathbb{Q}, \quad w\text{-ord}_i(x) = \frac{\nu_x(J_i)}{b}. \]

All these functions take only finitely many values. Denote by \(\max w\text{-ord}_i\) the maximum value achieved by \(w\text{-ord}_i\). If \((1.3.1)\) is constructed with the extra condition that
\(Y_i \subset \text{Max w-ord}_i\), where
\[ \text{Max w-ord}_i = \{ x \in W_i \mid w\text{-ord}_i(x) = \max w\text{-ord}_i \}, \]

then it can be shown that
\[ (1.3.2) \quad \max w\text{-ord}_0 \geq \max w\text{-ord}_1 \geq \cdots \geq \max w\text{-ord}_r. \]

Note that \(\max w\text{-ord}_i = 0\) if and only if \(J_r = \mathcal{O}_{W_r}\) and \(J_r = I(H_1)^{c_1} \cdots I(H_r)^{c_r}\). If this happens, then it is easy to extend the sequence \((1.3.1)\) to a resolution.

In the constructive resolution treated here, we view \(W\) as a smooth subscheme of
a smooth scheme \(N\). We also consider a set \(F\) of smooth hypersurfaces in \(N\) having
only normal crossings.

The sequence \((1.3.1)\) gives rise to a sequence
\[ (1.3.3) \quad N \xrightarrow{\pi_{Y_1}} N_1 \xrightarrow{\pi_{Y_2}} \cdots \xrightarrow{\pi_{Y_r}} N_r \]

(same blow-ups) together with closed immersions \(W_i \subset N_i\) (for any index \(i\)), where
each \(W_i\) is identified with the strict transform of \(W_{i-1}\). A main problem in constructive resolution can be formulated as follows:

Main Problem. Fix:

- \((W, (J, b))\), as above.
- A smooth scheme \(N\) and \(F = \{H'_1, \ldots, H'_s\}\) a set of smooth hypersurfaces in \(N\) with only normal crossings.
- A closed embedding \(W \subset N\).

The problem is to construct a sequence \((1.3.1)\), with centers \(Y_i\), so that:
1. \(\text{Sing}(J_r, b) = \emptyset\), and
2. the sequence \((1.3.3)\) of \(r\) blow-ups over the smooth scheme \(N\), induced by
   the sequence \((1.3.1)\), is such that the strict transform of hypersurfaces in \(F\)
   together with the \(r\) exceptional hypersurfaces introduced (all together) have
   normal crossings in \(N_r\).
Note here that there is an added difficulty over the previous Problem. The task is to construct a sequence (1.3.1), which fulfills the property (1.3.2) and leads to 
\[ \text{Sing}(J_i, b) = \emptyset, \]
with an additional constraint on each center \( Y_i \). For instance the first center \( Y_1 \), included in \( W_1(\subset N_1) \), should have normal crossings with the hypersurfaces in \( F \), and there is no information on how hypersurfaces of \( F \) intersect the closed subscheme \( W \).

For each index \( i \), let \( F_i \) be the set of hypersurfaces with normal crossings in \( N_i \), which consists of the strict transform of hypersurfaces in \( F \), together with the \( i \) exceptional hypersurfaces introduced.

This main problem can be solved by giving a canonical choice of centers \( Y_i \). The key for this will be our two coordinate functions:
\[ (w\text{-ord}^{(d)}_i, n^{(d)}_i) : \text{Sing}(J_i, b) \to \mathbb{Q} \times \mathbb{Z}, \]
where \( d = \dim W \), called the \textit{inductive functions}. Essentially, it is through these function, and induction on \( d \), that we can define a string of invariants which indicates how to choose each \( Y_i \).

Here each \( w\text{-ord}^{(d)}_i \) is the function previously defined, and \( n^{(d)}_i \) is defined by counting the hypersurfaces of a certain subset of \( F_i \), say \( F^-_i \). This set \( F^-_i \) is entirely defined in terms of the inequalities (1.3.2). Hence, the function \( n^{(d)}_i \) is also a by-product of Hironaka’s functions.

We follow here, with some variations, the scheme and notation in [38] and [39], particularly on the latter where some of the natural properties of constructive resolution are addressed. The goal of this presentation is to explain Hironaka’s approach in [27]. So we put here special emphasis on Hironaka’s reformulation (reduction) of the resolution problem, and why this led to the proofs of the natural properties of constructive resolution mentioned before. We refer to [7] (see also [20]) for the relation of this development with more recent work on the subject, and for some technical aspects of the algorithm.

We thank the referee for here/his many useful suggestions, which have helped us to improve the presentation of this paper.

\section{First definitions and formulation of the Main Theorems.}
\subsection{Recall that Constructive Resolution is a procedure that indicates, given a singular reduced scheme \( X \), how to choose the centers \( Y_i \) to construct a resolution of singularities as in (1.2.2). We can think of it as an algorithm in which, at each step, the input are the equations defining \( X \), and the output are the equations defining the center \( Y \); and the same for each index \( 1 \leq i \leq r \). But if we think of equations defining \( X \), it is natural to embed the scheme in a smooth scheme, say \( X \subset W \). This can be done locally, as we shall always consider here \( X \) to be a scheme of finite type (see [10] for an implementation).}

\subsection{Let us fix some notation needed for the formulation of the theorem of embedded resolution. A pair \((W_0, E_0)\) denotes here a smooth scheme \( W_0 \), and a set \( E_0 = \{H_1, \ldots, H_s\} \) of hypersurfaces with normal crossings in \( W_0 \). The sequence
\begin{equation}
(W_0, E_0) \xrightarrow{\pi_{Y_1}} (W_1, E_1) \xrightarrow{\pi_{Y_2}} \cdots \xrightarrow{\pi_{Y_r}} (W_r, E_r)
\end{equation}
denotes a composition of blow-ups, where each center \( Y_j \subset W_j \) is closed, smooth, and has normal crossings with \( E_j \). If \( H_{s+j+1} \subset W_j \) denotes the exceptional hypersurface of \( W_j \), then \( E_{j+1} \) is defined as the union of the strict transform of
hypersurfaces in $E_j$, together with $H_{s+j+1}$. Centers $Y_j$ which have normal crossings with $E_j$ are said to be permissible for $(W_j, E_j)$.

Theorem 2.3 (Embedded Resolution of Singularities). Given a smooth scheme $W_0$ over a field $k$ of characteristic zero, and $X_0$, a closed and reduced subscheme of $W_0$, there is a sequence of blow-ups as in (2.2.1), say

\[(2.3.1) \quad X_0 \xrightarrow{\pi_{y_1}} X_1 \xleftarrow{\pi_{y_2}} \cdots \xrightarrow{\pi_{y_r}} X_r \quad (W_0, E_0) \xrightarrow{\pi_{y_1}} (W_1, E_1) \xleftarrow{\pi_{y_2}} \cdots \xrightarrow{\pi_{y_r}} (W_r, E_r)\]

where each $X_i$ denotes the strict transform of $X_{i-1}$, and so that:

(i) The hypersurfaces of $E_r$ have normal crossings in $W_r$.

(ii) $W_0 \setminus [\text{Sing}(X_0) \cup \bigcup_{H_i \in E_0} H_i] = W_r \setminus \bigcup_{H_i \in E_r} H_i$.

(iii) $X_r$ is smooth and has normal crossings with $\bigcup_{H_i \in E_r} H_i$.

So if $E_0 = \emptyset$, the morphism $X_0 \xrightarrow{\pi} X_r$, induced by (2.3.1), is a resolution of singularities as in 1.2.

2.4. On constructive resolution. Fix a topological space $X$, and a totally ordered set $(T, \geq)$. In this work an upper semi-continuous function $g : X \to T$ is a function with the following properties:

(i) $g$ takes only finitely many values, and

(ii) for any $\alpha \in T$ the set $\{x \in X \mid g(x) \geq \alpha\}$ is closed in $X$.

The largest value achieved by $g$ will be denoted by $\max g$. And $\max g$ will denote the set of points in $X$ where $g$ takes its highest value ($\max g$). So $\max g$ is closed in $X$.

In Theorem 2.3, $X_0$ is a reduced closed subscheme in a smooth scheme $W_0$. Constructive resolution also applies in this context. It makes use of a specific totally ordered set $(T, \geq)$. Fix a closed immersion, say $X_0 \subset W_0$, and $(W_0, E_0)$ as before, then either $X_0$ is smooth and has normal crossings with $E_0$, or an upper semi-continuous function $f_0 : X_0 \to T$ is defined. It has the property that if $Y_0 = \max f_0$ (the set of points where the function takes its maximum value), then $Y_0$ is smooth, has normal crossings with $E_0$, and the blow-up along $Y_0$ provides a diagram, say:

\[(2.4.1) \quad X_0 \xrightarrow{\pi_{y_0}} X_1 \quad (W_0, E_0) \xrightarrow{\pi_{y_0}} (W_1, E_1)\]

where $X_1 \subset W_1$ is the strict transform of $X_0$. Again, either $X_1$ is smooth and has normal crossings with $E_1$ or $f_1 : X_1 \to T$ is defined.

In this latter case, the function is such that $Y_1 = \max f_1$ is smooth, and has normal crossing with $E_1$. The blow-up along $Y_1$ provides

\[(2.4.2) \quad X_0 \xrightarrow{\pi_{y_0}} X_1 \xleftarrow{\pi_{y_1}} X_2 \quad (W_0, E_0) \xrightarrow{\pi_{y_0}} (W_1, E_1) \xleftarrow{\pi_{y_1}} (W_2, E_2)\]

Assume inductively that for a given index $s$, a sequence

\[(2.4.3) \quad X_0 \xrightarrow{\pi_{y_0}} X_1 \xrightarrow{\pi_{y_1}} \cdots \xrightarrow{\pi_{y_{s-1}}} X_s \quad (W_0, E_0) \xrightarrow{\pi_{y_0}} (W_1, E_1) \xrightarrow{\pi_{y_1}} (W_2, E_2) \cdots \xrightarrow{\pi_{y_{s-1}}} (W_s, E_s)\]

is constructed by setting $Y_i$ in terms of the function $f_i : X_i \to T$, $0 \leq i \leq s - 1$. Then, either $X_s$ is smooth and has normal crossings with $E_s$ (the sequence is an
embedded resolution), or a function \( f_s : X_s \rightarrow T \) is defined with the property that \( Y_s = \text{Max} \ f_s \) is smooth, and has normal crossings with \( E_s \).

Note here that we take as initial data: \( X_0 \subset W_0 \), \( (W_0, E_0) \), and that the functions with values on \( T \) enables us to construct a sequence (2.4.3). The point is that for some index \( r \) the sequence

\[
(2.4.4) \quad X_0 \xrightarrow{\pi_{Y_0}} X_1 \xrightarrow{\pi_{Y_1}} X_2 \xrightarrow{\pi_{Y_2}} \cdots \xrightarrow{\pi_{Y_{r-1}}} X_r
\]

is such that \( X_r \) is smooth and has normal crossings with the hypersurfaces in \( E_r \). Moreover, all centers \( Y_i \) will be included in \( \text{Sing}(X_i) \bigcup (\bigcup H_i) \), which ensures that this is an embedded resolution.

It is essential to point out that the set \( T \) is universal, namely for any \( X_0 \subset W_0 \), \( (W_0, E_0) \), the functions \( f_i \), which provide the embedded resolution (2.4.4), take values on the same \( T \). We shall indicate later how \( T \) and the functions \( f_i \) are defined. Here (2.4.4) is said to be the Constructive Resolution of the data \( X_0 \subset W_0 \), \( (W_0, E_0) \). It is constructed by the upper semi-continuous functions:

\[
(2.4.5) \quad f_0 : X_0 \rightarrow T, \quad f_1 : X_1 \rightarrow T, \quad \ldots \quad f_{r-1} : X_{r-1} \rightarrow T,
\]

and these functions depend also on \( E_0 \) (and on each \( E_i \)). Note that (2.4.4) is determined by the centers \( Y_i \), and \( Y_i = \text{Max} \ f_i(\subset X_i) \). So (2.4.4) can be reconstructed from (2.4.5).

Neglecting the ambient spaces \( W_i \), \( 0 \leq i \leq r \) in (2.4.4) we get

\[
(2.4.6) \quad X_0 \xrightarrow{\pi_{Y_1}} X_1 \xrightarrow{\pi_{Y_2}} \cdots \xrightarrow{\pi_{Y_{r-1}}} X_r,
\]

which is also determined by the functions in (2.4.5), as \( Y_i = \text{Max} \ f_i \), and \( f_i \) is a function on \( X_i \).

Note that if \( E_0 = \emptyset \) then the latter fulfills the three conditions in Theorem 1.2. In other words if the initial data is \( X_0 \subset W_0 \), \( (W_0, E_0 = \emptyset) \), then the functions in (2.4.5) (which depend on \( E_0 \)), provide a resolution of singularities of \( X_0 \). We say that the embedded resolution of \( X_0 \subset W_0 \) defines a non-embedded resolution of \( X_0 \).

A property of the algorithm is that it can be defined so that the non-embedded resolution is independent of the embedding in \( W_0 \). In fact it suffices that \( X_0 \) be only locally embedded, and the induced non-embedded resolutions is well defined: Suppose that \( X_0 \) is embedded in another smooth scheme, say \( X_0 \subset W_0' \), and we take as initial data \( X_0 \subset W_0' \), \( (W_0', E_0' = \emptyset) \). A property of this procedure will be that, in this case, we get the same data (2.4.5) (the same schemes \( X_i \), and the same functions \( f_i \)). In particular, when the input datum is simply \( X_0 \), we get the same resolution (2.4.6).

In this way constructive resolution leads to the resolution of abstract varieties.

2.5. A property of constructive resolution. Take \( X_0 \subset W_0 \), \( (W_0, E_0) \), and let (2.4.4) be the sequence obtained by the constructive resolution. Let \( \sigma_0 : V_0 \rightarrow W_0 \) be a smooth morphism. For each index \( i \), \( 0 \leq i \leq r \), consider the sequence of blow-ups

\[
(2.5.1) \quad W_0 \xrightarrow{\pi_{Y_1}} W_1 \xrightarrow{\pi_{Y_2}} \cdots \xrightarrow{\pi_{Y_{i-1}}} W_i,
\]

By taking fiber products of \( \sigma_0 \) with this sequence one obtains smooth schemes \( V_i \) and smooth morphisms, say \( \sigma_i : V_i \rightarrow W_i \). Now set \( X_i' = \sigma_i^{-1}(X_i) \), and let \( E_i' \) be defined
by taking pull-backs of the hypersurfaces in $E_i$. Define also

$$f_i^\prime: X_i^\prime \to T$$

by setting $f_i^\prime(x) = f_i(\sigma_i(x))$, for each $f_i$ in (2.4.5).

In this way, if we fix $X_0 \subset W_0$, $(W_0, E_0)$, and a smooth morphism $\sigma_0: V_0 \to W_0$, the constructive resolution (2.4.4) gives rise to a sequence

$$X'_0 \xrightarrow{(\pi_{\sigma_0^{-1}(Y_0)})} X'_1 \xrightarrow{(\pi_{\sigma_1^{-1}(Y_1)})} \cdots \xrightarrow{(\pi_{\sigma_r^{-1}(Y_r)})} X'_r$$

and to functions:

$$f'_0: X'_0 \to T, \quad f'_1: X'_1 \to T, \quad \ldots, \quad f'_{r-1}: X'_{r-1} \to T.$$

With the setting as above, the data in (2.5.3), and hence (2.5.2), will coincide with those obtained from the constructive resolution when the input data are $X'_0 \subset W_0$, $(V_0, E'_0)$. Namely, the functions $f'_i: X'_i \to T$ coincide with the functions defining the constructive resolution.

We express this property by saying that the constructive resolution is compatible with pull-backs obtained by smooth morphisms. This will encompass restrictions to open sets, and also to étale neighborhoods. This last property is useful when applying arguments which require étale topology. Further properties of constructive resolution, such as equivariance (by group actions on $X$), compatibility with change of the base fields (at least for finite field extensions), and others, grow from this naive compatibility.

A similar property will hold for the non-embedded case, or say for the constructive resolution of an abstract variety. Let (2.4.6) be the resolution obtained when the input datum is $X_0$, and let $\sigma_0: X'_0 \to X_0$ be a smooth morphism. By taking fiber products with (2.4.6) we get

$$X'_0 \xleftarrow{\pi_{Y'_0}} X'_1 \xleftarrow{\pi_{Y'_1}} \cdots \xleftarrow{\pi_{Y'_r}} X'_r = X'$$

($Y'_i = \sigma_i^{-1}(Y_i)$), and smooth morphisms $\sigma_i: X'_i \to X_i$, and also functions, say

$$f'_0: X'_0 \to T, \quad f'_1: X'_1 \to T, \quad \ldots, \quad f'_{r-1}: X'_{r-1} \to T,$$

($f'_i(x) = f_i(\sigma_i(x))$). The property is that this is the constructive resolution of $X'_0$.

In other words, the functions $f'_i: X'_i \to T$ are those defined by the constructive resolution when the input datum is $X'_0$.

Closely related to resolution of singularities is Hironaka’s principalization theorem. Also known as Log-principalization of Ideals.

**Theorem 2.6** (Principalization of ideals). Let $W_0$ be a smooth scheme over a field $k$ of characteristic zero. Given $J \subset \mathcal{O}_{W_0}$, a non-zero sheaf of ideals, there is a sequence of blow-ups along closed smooth centers, say (2.2.1), such that:

(i) The morphism $W_0 \leftarrow W_r$ is an isomorphism over $W_0 \setminus V(J)$.

(ii) The sheaf $\mathcal{J}\mathcal{O}_{W_r}$ is invertible and supported on a divisor with normal crossings, i.e.,

$$\mathcal{L} = \mathcal{J}\mathcal{O}_{W_r} = \mathcal{I}(H_1)^{e_1} \cdots \mathcal{I}(H_s)^{e_s},$$

where $E' = \{H_1, H_2, \ldots, H_s\}$ are regular hypersurfaces with only normal crossings.
Here some hypersurfaces in $E'$ might not be components of the exceptional locus of $W_0 \leftarrow W_r$.

### 2.7. A first reformulation of the problem

There is a reformulation of the resolution problems. It applies to Theorem of Embedded Resolution of Singularities (and consequently to Theorem of Non-Embedded Resolution of Singularities), and also to Theorem of Principalization of ideals. The rest of this Section 2 is devoted to the discussion of this reformulation, which appears already in [26].

Recall that the input data in constructive (embedded) resolution are of the form $X \subset W_0(W,E)$, and that the outcome is a resolution (2.4.4). Each step is obtained by blowing up along a smooth scheme:

\[
(2.7.1) \quad X_0 \xrightarrow{\nu_0} X_1 \\
(W_0, E_0) \xrightarrow{\pi_{W_1}} (W_1, E_1)
\]

Here $X_1$ is the strict transform of $X_0$, and one can view each $X_i$ as a closed subset of $W_i$ ($i = 0, 1$). Hironaka points out that there is another context in which the data undergo a very similar law of transformation: Fix $(W_0, E_0)$ as before, a coherent non-zero sheaf of ideals $J_0$ in $O_{W_0}$, and an integer $b > 0$. We say that the 2-tuple $(J_0, b)$ is a pair, and that $B_0 = (W_0, (J_0, b), E_0)$ is a basic object.

Let $\nu_x(J_0)$ denote the order of $(J_0)_x$ at $O_{W_0,x}$. Define the singular locus of $(J, b)$ as:

\[
\text{Sing}(J_0, b) = \{ x \in W_0 \mid \nu_x(J_0) \geq b \}
\]

which is a closed subset in $W_0$.

Let $Y_0$ be a closed smooth subscheme included in $\text{Sing}(J_0, b)$ ($Y_0 \subset \text{Sing}(J_0, b)$), and assume that it has normal crossings with the hypersurfaces in $E_0$. Let $W_0 \xrightarrow{\nu_{Y_0}} W_1$ denote the blow-up along $Y_0$, and let $H_1$ be the exceptional hypersurface. There is a factorization

\[
J_0O_{W_1} = I(H_1)^b J_1
\]

for some sheaf of ideals $J_1$ in $W_1$. Define now $(J_1, b)$ as the transform of $(J_0, b)$ in $W_1$; and set

\[
(2.7.2) \quad (J_0, b) \xrightarrow{\nu_{Y_0}} (J_1, b) \\
(W_0, E_0) \xrightarrow{\pi_{W_1}} (W_1, E_1)
\]

We also say that $B_1 = (W_1, (J_1, b), E_1)$ is the transform of $B_0$. Note that the data are $B_0 = (W_0, (J_0, b), E_0)$, and that the transformation is defined when the center $Y_0$ is included in $\text{Sing}(J_0, b)$ and has normal crossings with $E_0$. So, we always require this condition $Y_0 \subset \text{Sing}(J_0, b)$, and if not, the transformation is not defined.

Given $B_0 = (W_0, (J_0, b), E_0)$, we say that

\[
(2.7.3) \quad (J_0, b) \xrightarrow{\nu_{Y_0}} (J_1, b) \xrightarrow{\nu_{Y_1}} \cdots \xrightarrow{\nu_{Y_{r-1}}} (J_r, b) \\
(W_0, E_0) \xrightarrow{\pi_{W_1}} (W_1, E_1) \xrightarrow{\pi_{W_2}} \cdots \xrightarrow{\pi_{W_r}} (W_r, E_r)
\]

is a resolution of the basic object $B_0$ if $\text{Sing}(J_r, b) = \emptyset$.

We introduce now the notion of the pull-back of a basic objects by a smooth morphism. This might seem artificial at first sight as the resolution problem involves
only blow-ups, which are birational, whereas a smooth morphism might not be birational. Special attention will be drawn here to the compatibility of constructive resolution with the pull backs by smooth morphisms (see 2.5), and the importance of this property will show up along the exposition.

Fix a basic object $B = (W, (J, b), E)$ and a smooth morphism $\sigma : W' \to W$. Define $B' = (W', (J', b), E')$ where $J' = J\sigma_W$, and $E'$ the set of pull-backs of hypersurfaces in $E$. Note that $\text{Sing}(J', b) = \sigma^{-1}(\text{Sing}(J, b))$. Here $B'$ is called the pull-back of $B$ by $\sigma : W' \to W$, and it is denoted by

\begin{equation}
(J, b) \quad (J', b) \\
(W, E) \quad (W', E')
\end{equation}

To avoid confusion it will be explicitly indicated when this notation applies to the pull-backs of basic objects, and when to the transformations obtained by a blow-up.

2.8. Constructive resolution also applies to basic objects. It constructs a resolution of a basic object by means of suitably defined upper semi-continuous functions $g_i$ with values on a fixed totally ordered set $T$. More precisely, given the input data $B_0 = (W_0, (J_0, b), E_0)$, it provides a specific resolution sequence as (2.7.3), defined by upper semi-continuous functions:

\begin{equation}
g_0 : \text{Sing}(J_0, b) \to T, \quad g_1 : \text{Sing}(J_1, b) \to T, \quad \ldots \quad g_{r-1} : \text{Sing}(J_{r-1}, b) \to T,
\end{equation}

where

\begin{equation}
(J_0, b) \quad (J_1, b) \\
(W_0, E_0) \quad (W_1, E_1)
\end{equation}

is defined by setting $Y_0 = \text{Max} g_0$, the set of points where $g_0 : \text{Sing}(J_0, b) \to T$ takes its maximum value. Then set

\begin{equation}
(J_1, b) \quad (J_2, b) \\
(W_1, E_1) \quad (W_2, E_2)
\end{equation}

where $Y_1$ is defined as above by $g_1 : \text{Sing}(J_1, b) \to T$, and so on. And it has the property that for some $r$ it provides a resolution. Namely, $\text{Sing}(J_r, b) = \emptyset$.

A smooth morphism $\sigma_0 : W'_0 \to W_0$ defines, say $B'_0 = (W'_0, (J'_0, b), E'_0)$, by taking pull-backs, and $\text{Sing}(J'_0, b) = \sigma_0^{-1}(\text{Sing}(J_0, b))$. Moreover, by taking successive pull-backs, (2.7.3) defines

\begin{equation}
(J'_0, b) \quad (J'_1, b) \quad (J'_2, b) \quad \ldots \quad (J'_{r-1}, b) \\
(W'_0, E'_0) \quad (W'_1, E'_1) \quad (W'_2, E'_2) \quad \ldots \quad (W'_{r-1}, E'_{r-1})
\end{equation}

together with smooth morphisms $\sigma_i : W'_i \to W_i$, and functions:

\begin{equation}
g'_0 : \text{Sing}(J'_0, b) \to T, \quad g'_1 : \text{Sing}(J'_1, b) \to T, \quad \ldots \quad g'_{r-1} : \text{Sing}(J'_{r-1}, b) \to T,
\end{equation}

by setting $g'_i(x) = g_i(\sigma_i(x))$.

This constructive procedure that leads to the resolution of basic objects, also has the property of compatibility with pull-backs, as discussed in 2.5. In fact, this last
compatibility will lead us to the compatibility of constructive resolution with smooth morphism in 2.5.

2.9. Why do we consider basic objects? Hironaka points out that the problem of resolution of basic objects appears as a common ancestor of the theorem of embedded resolution and that of Log-principalization.

As for the latter, it is simple to check that a resolution of a basic object of the form $\mathcal{B}_0 = (W_0, (J, 1), E_0)$ (with $b = 1$) defines a Log principalization of $J$.

Let us focus here on the relation with resolution of singularities. Unfortunately it is not possible to attach to $X_0 \subset (W_0, E_0)$, with the condition that $\text{Sing}(J_0, b) = \text{Sing}(X_0)$, and that this equality be preserved by transformations. When applying a blow-up as in (2.7.1), the law of transformations relating the ideal of definition of $X_0$, say $I(X_0) \subset \mathcal{O}_{W_0}$, with that of $I(X_1) \subset \mathcal{O}_{W_1}$ is called the strict transform of ideals. A law which is quite involved, whereas the law of transformation of basic objects in 2.7 is very simple.

So the relation of resolution of basic objects with that of resolution of singularities requires some clarification. This leads us to the so called Hilbert Samuel function and the Hilbert Samuel stratification.

Fix $x \in X$, and define $h : \mathbb{N} \to \mathbb{N}$, where $h(k) = l(\mathcal{O}_{X,x}/m_x^k)$ (length of the artinian ring). The graph is an element in $\mathbb{N}^\mathbb{N}$, say $\mathbf{h}$ again. Order $\mathbb{N}^\mathbb{N}$ lexicographically, and define the function

$$HS_X : X \to \mathbb{N}^\mathbb{N}, \quad HS_X(x) = h.$$  

This function is upper semi-continuous along the closed spectrum of $X$ (the subset of closed points of $X$), and can be easily extended (uniquely) to an upper semi-continuous function on $X$. Let $\overline{h} = \max HS_X$ denote the maximum value achieved by the function, and let $X(\overline{h}) \subset X$ be the set of points where such value is achieved. A closed point $x$ is in $X(\overline{h})$ if and only if $\pi(x) = h$.

In general $X(\overline{h})$ is not smooth. A Theorem of Bennett (see [3]) states that if $Y \subset X(\overline{h})$ is a closed and smooth subscheme, and if $X'$ is as in (2.7.1) (the strict transform of $X$), then

$$HS_X(\pi(x)) \geq HS_{X'}(x)$$  

for any $x \in X'$. This is known as Bennett’s inequality. It ensures, in particular, that

$$\overline{h} = \max HS_X \geq \max HS_{X'}.$$  

Now set $X'(\overline{h})$ as the points in $X'$ where the function $HS_{X'}$ takes value $\overline{h}$. If $\overline{h} = \max HS_X > \max HS_{X'}$ then $X'(\overline{h}) = \emptyset$. But if $\overline{h} = \max HS_{X'}$, then $X'(\overline{h})$ is not empty and it makes sense to define

$$\overline{h} = \max HS_{X'} \geq \max HS_{X''}.$$  

Define now $X''(\overline{h})$ as before, thus it is empty if and only if $\overline{h} > \max HS_{X''}$. The following result of Hironaka shows that basic objects relate to this setting, in which we start with a closed immersion $X \subset W$, and consider $\overline{h} = \max HS_X$. The next
Theorem 2.10 (Hironaka). (First version) Fix $X \subset W$ and $(W, E)$, and set $\overline{h} = \max HS_X$. After replacing $X \subset W$ and $(W, E)$ by restriction to an étale cover of $W$, we may assume that there is a basic object $B = (W, (J, b), E)$, so that

1. $\text{Sing}(J, b) = X_{\overline{h}}$.
2. Set $X_0 = X$, $W_0 = W$, $E_0 = E$, $J_0 = J$. For any sequence of transformations

\[
\begin{array}{cccc}
X_0 & X_1 & X_2 & \cdots & X_r \\
(W_0, E_0) & (W_1, E_1) & (W_2, E_2) & \cdots & (W_r, E_r)
\end{array}
\]

constructed with centers $Y_i \subset X_i(\overline{h})$, there is a sequence of transformations of basic objects, obtained with the same centers, say

\[
\begin{array}{cccc}
(J_0, b) & (J_1, b) & (J_2, b) & \cdots & (J_r, b) \\
(W_0, E_0) & (W_1, E_1) & (W_2, E_2) & \cdots & (W_r, E_r)
\end{array}
\]

and

$$\text{Sing}(J_i, b) = X_i(\overline{h})$$

for all index $0 \leq i \leq r$. Moreover, any sequence (2.10.2) induces a sequence (2.10.1), and the previous equalities hold.

The theorem says that if $HS_{X_i}$ is the Hilbert Samuel function of $X_i$, then $\text{Sing}(J_i, b)$ is the closed set of points $x$ where $HS_{X_i}(x) = \overline{h}$. It also says that

$$\overline{h} = \max HS_X > \max HS_{X_r}$$

if and only if (2.10.2) is a resolution of the basic object.

In particular, if (2.10.2) is a resolution of the basic object, then

$$\overline{h} = \max HS_X = \max HS_{X_1} = \cdots = \max HS_{X_{r-1}} > \max HS_{X_r}.$$
In other words, this last Theorem together with Theorem 2.10 says that resolution of singularities can be achieved if we know how to obtain resolution of basic objects in some clever way (so that the claim holds).

Theorem 2.10 says that given \( X \subset W, (W, E) \), and setting \( h = \max HS_X \), one can attach to this value a basic object after restriction to a cover of \( W \). Let us emphasize that this provides local solutions to the problem of resolution of singularities over the open subsets of a cover, and that the remaining issue is to figure out how to patch these local solutions to provide a global solution.

### 2.12. On weak equivalence and a closer view of our Optimistic Claim.

Fix \( X \subset W, (W, E) \) and a smooth morphism \( \sigma : W' \rightarrow W \), then new data, say \( X' \subset W', (W', E') \), are obtained by taking pull-backs. If \( \sigma : W' \rightarrow W \) is an open immersion what we get is the usual restriction. Of course the formulation of resolution of singularities involves only blow-ups along smooth centers, and not smooth morphisms. Pull-backs by smooth morphisms are to be thought of as auxiliary maps, and they will be essential in the proof of the previous claim.

**Definition 2.13.** Given a basic object \( \mathcal{B}_0 = (W_0, (J_0, b), E_0) \), define a local sequence as

\[
(2.13.1) \quad \begin{align*}
(J_0, b) & \quad (J_1, b) & \quad (J_2, b) & \quad \cdots & \quad (J_r, b) \\
(W_0, E_0) & \quad (W_1, E_1) & \quad (W_2, E_2) & \quad \cdots & \quad (W_r, E_r)
\end{align*}
\]

where each

\[
(2.13.2) \quad \begin{align*}
(J_i, b) & \quad (J_{i+1}, b) \\
(W_i, E_i) & \quad (W_{i+1}, E_{i+1})
\end{align*}
\]

is either:

A) a blow-up with center \( Y_i \subset \text{Sing}(J_i, b) \) as in (2.7.4), say

\[
(2.13.3) \quad \begin{align*}
(J_i, b) & \quad (J_{i+1}, b) \\
(W_i, E_i) & \quad (W_{i+1}, E_{i+1})
\end{align*}
\]

\[ \pi_{Y_i} : (W_{i+1}, E_{i+1}) \rightarrow (W_i, E_i) \]

B) or obtained by a smooth morphism \( \sigma_i : W_{i+1} \rightarrow W_i \), and setting \( (J_{i+1}, b) \) and \( (W_{i+1}, E_{i+1}) \) by pull-backs.

A basic object \( \mathcal{B}_0 = (W_0, (J_0, b), E_0) \) defines a closed set \( \text{Sing}(J_0, b) \) in \( W_0 \). Moreover, for any local sequence as above it defines the closed set \( \text{Sing}(J_i, b) \) in \( W_i \), \( 0 \leq i \leq r \). There can be many local sequences defined for \( \mathcal{B}_0 \). So there are many closed sets defined in different smooth schemes, starting with \( \mathcal{B}_0 \) and considering all possible local sequences (2.13.1).

Now we introduce an equivalence among basic objects, so that two basic objects are equivalent if and only if they define the same family of closed sets:

**Definition 2.14.** Let \( \mathcal{B}_0 = (W_0, (J_0, b), E_0) \), and \( \mathcal{B}_0' = (W_0, (K_0, d), E_0) \) be two basic objects (same \( (W_0, E_0) \)). They are said to be *weakly equivalent* if every local sequence of \( \mathcal{B}_0 \), say

\[
(2.14.1) \quad \begin{align*}
(J_0, b) & \quad (J_1, b) & \quad (J_2, b) & \quad \cdots & \quad (J_r, b) \\
(W_0, E_0) & \quad (W_1, E_1) & \quad (W_2, E_2) & \quad \cdots & \quad (W_r, E_r)
\end{align*}
\]

defines a local sequence of \( \mathcal{B}_0' \), say

\[
(2.14.2) \quad \begin{align*}
(K_0, d) & \quad (K_1, d) & \quad (K_2, d) & \quad \cdots & \quad (K_r, d) \\
(W_0, E_0) & \quad (W_1, E_1) & \quad (W_2, E_2) & \quad \cdots & \quad (W_r, E_r)
\end{align*}
\]
and \( \text{Sing}(J, b) = \text{Sing}(K_i, d) \) 0 ≤ i ≤ r. And conversely, any local sequence of \( \mathcal{B}_0 \) defines a local sequence of \( \mathcal{B}_0' \) and both define the same closed sets.

Intuitively we think of a basic object as an tool to define closed sets. In fact \( \mathcal{B}_0 = (W_0, (J_0, b), E_0) \) defines a closed set in \( W_0 \), namely \( \text{Sing}(J_0, b) \), it also defines closed sets by taking pull-backs by smooth morphisms and also by taking transforms as defined in (2.13.3). So two basic objects \( \mathcal{B}_0 = (W_0, (J_0, b), E_0) \) and \( \mathcal{B}_0' = (W_0, (K_0, d), E_0) \) are weakly equivalent when they define the same closed sets. As a first example one can check that \( \mathcal{B}_0 = (W_0, (J_0, b), E_0) \) and \( \mathcal{B}_0' = (W_0, (J_0^2, 2b), E_0) \) are equivalent. This abstract notion of equivalence will find now its justification as we formulate below the link of Hilbert Samuel stratification with basic objects in Theorem 2.18.

Let us first extend the notion of local sequence for data of the form \( X \subset W \), \((W, E)\).  

**Definition 2.15.** Given \( X \subset W \), \((W, E)\), set \( X_0 = X \), \( W_0 = W \), \( E_0 = E \), and define a local sequence as

\[
\begin{align*}
X_0 & \quad (W_0, E_0) \quad \leftarrow \quad X_1 \quad (W_1, E_1) \quad \leftarrow \quad \cdots \quad \leftarrow \quad X_r \quad (W_r, E_r)
\end{align*}
\]

where each

\[
\begin{align*}
X_i & \quad (W_i, E_i) \quad \leftarrow \quad X_{i+1} \quad (W_{i+1}, E_{i+1})
\end{align*}
\]

is either:

A) A blow-up with center \( Y_i \) having normal crossings with \( E_i \) and included in \( X_i \) as in (2.4.1), say

\[
\begin{align*}
X_i & \quad (W_{i+1}, E_{i+1}) \quad \leftarrow \quad (W_i, E_i)
\end{align*}
\]

Here \( X_{i+1} \) denotes the strict transform of \( X_i \).

B) A smooth morphism \( \sigma_i : W_{i+1} \rightarrow W_i \), and setting \( X_{i+1} \) and \((W_{i+1}, E_{i+1})\) by pull-backs.

**2.16.** The Hilbert Samuel function \( HS_X : X \rightarrow \mathbb{N}^\infty \) can be defined for any scheme \( X_i \) in the sequence, and they were compared in (2.9.1) for transformations of type A).

If \( \sigma_i : W_{i+1} \rightarrow W_i \) is smooth and \( x \in X_{i+1} \), we cannot claim that \( HS_{X_{i+1}}(x) = HS_X(\sigma_i(x)) \) unless the morphism is étale. But the value \( HS_{X_{i+1}}(x) \) can be obtain from \( HS_X(\sigma_i(x)) \) if we know the dimension of the fibers of \( \sigma_i : W_{i+1} \rightarrow W_i \). So even if it is not strictly true we will say that

\[
HS_{X_{i+1}}(x) = HS_X(\sigma_i(x)).
\]

Strictly speaking \( HS_{X_{i+1}} \) stands here for a function which is not the Hilbert Samuel function but gives equivalent information. A precise statement about these facts can be found in [20]. The following is a natural generalization of (2.9.2).

**Remark 2.17.** Fix \( X \subset W \), \((W, E)\). Set \( X_0 = X \), \( W_0 = W \), \( E_0 = E \), and fix a local sequence (2.15.1). Let the functions \( HS_X \) be defined as above, and set

\[
F_i = \max_{x \in X_i} HS_X = \{ x \in X_i \mid HS_X(x) = \max_{x \in X_i} HS_X \}.
\]
Assume that $Y_i \subset F_i$ for every transformation of type $A$) in the sequence. Then

$$\max HS_{X_0} \geq \max HS_{X_1} \geq \cdots \geq \max HS_{X_r}.$$ 

For each sequence as above set $\overline{h} = \max HS_X$ and let $X_i(\overline{h})$ be the set of points $x \in X_i$ so that $HS_{X_i}(x) = \overline{h}$. Note that $X_r(\overline{h})$ is not empty if and only if

$$\max HS_{X_0} = \max HS_{X_1} = \cdots = \max HS_{X_r}.$$

The following extends the results in Theorem 2.10, as it extends the class of morphisms involved among the transformations. It says that the link between the basic objects and Hilbert Samuel functions is even stronger as pull-backs obtained by smooth morphism are also considered.

**Theorem 2.18** (Hironaka). Fix $X \subset W$ and $(W, E)$, and set $\overline{h} = \max HS_X$. After replacing $X \subset W$ and $(W, E)$ by restriction to a finite étale cover of $W$, a basic object $(W, (J, b), E)$ can be defined so that:

1. $\text{Sing}(J, b) = X(\overline{h}).$
2. Set $X_0 = X, W_0 = W, E_0 = E, J_0 = J$. If a local sequence

$$X_0 = (W_0, E_0), \quad X_1 = (W_1, E_1), \quad \cdots \quad X_r = (W_r, E_r)$$

(2.18.1)

is constructed with centers $Y_i \subset X_i(\overline{h})$ every time when $W_i \leftarrow W_{i+1}$ is a transformation of type $A$), then the same sequence is a local sequence of the basic object, say

$$J_0 = (W_0, E_0), \quad J_1 = (W_1, E_1), \quad \cdots \quad J_r = (W_r, E_r)$$

and

$$\text{Sing}(J_i, b) = X_i(\overline{h})$$

for all index $0 \leq i \leq r$. Moreover, any local sequence of the basic object

$$J_0 = (W_0, E_0), \quad J_1 = (W_1, E_1), \quad \cdots \quad J_r = (W_r, E_r)$$

(2.18.2)

induces a local sequence (2.18.1) with the previous conditions.

**Remark 2.19.** 1) Fix $X \subset W$ and $(W, E), \overline{h} = \max HS_X$. Let $B = (W, (J, b), E)$ be a basic object attached to the value $\overline{h}$ as in Theorem 2.18.

Assume now that there is another basic object $B' = (W, (K, d), E)$, which is weakly equivalent to $B = (W, (J, b), E)$. Then one can replace $B$ by $B' = (W, (K, d), E)$ in Theorem 2.18. In fact both $B$ and $B'$ are basic objects that provide the same closed sets.

2) On the cover and the problem of patching. Note that Theorem 2.18 does not claim that given $X \subset W$, $(W, E)$, there is a basic object $B = (W, (J, b), E)$ attached to the value $\overline{h}$ with the prescribed property. It says that this holds after restriction to an étale cover. Let us insist on this point as it is the key for the definition of the functions in Constructive Resolution.

Suppose that $U_\lambda, U_\beta$ are two charts of the cover of $W$, and that $X_\lambda \subset U_\lambda, (U_\lambda, E_\lambda)$ and $X_\beta \subset U_\beta, (U_\beta, E_\beta)$ are obtained by restriction. Hironaka asserts that there is a basic object $B_\lambda = (U_\lambda, (J_\lambda, b_\lambda), E_\lambda)$ attached to the value $\overline{h} = \max HS_X$ (and a basic
object $B_\beta = (U_\beta, (J_\beta, b_\beta), E_\beta)$ attached to the same value $\overline{h} = \max HS_X$). Note in particular that a resolution of this first basic object defines a sequence of blow-ups of $X_\lambda \subset U_\lambda, (U_\lambda, E_\lambda)$ so that the final strict transform of $X_\lambda$ has a Hilbert-Samuel function which takes values strictly smaller than $\overline{h}$ at any point. As was indicated before, if we want to claim that there is a similar global statement for $X \subset W, (W, E)$ we have to make sure that the resolutions of the different basic objects, say $B_\lambda$ and $B_\beta$, somehow patch to provide a sequence of blow-ups along $W$. In this case the resolutions of these locally defined basic objects can be expressed as restrictions of a sequence of blow-ups along $(W, E)$.

Set formally $U_{\lambda, \beta} = U_\lambda \cap U_\beta$. Here $U_{\lambda, \beta} \to U_\lambda$ is smooth and defines pull-backs both of $X_\lambda \subset U_\lambda, (U_\lambda, E_\lambda)$ and of $B_\lambda = (U_\lambda, (J_\lambda, b_\lambda), E_\lambda)$. We denote them by $X_{\lambda, \beta} \subset U_{\lambda, \beta}, (U_{\lambda, \beta}, E_{\lambda, \beta})$ and $B_{\lambda}^{\beta} = (U_{\lambda, \beta}, (J_{\lambda}^{\beta}, b_\lambda), E_{\lambda, \beta})$, respectively.

Similarly, $U_{\lambda, \beta} \to U_\beta$ is smooth and defines pull-backs both of $X_\beta \subset U_\beta, (U_\beta, E_\beta)$ and of $(J_\beta, b_\beta), (U_\beta, E_\beta)$, say $X_{\lambda, \beta} \subset U_{\lambda, \beta}, (U_{\lambda, \beta}, E_{\lambda, \beta})$ and $B_{\beta}^{\lambda} = (U_{\lambda, \beta}, (J_{\lambda}^{\beta}, b_\beta), E_{\lambda, \beta})$.

Recall now Definition 2.14 in which two basic objects are defined to be weakly equivalent when they define the same closed sets, in a very precise way, involving all possible local sequences.

**Main Observations.**

1. Each $B_\lambda = (U_\lambda, (J_\lambda, b_\lambda), E_\lambda)$ is well defined only up to weak equivalence.

2. The basic objects $B_{\lambda}^{\beta}$ and $B_{\beta}^{\lambda}$ are weakly equivalent.

These two main observations follow from the fact that the Theorem applies to the same value $\overline{h} = \max HS_X$, both for $X_\lambda \subset U_\lambda, (U_\lambda, E_\lambda)$ and the basic object $B_\lambda$, and also for $X_\beta \subset U_\beta, (U_\beta, E_\beta)$ and the basic object $B_\beta$.

**Main Challenge.** Define, as in 2.8, a totally ordered set $T$ and a procedure of resolution of basic objects, by means of upper semi-continuous functions with values on $T$, so that two basic objects, say $B_0 = (W_0, (J_0, b_0), E_0)$ and $B'_0 = (W_0, (K_0, d), E_0)$, which are weakly equivalent, undergo the same resolution (2.14).

The constructive resolution of basic objects will accomplish this requirement. Moreover, suppose that the constructive resolution of $B_0$ is

\begin{equation}
(J_0, b) \quad \overset{\pi_{i_0}}{\leftarrow} \quad (J_1, b) \quad \overset{\pi_{i_1}}{\leftarrow} \quad \cdots \quad \overset{\pi_{i_r}}{\leftarrow} \quad (J_r, b) \\
(W_0, E_0) \quad \overset{\pi_{i_0}}{\leftarrow} \quad (W_1, E_1) \quad \overset{\pi_{i_1}}{\leftarrow} \quad \cdots \quad \overset{\pi_{i_r}}{\leftarrow} \quad (W_r, E_r)
\end{equation}

defined recursively in terms of functions $h_i : \text{Sing}(J_i, b) \to T$; and that

\begin{equation}
(K_0, d) \quad \overset{\pi_{i_0}'}{\leftarrow} \quad (K_1, d) \quad \overset{\pi_{i_1}'}{\leftarrow} \quad \cdots \quad \overset{\pi_{i_r}'}{\leftarrow} \quad (K_r, d) \\
(W_0, E_0) \quad \overset{\pi_{i_0}'}{\leftarrow} \quad (W_1, E_1) \quad \overset{\pi_{i_1}'}{\leftarrow} \quad \cdots \quad \overset{\pi_{i_r}'}{\leftarrow} \quad (W_r, E_r)
\end{equation}

is the resolution of $B'_0$, defined in terms of functions, say $h'_i : \text{Sing}(K_i, d) \to T$. Then,

\[ h_i = h'_i, \quad 0 \leq i \leq r \]

as functions on $\text{Sing}(J_i, b) = \text{Sing}(K_i, d)$, and in particular $Y_i = Y'_i$. This guarantees that two weakly equivalent basic objects will undergo the same constructive resolution.

The resolution of each basic object obtained by the constructive procedure will be defined so as to be compatible with weak equivalence. This will ensure the patching required, in order to come from Theorem 2.18 to that of Resolution of singularities a
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la Hironaka, namely by lowering, successively, the highest value of the Hilbert-Samuel function.

This is what we had previously formulated here as the Optimistic Claim.

2.20. The elegance of Hironaka’s philosophy: Functions compatible with weak equivalence. Theorem 2.18 indicates that basic objects are to be considered up to weak equivalence. So Hironaka suggests us to view $\mathcal{B} = (W_0, (J_0, b), E_0)$ simply as a tool to define closed sets. And our Main Challenge is to find a totally ordered set $T$, and a procedure of constructive resolution of basic objects, by means of functions with values on $T$, in such a way that two weakly equivalent basic objects are treated in the same manner. This means that the upper semi-continuous functions defining the resolution should be the same for two basic objects that are weakly equivalent.

The functions defining a resolution are expected to take maximum value on a smooth subschemes. But let us first leave aside this aspect of smoothness at this point, and simply draw attention on the definition of functions on basic objects which are compatible with weak equivalence.

The strategy is simple:

Find a totally ordered set $T$ and assign to any $\mathcal{B} = (W_0, (J_0, b), E_0)$ an upper semi-continuous function

$$h_{\mathcal{B}} : \text{Sing}(J_0, b) \rightarrow T$$

in such a way that the value $h_{\mathcal{B}}(x) \in T$ ($x \in \text{Sing}(J_0, b)$) can be expressed in terms of the closed sets defined by $\mathcal{B}$.

Recall here that by “closed sets defined by a basic object” Hironaka does not mean the closed set $\text{Sing}(J_0, b)$, he means the closed sets $\text{Sing}(J_i, b)$ in $W_i$, for all possible local sequences of $\mathcal{B}$ (2.13.1).

No matter how abstract this approach might seem at first sight, what is clear is that if $\mathcal{B} = (W_0, (J_0, b), E_0)$, and $\mathcal{B}' = (W_0, (K_0, d), E_0)$ are weakly equivalent the two functions

$$h_{\mathcal{B}} : \text{Sing}(J_0, b) \rightarrow T \text{ and } h_{\mathcal{B}'} : \text{Sing}(K_0, d) \rightarrow T$$

are the same (recall that $\text{Sing}(J_0, b) = \text{Sing}(K_0, d)$).

The following is the main example of a totally ordered set $T$ and of functions $h_{\mathcal{B}}$ which fulfill the previous condition:

**Theorem 2.21.** Take $T = \mathbb{Q}$ as the totally ordered set. Given $\mathcal{B} = (W_0, (J_0, b), E_0)$, and a point $x \in \text{Sing}(J_0, b)$, the rational number $\nu_x(J_0) \big/ b$ can be expressed by the closed sets defined by $\mathcal{B}$. Here $\nu_x(J_0)$ denotes the order of $J_0$ at the regular local ring $\mathcal{O}_{W_0, x}$.

As $\nu_x(J_0)$ is an upper semi-continuous function on $x$, the function

$$\text{(2.21.1)} \quad \text{ord}_{\mathcal{B}} : \text{Sing}(J_0, b) \rightarrow \mathbb{Q}; \quad \text{ord}_{\mathcal{B}}(x) = \frac{\nu_x(J_0)}{b}$$

is also upper semi-continuous.

The proof will be addressed in 6.1 (see also 2.23). The discussion in the following example already gives a nice motivation.
Take $W_0 = A^1_k = \text{Spec}(k[X])$ and set $\mathcal{B} = (W_0, (J_0, b), E_0 = \emptyset)$, $J_0 = (X^a)$, for some $a \in \mathbb{Z}_{>0}$ such that $a \geq b$ (otherwise Sing$(J_0, b) = \emptyset$). Now Sing$(J_0, b) = \emptyset$ is the origin and ord$(\emptyset) = \frac{a}{b}$.

If we blow up $\emptyset$ what we get is the identity map, but if we follow the law of transformation of basic objects we obtain $(J_1, b)$ where $J_1 = (X^{a-b})$. If $a-b \geq b$ then Sing$(J_1, b) = \emptyset$ and if we blow up this point we obtain $(J_2, b)$ where $J_2 = (X^{a-2b})$. We can blow up $r$-times at $\emptyset$ if and only if $a-(r-1)b \geq b$. In particular the biggest integer $r$ for which one can blow up $r$-times, is the biggest positive integer $r$ so that

$$a-(r-1)b \geq b.$$

Note that such integer, say $r_0$, is the integral part of the fraction $\frac{a}{b}$, say $r_0 = \lfloor \frac{a}{b} \rfloor$.

So $r_0$ can be expressed as the largest integer $r$ for which there is a sequence of local transformations of $\mathcal{B}$ consisting of $r$ successive blow ups at $\emptyset$. There is a local sequence of length $r_0$:

$$(2.21.2) \quad (J_0, b) \quad (J_1, b) \quad (J_2, b) \quad \cdots \quad (J_{r_0}, b)$$

obtained by blowing up at the origin at each step, and Sing$(J_{r_0}, b) = \emptyset$. So there is no local sequence of length $r_0 + 1$ obtained by blowing up at the origin.

In other words $r_0 = \lfloor \frac{a}{b} \rfloor$ is information encoded by the closed set defined by this particular sequence of transformations of $\mathcal{B}$:

$$\text{Sing}(J_0, b) = \emptyset, \text{Sing}(J_1, b) = \emptyset, \ldots, \text{Sing}(J_{r_0-1}, b) = \emptyset, \text{Sing}(J_{r_0}, b) = \emptyset.$$

Of course the integral part of the fraction is only an approximation, but there are many other local sequences of transformations of $\mathcal{B}$ as local sequences also allow us to take pull-backs by smooth morphisms. What Hironaka shows, and it is well illustrated in the proof in 6.1, is that using this larger class of local sequences, one can find out exactly the value $\frac{a}{b}$.

**Corollary 2.22.** If $\mathcal{B} = (W_0, (J_0, b), E_0)$ and $\mathcal{B}' = (W_0, (K_0, d), E_0)$ are weakly equivalent, then

$$\frac{\nu_x(J_0)}{b} = \frac{\nu_x(K_0)}{d}$$

at any $x \in \text{Sing}(J_0, b) = \text{Sing}(K_0, d)$.

**Proof.** This occurs because the weakly equivalent basic objects $\mathcal{B}$ and $\mathcal{B}'$ define the same closed sets. \[\square\]

**Remark 2.23.** The argument that Hironaka uses in his proof of Theorem 2.21, to be developed in 6.1, can be expressed roughly as follows: Fix a basic object $\mathcal{B}_0 = (W_0, (J_0, b), E_0)$, and a point $x_0 \in \text{Sing}(J_0, b)$. Consider a local sequence, say

$$(2.23.1) \quad (J_0, b) \quad (J_1, b) \quad (J_2, b) \quad \cdots \quad (J_r, b)$$

$$(W_0, E_0) \quad (W_1, E_1) \quad (W_2, E_2) \quad \cdots \quad (W_r, E_r)$$

together with points $x_i \in \text{Sing}(J_i, b)(\subset W_i)$, $0 \leq i \leq r$, so that each $x_i$ maps to $x_{i-1}$ (in particular all $x_i$ map to $x_0$). He proves that the rational number ord$(x_0) = \frac{\nu_x(J_0)}{b}$ can be specified once you know the local codimension of Sing$(J_i, b)(\subset W_i)$ at $x_i$, for all
local sequences, and for all choices of $x_i$ as above. The argument makes essential use of maps of type B) in the definition of a local sequence in 2.13 (namely, of pull-backs of basic objects by smooth morphisms).

2.24. A common frame in the previous discussions. Once we fix $B = (W_0, (J_0, b), E_0)$, the local sequences of transformations of $B$ define closed sets. The following definitions will apply naturally to this situation.

**Definition 2.25.** Fix $(W_0, E_0)$ as in 2.2 and define a sequence over $(W_0, E_0)$ as:

\[(2.25.1) \quad (W_0, E_0) \xleftarrow{} (W_1, E_1) \xleftarrow{} \cdots \xleftarrow{} (W_r, E_r)\]

for some integer $r$, where each $(W_i, E_i) \xleftarrow{} (W_{i+1}, E_{i+1})$ is either:

A) A blow-up along a smooth center $Y_i$ having normal crossings with $E_i$, in which case $E_{i+1}$ is as in 2.2.

B) A pull-back by a smooth morphism $W_i \xleftarrow{} W_{i+1}$ in which case $E_{i+1}$ is defined as in 2.5.

Many sequences can be constructed over $(W_0, E_0)$. We now introduce a notion of an assignment of closed set over $(W_0, E_0)$. The idea is to assign closed sets $F_i$ in $W_i$, $0 \leq i \leq r$, to a sequence (2.25.1); however such assignment of closed sets will be defined only to some of these sequences.

For example, if we take $B = (W_0, (J_0, b), E_0)$, then we will assign $F_0 = \text{Sing}(J_0, b)$ to $W_0$. If $(W_0, E_0) \xleftarrow{} (W_1, E_1)$ is obtained by a blow-up along $Y$, then a closed set will be assigned to $W_1$, namely $F_1 = \text{Sing}(J_1, b)$, only if $Y \subset F_0$ (see 2.27).

Therefore the definition of an assignment has to indicate which are the sequences for which closed sets will be assigned. We do this by induction on the integer $r$.

**Definition 2.26.** Define an assignment of closed sets over $(W_0, E_0)$, say $(F, (W_0, E_0))$, to be given by:

1. A (unique) closed set $F_0 \subset W_0$.
2. Fix a sequence (2.25.1), and assume that, for the sequence defined by the first $r - 1$ steps, an assignment of closed sets, say

\[(2.26.1) \quad F_0 \quad F_1 \quad \cdots \quad F_{r-1} \quad (W_0, E_0) \xleftarrow{} (W_1, E_1) \xleftarrow{} \cdots \xleftarrow{} (W_{r-1}, E_{r-1})\]

is defined. Here $F_0$ is as above. We now give conditions in order to decide when closed sets are assigned to (2.25.1). In such a case we will denote them by

\[(2.26.2) \quad F_0 \quad F_1 \quad \cdots \quad F_{r-1} \quad F_r \quad (W_0, E_0) \xleftarrow{} (W_1, E_1) \xleftarrow{} \cdots \xleftarrow{} (W_{r-1}, E_{r-1}) \xleftarrow{} (W_r, E_r)\]

(same $F_0, \ldots, F_{r-1}$ as above):

2A) If $(W_{r-1}, E_{r-1}) \xleftarrow{?} (W_r, E_r)$ is a blow-up along a smooth center, we require that the center $Y_{r-1}$ be included in $F_{r-1}$. If so, a unique closed $F_r$ is assigned in $W_r$, with the property that

$$F_r \setminus H_r = F_{r-1} \setminus Y_{r-1},$$

where $H_r = \pi_{r-1}^{-1}(Y_{r-1})$ denotes the exceptional hypersurface of the blow-up.

Sometimes we will impose some extra condition on the choice of the smooth centers; but these conditions will arise quite naturally.
2B) If \((W_{r-1}, E_{r-1}) \leftarrow (W_r, E_r)\) is a pull-back by a smooth morphism, say \(\sigma: W_r \rightarrow W_{r-1}\), then a closed set \(F_r\) is assigned to \(W_r\), and moreover

\[ F_r = \sigma^{-1}(F_{r-1}). \]

We would like to emphasize that, as it was previously indicated, an assignment of closed sets over \((W_0, E_0)\) defines closed sets for a sequence (2.25.1) only when this sequence fulfills the specific extra condition indicated as above. In each case we dictate the specification telling which sequences are the ones for which there is an assignment. Note that the specific and extra condition is imposed only for transformations of type 2A).

**Example 2.27.** A basic object \(B = (W_0, (J_0, b), E_0)\) defines an assignment of closed sets on \((W_0, E_0)\), say

\[(\mathcal{F}_B, (W_0, E_0)),\]

in the following way:

1) \(F_0 = \text{Sing}(J_0, b)\).

2) For any local sequence (2.13.1), the assignment of closed sets is

\[(2.27.1) \quad \text{Sing}(J_0, b) \quad \text{Sing}(J_1, b) \quad \text{Sing}(J_r, b)\]

\[(W_0, E_0) \quad (W_1, E_1) \quad \ldots \quad (W_r, E_r)\]

**Remark 2.28.** 1) In Example 2.27 (of the assignment of closed sets defined by \(B = (W_0, (J_0, b), E_0)\)), the only sequences over \((W_0, E_0)\) for which closed sets are assigned are the local sequences of the basic objects in Definition 2.13. There are many sequences (2.25.1) over \((W_0, E_0)\), but closed sets are assigned only to those in Definition 2.13.

Recall that a local sequence of the basic object \(B = (W_0, (J_0, b), E_0)\), say (2.27.1), was defined with the only condition that for any index \(i\) for which

\[(2.28.1) \quad \text{Sing}(J_i, b) \quad \text{Sing}(J_{i+1}, b) \quad \text{Sing}(J_r, b)\]

\[(W_i, E_i) \quad (W_{i+1}, E_{i+1}) \quad (W_r, E_r)\]

is given by a blow-up, its center \(Y_i\) should be included in \(\text{Sing}(J_i, b)\) (and have normal crossings with \(E_i\)). It is clear that properties 2A) and 2B) in 2.26 hold for \((\mathcal{F}_B, (W_0, E_0))\).

2) **Important:** Two basic objects \(B\) and \(B' = (W_0, (K_0, d), E_0)\) are weakly equivalent if and only if they define the same assignment of closed sets.

The main example of assignment of closed sets is the one defined by a basic object as above. The following parallels the definition in (2.7.3).

**Definition 2.29 (Resolution of an assignment of closed sets).** Let \((\mathcal{F}, (W, E))\) be an assignment of closed sets. A sequence

\[(2.29.1) \quad F_0 \quad F_1 \quad \ldots \quad F_r\]

\[(W_0, E_0) \quad (W_1, E_1) \quad \ldots \quad (W_r, E_r)\]

(with closed sets \(F_i\) assigned to \(W_i, 0 \leq i \leq r\) is a resolution of \((\mathcal{F}, (W, E))\), if \(F_r = \emptyset\) and each \(\pi_i\) is a blow-up (see 2A) in Definition 2.26)).
Example 2.30. Fix a reduced subscheme $X_0 \subset W_0$ and $(W_0, E_0)$, then an assignment of closed sets is defined in 2.15 by taking:

1) $F_0 = X_0$ in $W_0$.
2) for any local sequence, set $F_i = X_i$, namely

\[
(W_0, E_0) \leftarrow (W_1, E_1) \leftarrow \cdots \leftarrow (W_r, E_r)
\]

(2.30.1)

So closed sets are assigned in this case, only for sequences over $(W_0, E_0)$ that arise from a local sequence as those defined in 2.15.

2.31. Assignments of closed sets and functions: A useful Lemma. The reader might want to look first into Example 2.33 to motivate the following definition.

Definition 2.32. Define an assignment of closed sets and functions over $(W_0, E_0)$, say $(E, (W_0, E_0), T)$, as an assignment of closed sets over $(W_0, E_0)$, say $(F, (W_0, E_0))$, together with upper semi-continuous functions on a totally ordered set $T$. Namely,

1. A (unique) closed set $F_0$ in $W_0$, and a unique upper semi-continuous function $g_0 : F_0 \rightarrow T$.
2. Given a sequence over $(W_0, E_0)$, say $(W_0, E_0) \leftarrow (W_1, E_1) \leftarrow \cdots \leftarrow (W_r, E_r)$ and assuming that closed set are assign to it by $(F, (W_0, E_0))$, say $(F_0, (W_0, E_0)) \leftarrow (F_1, (W_1, E_1)) \leftarrow \cdots \leftarrow (F_r, (W_r, E_r))$ then (unique) upper semi-continuous functions, say $g_i : F_i \rightarrow T \quad 0 \leq i \leq r$,

are defined, and they have the following properties:

A) If $W_i \leftarrow W_{i+1}$ is monodal transformation with center $Y_i$, then

\[
g_{i+1}(x) = g_i(x)
\]

for any $x \in F_{i+1} \setminus H_{i+1} = F_i \setminus Y_i$.

B) If $W_i \leftarrow \sigma W_{i+1}$ is a smooth morphism then

\[
g_{i+1}(x) = g_i(\sigma(x))
\]

for any $x \in F_{i+1} = \sigma^{-1}(F_i)$.

Example 2.33 (Hironaka’s assignment). Take $T = \mathbb{Q}$. For any basic object $B_0 = (W_0, (J_0, b), E_0)$, an assignment of closed sets and functions, say $(HF, (W_0, E_0), T = \mathbb{Q})$, is defined by setting:

1. $F_0 = \text{Sing}(J_0, b)$ and $g_0 = \text{ord}_{B_0} : \text{Sing}(J_0, b) \rightarrow T$ (see (2.21.1)).
2. Assign, for any sequence (2.27.1), $F_i = \text{Sing}(J_i, b)$ and $g_i = \text{ord}_{B_i} : \text{Sing}(J_i, b) \rightarrow T$. 


Here the role of \((\mathcal{F}, (W_0, E_0))\) in the previous Definition 2.32 is played by \((\mathcal{F}_{B_0}, (W_0, E_0))\) in 2.27. Corollary 2.22 ensures that if \(B_0 = (W_0, (J_0, b), E_0)\) and \(B'_0 = (W_0, (K_0, d), E_0)\) are weakly equivalent, then they define the same assignment of closed sets \((\mathcal{F}_{B_0}, (W_0, E_0))\), and also the same assignment of closed sets and functions.

**Example 2.34.** Fix \(T = \mathbb{N}^N\) with the lexicographic order. Given a reduced subscheme \(X_0 \subset W_0\) and \((W_0, E_0)\), consider the assignment of closed sets in 2.30 together with the Hilbert Samuel functions:

1. Assign to \(W_0\) the closed set \(F_0 = X_0\), and the function \(HS_{X_0} : X_0 \to T\), the Hilbert Samuel function of \(X_0\).
2. For any sequence (2.30.1), set \(F_i = X_i\) and \(HS_{X_i} : X_i \to T\), the Hilbert Samuel function of \(X_i, 0 \leq i \leq r\).

Recall Bennett’s inequality in (2.9.1) as a first motivation for the next definition:

**Definition 2.35.** An assignment of closed sets and functions, say \((\mathcal{E}F, (W_0, E_0), T)\), will be said to be non-increasing if the following property holds:

Whenever sets and functions are assigned to a sequence (2.32.1), say

\[
\begin{align*}
F_0 &\leftarrow F_1 & F_r
(W_0, E_0) &\leftarrow (W_1, E_1) &\leftarrow \ldots &\leftarrow (W_r, E_r)
\end{align*}
\]

and functions

\[
g_0 : F_0 \to T, \quad g_1 : F_1 \to T, \ldots \quad g_r : F_r \to T,
\]

and if, in addition, for each index \(i\) for which \(W_i \leftarrow W_{i+1}\) is a monadal trasformation the center is included in \(\text{Max } g_i\) (i.e., \(Y_i \subset \text{Max } g_i\)), then

\[
g_i(\pi_i(x)) \geq g_{i+1}(x)
\]

for any \(x \in F_{i+1}\).

**Remark 2.36.** Note that in the setting of the previous definition:

\[
\max g_0 \geq \max g_1 \geq \ldots \geq \max g_r.
\]

Check that the assignment of closed sets and functions in Example 2.34 is non-increasing (see (2.9.1)), whereas the assignment in Example 2.33 does not have this property.

Non-increasing assignments will be very useful for the further development, as we indicate below. The reader might want to look into the Example 2.39.

**Lemma 2.37 (Handy Lemma).** Suppose that the assignment of closed sets and functions \((\mathcal{E}F, (W_0, E_0), T)\), is non-increasing. Let \(\max g_0\) be the highest value achieved by \(g_0 : F_0 \to T\).

Then a new assignment of closed set, say \((\mathcal{F}(\max g_0), (W_0, E_0))\), is defined by setting

1. \(F_0(\max g_0) = \text{Max } g_0\) in \(W_0\) (the closed subset of points of \(F_0\) where the function \(g_0\) takes the maximum value \(\max g_0\)).
2. Firstly, assume that a sequence (2.32.1) is such that sets and functions are assigned by \((\mathcal{E}, \mathcal{F}, (W_0, E_0), T)\), say

\[
F_0 \quad (W_0, E_0) \quad \leftarrow \quad (W_1, E_1) \quad \leftarrow \ldots \quad \leftarrow \quad (W_r, E_r)
\]

and

\[g_i : F_i \rightarrow T, \quad 0 \leq i \leq r.\]

Secondly assume that \(Y_i \subset F_i(\max g_0)\) for any index \(i\) for which \((W_i, E_i) \leftarrow (W_{i+1}, E_{i+1})\) is a blow-up with center \(Y_i\), where \(F_i(\max g_0)\) denotes the subset of \(F_i\) at which \(g_i\) takes the value \(\max g_0\).

When these conditions hold, attach to this sequence the closed sets

\[
F_0(\max g_0) \quad (W_0, E_0) \quad \leftarrow \quad F_1(\max g_0) \quad (W_1, E_1) \quad \leftarrow \ldots \quad \leftarrow \quad F_r(\max g_0) \quad (W_r, E_r)
\]

2.38. One can check from 2.36 that either \(F_r(\max g_0) = \emptyset\) or

\[\max g_0 = \max g_1 \ldots = \max g_r\]

and \(F_i(\max g_0) = \operatorname{Max} g_i\) for \(0 \leq i \leq r\). A first example in which the Handy Lemma applies is on the assignment of closed sets and functions in 2.34:

**Example 2.39 (The Hilbert Samuel assignment of closed sets).** Fix \(X_0 \subset W_0,(W_0, E_0)\), and set \(\overline{h} = \max HS_{X_0}\). We now define an assignment of closed sets over \((W_0, E_0)\) corresponding to the value \(\overline{h}\) as \(\max HS_{X_0}\), say

\[(F(\overline{h}), (W_0, E_0)).\]

Recall the definition of a local sequence (2.15.1):

\[
X_0 \quad (W_0, E_0) \quad \leftarrow \quad X_1 \quad (W_1, E_1) \quad \leftarrow \ldots \quad \leftarrow \quad X_r \quad (W_r, E_r)
\]

where each

\[
X_i \quad (W_i, E_i) \quad \leftarrow \quad X_{i+1} \quad (W_{i+1}, E_{i+1})
\]

is obtained either by a suitable blow-up with center \(Y_i \subset X_i\), or by a smooth morphism \(\sigma_i : W_{i+1} \rightarrow W_i\). Recall also the assignment of closed sets and functions in Example 2.34, obtained from the functions \(HS_{X_i} : X_i \rightarrow \mathbb{N}\).

Remark 2.17 shows that a new assignment of closed sets is defined by setting

1. \(F_0 = X(\overline{h})\)
2. For any local sequence (2.39.1), with the extra condition that \(Y_i \subset X_i(\overline{h})\) if (2.39.2) is obtained by a blow-up, set

\[F_i = X_i(\overline{h}) \quad 0 \leq i \leq r.\]
3. On generalized basic objects.

3.1. General basic objects of dimension $d$. We want to identify the basic objects that are weakly equivalent. The notion of assignment of closed sets was appropriate since two basic objects are weakly equivalent if and only if they define the same assignment (see Remark 2.28).

Moreover, Theorem 2.21 of Hironaka says that a basic object defines an assignment of closed sets and functions, with the functions order introduced in (2.21.1).

The objective of this section is to introduce new examples of assignments. They will all be relevant for our further discussion:

1. In Definition 3.6 new assignments will be introduced by patching assignments obtained from basic objects.
2. In 3.11 and 3.12 we introduce an assignment of closed sets in terms of a basic object together with a closed immersion (Embedded Basic Objects).
3. In Definition 3.13 a class of assignments of closed sets is defined by patching assignments as in 2).

Fix notation as in Definition 2.26 for an assignment $(F, (W_0, E_0))$. Assume now that a short sequence

\[(W_0, E_0) \leftarrow (W_1, E_1)\]

(obtained either by a smooth morphism or by a blow-up) is such that there are closed sets assigned to it, say

\[(F_0, (W_0, E_0)) \leftarrow (F_1, (W_1, E_1))\]

Consider now all sequences over $(W_0, E_0)$ of the form

\[(W_0, E_0) \leftarrow (W_1, E_1) \leftarrow \ldots \leftarrow (W_r, E_r)\]

namely all those sequences which begin with the short sequence (3.1.1), for which closed sets, say

\[(F_0, (W_0, E_0)) \leftarrow (F_1, (W_1, E_1)) \leftarrow \ldots \leftarrow (F_r, (W_r, E_r))\]

are assigned.

One can check that a new assignment of closed sets is defined now on $(W_1, E_1)$, say $(F_1, (W_1, E_1))$, by setting $F_1$ in $W_1$, and taking, in general, all sequences (3.1.4) where we neglect the first step.

**Definition 3.2.** Fix the notation as above, define $(F_1, (W_1, E_1))$ as the transform of $(F, (W_0, E_0))$, and denote it by

\[(F, (W_0, E_0)) \leftarrow (F_1, (W_1, E_1))\]

**Example 3.3.** Let the notation be as in Example 2.30, where the assignment of closed sets defined by $X_0 \subset W_0$, $(W_0, E_0)$ is introduced. Set $r = 1$ in (2.30.1), say

\[(X_0, (W_0, E_0)) \leftarrow (X_1, (W_1, E_1)).\]
The transform \((\mathcal{F}_1, (W_1, E_1))\), in (3.2.1), is the assignment defined by \(X_1 \subset W_1, (W_1, E_1)\).

**Example 3.4.** A similar observation applies to the assignment in Example 2.27, defined by \(B_0 = (W_0, (J_0, b), E_0)\). If we set \(r = 1\) in (2.27.1), say
\[
(3.4.1) \quad \text{Sing}(J_0, b) \quad \text{Sing}(J_1, b) \quad (W_0, E_0) \quad \leftarrow \quad (W_1, E_1),
\]
the assignment \((\mathcal{F}_1, (W_1, E_1))\) in (3.2.1) is that defined by \(B_1 = (W_1, (J_1, b), E_1)\).

**3.5.** A transformation of an assignment \((\mathcal{F}, (W_0, E_0))\) arises naturally if we take \(W_0 \leftarrow W_1\) to be an open immersion in (3.2.1). In this case, set \(W_1 = U\) open in \(W_0\), and set (3.2.1) as
\[
(3.5.1) \quad \mathcal{F} \quad (W_0, E_0) \quad \leftarrow \quad (\mathcal{F}_U, (U, E_U))
\]
This is a natural notion of restriction, which we also apply when \(W_0 \leftarrow U\) is \'{e}tale.

A new class of assignments of closed sets will be introduced, called general basic objects. There will be two such notions: embedded and non-embedded, we begin by the latter.

**Definition 3.6.** Fix \((W_0, E_0)\), where \(W_0\) is smooth of dimension \(d\). An assignment of closed sets \((\mathcal{F}, (W_0, E_0))\) is said to be a non-embedded general basic object of dimension \(d\) if there is an \'{e}tale cover of \(W_0\) by charts, say \(\{U_\lambda\}\), so that each restriction
\[
((\mathcal{F})_{U_\lambda}, (U_\lambda, E_\lambda))
\]
is the assignment defined by a basic object \(B_\lambda = (U_\lambda, (J_\lambda, b_\lambda), E_\lambda)\).

**Remark 3.7.**

1) If \((\mathcal{F}_B, (W_0, E_0))\) is the assignment defined by a basic object \(B = (W_0, (J_0, b_0), E_0)\), as in (2.27), it is clearly a general basic object.

2) If \(B_\lambda = (U_\lambda, (J_\lambda, b_\lambda), E_\lambda)\) and \(B_\lambda' = (U_\lambda, (K_\lambda, d_\lambda), E_\lambda)\) are weakly equivalent (see Definition 2.14), then \(B_\lambda\) can be replaced in the previous definition by \(B_\lambda'\) as both define the same assignment.

3) Take two charts of the cover, say \(U_\lambda\) and \(U_\beta\). The restrictions of \(B_\lambda = (U_\lambda, (J_\lambda, b_\lambda), E_\lambda)\) and of \(B_\beta = (U_\beta, (J_\beta, b_\beta), E_\beta)\) to \(U_\lambda \cap U_\beta\) are weakly equivalent as both define the same assignment.

4) If
\[
(3.7.1) \quad \mathcal{F} \quad (W_0, E_0) \quad \leftarrow \quad (\mathcal{F}_1, (W_1, E_1))
\]
is a transformation as in (3.2.1), then \((\mathcal{F}_1, (W_1, E_1))\) is also a general basic object. To check this, take the natural lifting of the cover \(\{U_\lambda\}\) on \(W_0\), say
\[
(3.7.2) \quad (J_\lambda, b_\lambda) \quad (U_\lambda, E_\lambda) \quad \leftarrow \quad ((J_\lambda)_1, (b_\lambda)_1)
\]
5) If \(F_0 \subset W_0\) is the closed set assigned by \((\mathcal{F}, (W_0, E_0))\), then there is a function
\[
\text{ord} : F_0 \rightarrow \mathbb{Q}
\]
obtained by patching the functions \( \text{ord}\lambda : \text{Sing}(J_\lambda, b_\lambda) \to \mathbb{Q} \) (see 3) and Corollary 2.22).

**Corollary 3.8.** A non-embedded general basic object, say \((\mathcal{F}, (W_0, E_0))\), defines an assignment of closed sets and functions (see Definition 2.31), say \((\mathcal{H}_{\mathcal{F}}, (W_0, E_0), \mathbb{Q})\), by choosing Hironaka’s functions order:

1. Set \(y_0 = \text{ord} : F_0 \to \mathbb{Q}\) as above.
2. Consider a sequence over \((W_0, E_0)\), say \((W_0, E_0) \leftarrow (W_1, E_1) \leftarrow \ldots \leftarrow (W_r, E_r)\) for which closed sets are assigned, say

\[
\begin{align*}
F_0 & \leftarrow F_1 & & \leftarrow F_r \\
(W_0, E_0) & & (W_1, E_1) & & \ldots & & (W_r, E_r).
\end{align*}
\]

Set \(y_i = \text{ord}_i : F_i \to \mathbb{Q}\) for all \(0 \leq i \leq r\).

Let us reformulate Hironaka’s Theorem 2.18 in terms of assignments. More precisely, in terms of general basic objects as defined in 3.6.

**Theorem 3.9** (Hironaka). Fix \(X_0 \subset W_0\) and \((W_0, E_0)\). Set \(\bar{h} = \max HS_X\). The assignment of closed sets \((\mathcal{F}^{(\bar{h})}, (W_0, E_0))\) defined by \(X_0\) and \(\bar{h}\) in Example 2.39, is a non-embedded general basic object of dimension \(d = \text{dim} W_0\).

**3.10.** We generalize now the concept of a basic object, by taking a basic object together with a closed immersion. This will define an assignments of closed sets and, in order to ease the notation, we shall call it an embedded basic object.

So here an embedded basic object will be an assignment of closed sets defined by a basic object and a closed immersion. This notion will be essential for our forthcoming discussion. There will be two distinguished cases: tame, and non-tame, according to the conditions on the immersion.

**3.11. Embedded basic objects: The tame case.** Fix \((N_0, E_0')\), where \(N_0\) is smooth and \(E_0' = \{H_1, \ldots, H_s\}\) is a set of hypersurfaces with only normal crossings. Let \(W_0\) be a closed smooth subscheme in \(N_0\) and assume that each \(H_i \in E_0'\) intersects \(W_0\) transversally, defining a smooth hypersurface \(\overline{H}_i\). Moreover, assume that \(E_0 = \{\overline{H}_1, \ldots, \overline{H}_s\}\) have normal crossings in \(W_0\). In what follows this strong transversality condition will be indicated by:

\[
E_0 = E_0' \cap W_0.
\]

Fix a non-zero ideal \(J_0\) in \(\mathcal{O}_{W_0}\), a positive integer \(b\) and the basic object \(B_0 = (W_0, (J_0, b), E_0)\). Set \(F_0 = \text{Sing}(J_0, b)\), which is closed in \(W_0\) and hence in \(N_0\). \(B_0\) defines an assignment of closed sets over \((W_0, E_0)\) (see Example 2.27). We claim that it also defines an assignment of closed sets over \((N_0, E_0')\), say

\[
(\mathcal{F}', (N_0, E_0')),
\]

that we call an embedded basic object in the tame case: If \(Y_0 \subset F_0 = \text{Sing}(J_0, b) \subset W_0\) is permissible for \(B_0\), then the same \(Y_0\) defines \((N_0, E_0') \leftarrow (N_1, E_1')\) (due to the condition \(E_0 = E_0' \cap W_0\), which ensures that \(Y_1\) has normal crossing with \(E_0'\)).

This defines a transform of \(B_0\), say \(B_1 = (W_1, (J_1, b), E_1)\), a closed immersion \(W_1 \subset N_1\), and again \(E_1 = E_1' \cap W_1\).
On the other hand, a smooth morphism \((N_0, E_0') \leftarrow (N_1, E_1')\) induces:

\[
(3.11.2) \quad \begin{align*}
(J_0, b) & \quad (J_1, b) \\
(W_0, E_0) & \quad (W_1, E_1)
\end{align*}
\]

also smooth, where \(W_1\) is the pull-back of \(W_0\) in \(N_1\). Moreover, \(E_1 = E_1'' \cap W_1\) as before.

3.12. Embedded basic objects: The non-tame case. We generalize now the setting in 3.11. Consider

\[
\begin{align*}
\bullet & \quad (N_0, E_0') \text{ with } E_0' = (E_0')^+ \cup (E_0')^- \text{ (a partition of } E_0' \text{ as a disjoint union).} \\
\bullet & \quad \text{A closed immersion } W_0 \subset N_0 \text{ and } (W_0, E_0) \text{ where } E_0 = (E_0')^+ \cap W_0. \\
\bullet & \quad \text{A basic object } B_0 = (W_0, (J_0, b), E_0) \text{ (see 2.7).}
\end{align*}
\]

So we assume here that \(E_0 = W_0 \cap (E_0')^+ \text{ (3.11.1), but we know nothing about the intersection of hypersurfaces of } (E_0')^- \text{ with } W_0. \text{ If } (E_0')^- = \emptyset, \text{ or if hypersurfaces of } (E_0')^- \text{ do not intersect } F_0 = \text{Sing}(J_0, b), \text{ then we are back to the case in 3.11 (in the tame case).}

If \(Y_0 \subset F_0 = \text{Sing}(J_0, b) \subset W_0\), and if \(Y_0\) has normal crossings with \(E_0'\) (in \(N_0\)), then it has normal crossings with \(E_0\) (in \(W_0\)), and defines a transformation of \(B_0\), say \(B_1\), and

\[
(3.12.1) \quad \begin{align*}
(J_0, b) & \quad (J_1, b) \\
(W_0, E_0) & \quad (W_1, E_1).
\end{align*}
\]

We define now an assignment of closed sets

\[
(F', (N_0, E_0')).
\]

(an embedded basic object) which will rely on the three previous conditions: on the partition of \(E_0'\) on \(B_0 = (W_0, (J_0, b), E_0)\), and on the embedding \(W_0 \subset N_0\).

A) If \(Y_0 \subset F_0 = \text{Sing}(J_0, b) \subset W_0\), and if \(Y_0\) has normal crossings with \(E_0'\) (in \(N_0\)), then set

\[
(3.12.2) \quad F_0 = \text{Sing}(J_0, b) \quad F_1 = \text{Sing}(J_1, b)
\]

and define a partition

\[
E_1' = (E_1')^+ \cup (E_1')^-
\]

where \((E_1')^\pm\) consists of the strict transform of hypersurfaces in \((E_0')^\pm\), and \((E_1')^\pm\) consists of the strict transform of hypersurfaces in \((E_0')^\pm\) together with the new exceptional hypersurface. Note that \(E_1 = (E_1')^+ \cap W_1\).

B) If \((N_0, E_0') \leftarrow (N_1, E_1')\) is obtained from a smooth morphism, then set

\[
\begin{align*}
\bullet & \quad (N_1, E_1) \text{ with } E_1' = (E_1')^+ \cup (E_1')^-; \\
\bullet & \quad W_1 \subset N_1 \text{ and } (W_1, E_1) \text{ where } E_1 = (E_1')^+ \cap W_1, \\
\bullet & \quad \text{a basic object } B_1 = (W_1, (J_1, b), E_1),
\end{align*}
\]

simply by taking pull-backs.

**Definition 3.13.** A) Fix, as above, \((N_0, E_0')\) together with a partition \(E_0' = (E_0')^+ \cup (E_0')^-\) (disjoint union). An assignment \((F, (N_0, E_0'))\) is said to be an embedded
general basic object of dimension \(d\) if there is a cover of \(N_0\), say \(\{U_\lambda\}\), and for each restriction

\[
((F)_{U_\lambda}, (U_\lambda, (E'_{0}))_\lambda) \text{ and } (E'_0)_\lambda = (E'_0)^+ \cup (E'_0)^- \text{ there is a closed smooth } d\text{-dimensional subscheme } \overline{U}_\lambda \text{ of } U_\lambda, \text{ and a basic object}
\]

\[
B_\lambda = (\overline{U}_\lambda, (J_\lambda, b_\lambda), (E'_0)^+)_\lambda,
\]

where \((E'_0)^+ = E'_0^+ \cap \overline{U}_\lambda, (3.11.1)\), so that the conditions in 3.12 holds. Namely that \(((F)_{U_\lambda}, (U_\lambda, (E'_0)))_\lambda\) is the assignment of closed sets defined, as above, by the partition \((E'_0)_\lambda = (E'_0)^+ \cup (E'_0)^-\) and \(B_\lambda\).

B) Fix \((F, (N_0, E'_0))\) as in A), and let \(F_0\) be the closed set assigned to \((N_0, E'_0)\).

Then \((F, (N_0, E'_0))\) is a tamely embedded general basic object, or simply a tame general basic object, if no hypersurface of \((E'_0)^-\) intersects \(F_0\) (e.g., if \((E'_0)^- = \emptyset\)).

The following Theorem of Hironaka, which is an extension of Theorem 2.22, will allow us to define Hironaka’s functions on general basic objects.

**Theorem 3.14.** Fix \((N_0, E'_0)\), and \(E'_0 = (E'_0)^+ \cup (E'_0)^-\) (disjoint union). Assume that:

1. there are closed smooth subschemes of \(N_0\), say \(\overline{W}_0\) and \(\overline{V}_0\).
2. there are basic objects \((\overline{W}_0, (J_0, b), \overline{E}'_0^+)\) (where \(\overline{E}'_0^+ = (E'_0)^+ \cap W_0\) and \((\overline{V}_0, (K_0, d), \overline{E}'_0^+)\) (where \(\overline{E}'_0^+ = (E'_0)^+ \cap V_0\) defining assignments of closed sets over \((N_0, E'_0)\) as in 3.12.

If \(\dim \overline{W}_0 = \dim \overline{V}_0\), and if both assignments of closed sets over \((N_0, E'_0)\) coincide (i.e., define the same closed sets), then

\[
\frac{\nu_x(J_0)}{b} = \frac{\nu_x(K_0)}{d}
\]

at any \(x \in \text{Sing}(J_0, b) = \text{Sing}(K_0, d)\).

**Remark 3.15.** Note that Remark 3.7 extends to this context:

1) The transform of an embedded general basic object is an embedded general basic object.

2) If \(F_0 \subset W_0 \subset N_0\) is the closed set assigned by the \(d\)-dimensional general basic object \((F, (N_0, E'_0))\), then there is a function \(\text{ord}^d : F_0 \to \mathbb{Q}\) defined by patching \(\text{ord}^d : \text{Sing}(J_0, b_0) \to \mathbb{Q}\).

Also Corollary 3.8 extends word by word.

The last reformulation of Hironaka’s Theorem 3.9 can now be strengthen as follows:

**Theorem 3.16 ([14], Prop 11.4).** Fix \(X_0 \subset N_0\) and \((N_0, E'_0)\). Set \(\overline{h} = \max HS_{X_0}\). The assignment of closed sets \((\overline{F}(X_0), (W_0, E'_0))\) defined by \(X_0\) and \(\overline{h}\) in Example 2.39, is an embedded general basic object of dimension \(d\), where \(d\) is dimension of \(X_0\) locally at all closed point of its highest Hilbert-Samuel stratum.
4. The ingredients for constructive resolution.

4.1. In this section we aim to define a set $T$ and the function $g$, with values at $T$, leading to the constructive resolution of basic objects as was stated in 2.8.

Recall that a basic object was defined by $B_0 = (W_0, (J_0, b), E_0)$, where $J_0 \subset O_{W_0}$ is a non-zero ideal, $b$ is a positive integer and $E_0 = \{H_1, \ldots, H_s\}$ are smooth hypersurfaces in $W_0$ with only normal crossings. So $(J_0)_{\xi} \neq 0$ for any $\xi \in W_0$. The singular locus is the closed set $F_0 = \text{Sing}(J_0, b) = \{\xi \in W_0 | \nu_{\xi}(J_0) \geq b\} \subset W_0$.

A center $Y_0$ is said to be permissible for the basic object if $Y_0$ is permissible for $(W_0, E_0)$ (see 2.2) and $Y_0 \subset F_0$. Let $W_0 \xrightarrow{\pi_{y_0}} W_1$ be the blow-up with center $Y_0$, and denote by $H_{s+1}$ the exceptional hypersurface. Assume that $Y_0$ is irreducible with generic point $y_0 (\in \text{Sing}(J_0, b))$. There is an ideal $J_1 \subset O_{W_1}$ such that $J_0O_{W_1} = I(H_{s+1})^{c_1^i}J_1$ where $c_1 = \nu_{y_0}(J_0) \geq b$.

We fix on $J_1$ the factorization

$$J_1 = I(H_{s+1})^{c_1^i-b}J_1$$

and set

$$j_{0, s} = (J_0, b) \xrightarrow{\pi_{y_0}} (J_1, b) \xrightarrow{\pi_{y_0}} (W_0, E_0) \xrightarrow{\pi_{y_0}} (W_1, E_1)$$

as the transformation of the basic object. Here $E_1 = \{H'_1, \ldots, H'_s, H_{s+1}\}$, and $H'_i$ is the strict transform of $H_i$, for $1 \leq i \leq s$. To ease the notation we write $E_1 = \{H_1, \ldots, H_s, H_{s+1}\}$.

The value $\frac{\nu_{y_0}(J_0)}{b} (= \text{ord}(y_0))$ depends only on the weak equivalence class of $B_0$ and so does

$$\frac{c_1 - b}{b} = \frac{\nu_{y_0}(J_0)}{b} - 1 = \text{ord}(y_0) - 1.$$

Note also that $c_1 - b$ is the highest exponent of $I(H_{s+1})$ that one can factor of $J_1$ in (4.1.1).

Consider now a sequence of transformations of basic objects:

$$j_{i-1} = (J_i, b) \xrightarrow{\pi_{y_0}} (J_{i+1}, b) \xrightarrow{\pi_{y_0}} (W_i, E_i) \xrightarrow{\pi_{y_0}} \cdots \xrightarrow{\pi_{y_0}} (W_{i+1}, E_{i+1})$$

with irreducible centers $Y_{i-1}$. For each index $i$ we fix a factorization

$$J_i = I(H_{s+1})^{a_i} \cdots I(H_{s+1})^{a_i}J_i$$

so that

$$\frac{a_i}{b} = \text{ord}(y_{i-1}) - 1,$$

where $y_{i-1}$ denotes the generic point of $Y_{i-1} \subset W_{i-1}$. Note that $a_i$ is the highest power of the ideal $I(H_{s+j})$ that divides $J_i$, so this factorization is unique.

4.2. Recall that a sequence (4.1.3) is said to be a resolution of $B_0 = (W_0, (J_0, b), E_0)$ if $\text{Sing}(J_r, b) = \emptyset$ (2.7.3). A resolution involves only blow-ups but we will also take into account smooth morphisms. These auxiliary morphisms appear
in the proof of Theorem 2.21 (see 6.1). From the point of view of constructive resolution it is natural to consider upper semi-continuous functions which are defined up to weak equivalence.

**Definition 4.3.** If

\[
(J_k, b) \quad (W_k, E_k) \quad (J_{k+1}, b) \quad (W_{k+1}, E_{k+1})
\]

is given by a smooth morphism, lift \( J_k \) together with its factorization in (4.1.4), and set

\[
J_{k+1} = I(H_{s+k})^{a_1} \cdots I(H_{s+k})^{a_k} J_k \mathcal{O}_{W_{k+1}}
\]

by taking pull back on the previous data.

This definition allows us to extend expressions (4.1.4) to local sequences (Definition 2.13). Furthermore, Corollary 2.22 ensures also that \( a_j \) is determined by the weak equivalence class of \( (W_0, (J_0, b), E_0) \). Note also that \( a_j \) is the highest power of \( I(H_{s+j}) \) that divides \( J_i \).

**Definition 4.4.** For any local sequence, say

\[
(J_0, b) \quad (W_0, E_0) \quad (J_1, b) \quad (W_1, E_1) \quad \cdots \quad (J_r, b) \quad (W_r, E_r)
\]

and any index \( i \), we have fixed an expression of \( J_i \) in (4.1.4). We now define functions

\[
w-\text{ord}_i : \text{Sing}(J_i, b) \to \frac{1}{b} \mathbb{Z} \subset \mathbb{Q}, \quad w-\text{ord}_i(\xi) = \frac{\nu_\xi(J_i)}{b},
\]

and

\[
\text{ord}_i : \text{Sing}(J_i, b) \to \frac{1}{b} \mathbb{Z} \subset \mathbb{Q}, \quad \text{ord}_i(\xi) = \frac{\nu_\xi(J_i)}{b}.
\]

The second is Hironaka’s function \( \text{ord} \) (see (2.21.1)). This defines two different assignments of functions (see Definition 2.32), and both depend only on the weak equivalence class of \( B_0 = (W_0, (J_0, b), E_0) \). Note that for \( i = 0 \), \( w-\text{ord}_0 = \text{ord}_0 \).

**Remark 4.5.** Constructive resolution of singularities is built around Hironaka’s function \( \text{ord} \). We argue by looking at the rational numbers in (4.1.5), and the new function \( w-\text{ord} \). Note that

\[
w-\text{ord}_i(\xi) = \text{ord}_i(\xi) = \sum_{\xi \in H_i} \frac{a_j}{b}
\]

for \( \xi \in \text{Sing}(J_i, b) \), and that the right hand side is expressed in terms of Hironaka’s function. In fact, each rational number \( \frac{a_j}{b} \) is defined in terms of Hironaka’s functions (see (4.1.5)), and hence every \( \frac{a_j}{b} \) depends only on the weak equivalence class of \( B_0 = (W_0, (J_0, b), E_0) \). The function \( w-\text{ord}_i \) is one of the so called satellite functions, as it is expressed entirely in terms of the function \( \text{ord} \).

If \( B_0 = (W_0, (J_0, b), E_0) \) is replaced by a weakly equivalent \( (W_0, (K_0, d), E_0) \), the invariants introduced here do not distinguish them. This is a good starting point in the search of invariants for constructive resolution.
Note finally that if $\sigma : W'_0 \to W_0$ is smooth, then successive pull-backs applied to (4.4.1) will define a local sequence of $(W'_0, (J'_0, b), E'_0)$ (the pull-back of $(W_0, (J_0, b), E_0)$), say

\begin{align}
(J'_0, b) & \leftarrow (J'_1, b) \leftarrow \cdots \leftarrow (J'_r, b) \\
(W'_0, E'_0) & \leftarrow (W'_1, E'_1) \leftarrow \cdots \leftarrow (W'_r, E'_r),
\end{align}

and smooth morphisms $\sigma_i : \text{Sing}(J'_i, b) \to \text{Sing}(J_i, b)$. It follows from (4.3.2) that

\begin{align}
w-\text{ord}_i(\sigma_i(\xi)) = w-\text{ord}_i(\xi)
\end{align}

for any $\xi \in \text{Sing}(J'_i, b)$, and that also the rational numbers $\alpha_{ij}$ coincide (at the pull-back).

**Remark 4.6.** (Non-increasing property). It is easy to check that if $W_{i-1} \leftarrow W_i$ in (4.4.1) is obtained by blowing up $Y_{i-1} \subset \text{Max} \ w-\text{ord}_{i-1} \subset \text{Sing}(J_{i-1}, b)$, then

\begin{align}
\text{w-ord}_{i-1}(\pi_{i-1}(\xi)) \geq \text{w-ord}_i(\xi)
\end{align}

for any $\xi \in \text{Sing}(J_i, b)$. So if $Y_{i-1} \subset \text{Max} \ w-\text{ord}_{i-1}$ for any index $i$ for which $W_{i-1} \leftarrow W_i$ is a blow-up with center $Y_{i-1}$, then

\begin{align}
\max_{0} \ w-\text{ord} \geq \cdots \geq \max_{r} \ w-\text{ord}
\end{align}

**Corollary 4.7.** Fix a basic object $B_0 = (W_0, (J_0, b), E_0)$ and consider the assignment of closed sets $(F_i, (W_0, E_0))$ in Example 2.27. Namely, for any local sequence as in (2.13.1) set

\begin{align}
F_0 = \text{Sing}(J_0, b) & \quad F_1 = \text{Sing}(J_1, b) & \quad F_r = \text{Sing}(J_r, b) \\
(W_0, E_0) & \leftarrow (W_1, E_1) & \leftarrow \cdots & \leftarrow (W_r, E_r),
\end{align}

and define functions

\begin{align}
w-\text{ord}_i : F_i \to \mathbb{Q} \quad \text{for} \quad 0 \leq i \leq r.
\end{align}

Then:

1. This defines an assignment of closed sets and functions which is non-increasing (2.35).
2. This assignment is independent of the weak equivalence class of $B_0 = (W_0, (J_0, b), E_0)$ (i.e., if $B_0 = (W_0, (J_0, b), E_0)$ and $B'_0 = (W_0, (K_0, d), E_0)$ are weakly equivalent, they both define the same assignment of closed sets and functions).

**Remark 4.8.** The functions $w$-ord are defined in terms of the functions order, and satisfies the condition of our Handy Lemma 2.37. In particular, the inequalities (4.6.2) are as in Remark 2.36. This is our second example of an assignment of closed sets and functions with the non-increasing property in Definition 2.35 (see also Example 2.34).

**Remark 4.9 (Strategy for resolution of basic objects).** Fix a basic object $B_0 = (W_0, (J_0, b), E_0)$ and a sequence (4.7.1); note that for each index $k$ ($0 \leq k \leq r$),
max w-ord_k ∈ \frac{1}{b} \mathbb{Z}. We shall indicate below that if max w-ord_r = 0 in (4.6.2) then it is simple to “extend” (4.7.1) to a resolution. A resolution of a basic object involves only blow-ups. Consider a sequence of blow-ups

(4.9.1) \[
(J_0, b) \leftarrow \pi_{Y_0} (J_1, b) \leftarrow \pi_{Y_1} \cdots \leftarrow \pi_{Y_{r-1}} (J_r, b)
\]

(4.9.2)

(4.9.2)

\[
\text{max w-ord}_0 ≥ \cdots ≥ \text{max w-ord}_r \quad \text{as in (4.6.2)}.
\]

As max w-ord_k ∈ \frac{1}{b} \mathbb{Z}, in order to define a resolution of the basic object it would be enough to have a procedure of choosing centers Y_i so that we may extend (4.9.1) in such a way that

\[
\text{max w-ord}_0 ≥ \cdots ≥ \text{max w-ord}_r = \cdots = \text{max w-ord}_{R-1} ≥ \text{max w-ord}_R,
\]

for some index R ≥ r. In fact, this would lead ultimately to the case max w-ord_R = 0.

If max w-ord_r = 0, then \(\bar{J}_r = O_{W_r}\) in the factorization of \(J_r\) presented in (4.1.4), so

(4.9.3) \[
J_r = I(H_{s+1})^{a_1} \cdots I(H_{s+r})^{a_r}
\]

(in a neighborhood of Sing(\(J_r, b\))). In this case it is simple to define a totally ordered set \(\Gamma\), and an upper semi-continuous function

(4.9.4) \[
h_r : \text{Sing}(J_r, b) \rightarrow \Gamma,
\]

defined entirely in terms of the rational numbers

(4.9.5) \[
\frac{a_i}{b} \quad \text{for} \quad 1 ≤ i ≤ r
\]

so that (4.9.1) can be extended to a resolution, say

(4.9.6) \[
(J_r, b) \leftarrow \pi_{Y_r} (J_{r+1}, b) \leftarrow \pi_{Y_{r+1}} \cdots \leftarrow \pi_{Y_{N-1}} (J_N, b)
\]

by setting \(Y_{r+j} = \text{Max} h_{r+j}\) for \(r ≤ j < N\) (see [20]).

So the real difficulty, at least for the construction of a resolution of a basic objects \(B_0 = (W_0, (J_0, b), E_0)\), is to construct a sequence (4.9.1) so as to come to the case max w-ord_k = 0.

We now introduce a function, called the “inductive function” as it is the key for inductive arguments in resolution of basic objects. It will takes values at \(Q × Z\), which will be ordered lexicographically.

**Definition 4.10.** Fix a basic object \(B_0 = (W_0, (J_0, b), E_0)\) and a local sequence as in Remark 4.6, say

(4.10.1) \[
(J_0, b) \leftarrow \pi_{Y_0} (J_1, b) \leftarrow \pi_{Y_1} \cdots \leftarrow \pi_{Y_{r-1}} (J_r, b)
\]

(4.10.2) \[
\text{max w-ord}_0 ≥ \cdots ≥ \text{max w-ord}_r \quad \text{(as in (4.6.2)).}
\]
with centers \( Y_i \subset \text{Max} \ w\text{-ord} \) for all \( i \) for which \( W_i \leftarrow W_{i+1} \) is a blow-up. So

\[
(4.10.2) \quad \max w\text{-ord}_0 \geq \cdots \geq \max w\text{-ord}_r \text{ (see (4.6.2)).}
\]

Set \( d_r = \dim W_r \) and let \( s_0 \) be the smallest index so that

\[
(4.10.3) \quad \max w\text{-ord}_{s_0-1} > \max w\text{-ord}_{s_0} = \cdots = \max w\text{-ord}_r
\]

(so \( s_0 = 0 \) if \( \max w\text{-ord}_0 = \cdots = \max w\text{-ord}_r \)). Set \( E^+_r = E^+_r \uplus E^-_r \), where \( E^-_r \) are the hypersurfaces of \( E_r \) which are the strict transforms of hypersurfaces of \( E_{s_0} \) (and pull-backs if smooth morphisms appear in the sequence). If \( \max w\text{-ord}_r \neq 0 \) define

\[
t_r^{(d_r)} : \text{Sing}(J_r, b) \rightarrow (\mathbb{Q} \times \mathbb{Z}, \leq) \text{ (lexicographic order)}
\]

\[
t_r^{(d_r)}(\xi) = (\text{w-ord}_r(\xi), n_r(\xi)),
\]

where \( n_r(\xi) = \begin{cases} \# \{ H \in E_r \mid \xi \in H \} & \text{if } \text{w-ord}_r(\xi) < \max \text{w-ord}_r \\ \# \{ H \in E_r^- \mid \xi \in H \} & \text{if } \text{w-ord}_r(\xi) = \max \text{w-ord}_r \end{cases} \)

In the same way we define functions \( t_{r-1}^{(d_{r-1})}, t_{r-2}^{(d_{r-2})}, \ldots, t_{s_0}^{(d_{s_0})} \).

We shall later study in (4.21) the role of this function when constructing resolutions of basic objects. However, the setting of interest here is not only that of basic objects, but also that of basic objects with closed immersions of smooth schemes \( W_0 \subset N_0 \), which we discuss below.

### 4.11. Immersions in the tame case (1)

A closer look at the setting in 3.11 is necessary for a better comprehension of our further discussion. Fix \( B_0 = (W_0, (J_0, b), E_0) \), and assume now that:

- \( W_0 \) is a (smooth) closed subscheme in a smooth scheme \( N_0 \), say \( W_0 \subset N_0 \).
- There is a set \( E''_0 \) of hypersurfaces with normal crossings in \( N_0 \), and \( E_0 = E''_0 \uplus W_0 \) (see (3.11.1)).

Let \( (F, (N_0, E''_0)) \) denote the assignment of closed sets defined over \( (N_0, E''_0) \) by the previous data. The condition \( E_0 = E''_0 \uplus W_0 \) ensures that any sequence of blow-ups, say

\[
(4.11.1) \quad (J_0, b) \quad \pi_{y_0} : (W_0, E_0) \quad (J_1, b) \quad \pi_{y_1} : (W_1, E_1) \quad \cdots \quad \pi_{y_{k-1}} : (W_k, E_k),
\]

induces a sequence of blow-ups

\[
(4.11.2) \quad (N_0, E''_0) \quad \pi_{y_0} : (N_1, E''_1) \quad \pi_{y_1} : (N_1, E''_1) \quad \cdots \quad \pi_{y_{k-1}} : (N_k, E''_k),
\]

where \( W_k \) is closed in \( N_k \), and \( E_k \) is defined by restricting to \( W_k \) the hypersurfaces of \( E''_k \).

### 4.12. In Def 2.14 two basic objects \( B_0 = (W_0, (J_0, b), E_0) \), and \( B'_0 = (W_0, (K_0, d), E_0) \) are said to be weakly equivalent when they define the same closed sets for any local sequence. On the other hand, the notion of local sequence in Def 2.13 makes use of two kinds of transformations, namely: A) defined by monoidal transformation, B) those defined by a smooth morphism.
It is natural to ask if it suffices to check weak equivalence of $\mathcal{B}_0$ and $\mathcal{B}_1$, by checking the equality of closed sets in Def 2.14, for a certain subclass of local sequences. It can be proved that this is in fact the case. It suffices to consider local sequences where

- $W'_{i+1} = \mathbb{A}_k^n \times W_i$, and $\sigma_i$ is the projection on the first coordinate.
- $W_{i+1}$ is an open subset of $W_i$ and $\sigma_i$ is the inclusion.

This fact is well known (see e.g. [13]). So throughout this paper one could also have consider only smooth maps of these two prescribed forms. We will not use this fact in this presentation.

4.13. Immersions in the tame case (2). Neglecting the ambient space.

In 4.11 only blow-ups were considered. If $(N_0, E''_0) \hookrightarrow (N_1, E''_1)$ is now the pull-back defined by a smooth morphism, then the inclusion $W_0 \subset N_0$ can be lifted to $W_1 \subset N_1$. Moreover, this gives rise to a smooth morphism $(W_0, E_0) \hookrightarrow (W_1, E_1)$, and $E_1 = E''_1 \cap W_1$. But, unfortunately, not every smooth morphism $(W_0, E_0) \hookrightarrow (W_1, E_1)$ arises from one over $(N_0, E''_0)$. The claim is clearly true if we consider smooth morphism as in 4.12, and if the reader is willing to accept the statement therein, then Prop 4.14, below, is easy to check, and Lemma 4.15 is avoidable.

Firstly we show that if the basic objects $\mathcal{B}_1 = (W_0, (J_0, b), E_0)$ and $\mathcal{B}_2 = (W_0, (K_0, d), E_0)$ are weakly equivalent, then they both define the same assignment of closed sets, say $(\mathcal{F}, (N_0, E''_0))$, (see 4.11). Fix $(\mathcal{F}, (N_0, E''_0))$, and the notation as in Definition 2.26, and set

\[
(4.13.1) \quad F_0 \quad F_1 \quad \ldots \quad F_r
\]

\[
(N_0, E''_0) \quad (N_1, E''_1) \quad \ldots \quad (N_r, E''_r)
\]

a sequence of blow-ups and smooth morphisms for which closed sets are assigned. This induces

\[
(4.13.2) \quad F_0 \quad F_1 \quad \ldots \quad F_r
\]

\[
(W_0, E_0) \quad (W_1, E_1) \quad \ldots \quad (W_r, E_r)
\]

(same $F_i$), where

1. $W_i$ is a (closed) smooth subscheme in $N_i$.
2. $F_i = \text{Sing}(J_i, b)$.

So (4.13.1) induces (4.13.2), and (4.13.2) is a local sequence of the basic object $\mathcal{B}_1 = (W_0, (J_0, b), E_0)$. Thus, if $\mathcal{B}_1$ and $\mathcal{B}_2$ are weakly equivalent they both define the same $(\mathcal{F}, (N_0, E''_0))$.

Secondly, we claim that the converse holds, namely that $\mathcal{B}_1$ and $\mathcal{B}_2$ must be weakly equivalent if they both define $(\mathcal{F}, (N_0, E''_0))$. This converse will be essential for some inductive arguments that we will be used later. Recall that basic objects are to be considered up to weak equivalence.

The difficulty in proving this converse, addressed in Proposition 4.14, is that it is not clear that any local sequence of $\mathcal{B}_1 = (W_0, (J_0, b), E_0)$ will arise in this way (from a local sequence over $(N_0, E''_0)$). In fact, given an immersion $W_i \subset N_i$, and a smooth morphism $W_i \hookrightarrow W_{i+1}$, it is not clear that there will be a smooth morphism $N_i \hookrightarrow N_{i+1}$ inducing the latter. For this reason it could be expected that two basic objects, say $(W_0, (J_0, b), E_0)$ and $(W_0, (K_0, d), E_0)$, define the same $(\mathcal{F}, (N_0, E''_0))$ without being weakly equivalent. The following Proposition 4.14 settles
this point. Moreover, it says that the ambient space \( N_0 \), in which \( W_0 \) is included, can be neglected for the purpose of resolution.

**Proposition 4.14.** Fix \((N_0, E''_0)\) and \((W_0, E_0)\) as above, so \( E_0 = E''_0 \cap W_0 \) as in (3.11.1).

1. Two basic objects \( B_1 = (W_0, (J_0, b), E_0) \) and \( B_2 = (W_0, (K_0, d), E_0) \), define the same assignment of closed sets over \((N_0, E''_0)\) if and only if they are weakly equivalent.

2. Neglecting the ambient space: A resolution of the basic object \((W_0, (J_0, b), E_0)\) defines a resolution of \((F, (N_0, E''_0))\) (see Definition 2.29).

**Proof.** Suppose \( B_1 \) and \( B_2 \) are not weakly equivalent. There must be an index \( r \geq 0 \), and a common local sequence for both, say

\[
\begin{align*}
\text{(4.14.1)} & \quad (J_0, d) & \quad \leftarrow \quad (J_1, d) & \quad \leftarrow \quad \ldots \ldots \leftarrow \quad (J_r, d) \\
\text{(4.14.2)} & \quad (K_0, d) & \quad \leftarrow \quad (K_1, d) & \quad \leftarrow \quad \ldots \ldots \leftarrow \quad (K_r, d)
\end{align*}
\]

so that \( \text{Sing}(J_r, b) \neq \text{Sing}(K_r, d) \) in \( W'_r \). (Take \( r = 0 \) if \( \text{Sing}(J_0, b) \neq \text{Sing}(K_0, d) \)).

If all \( \gamma_i \) are blow-ups, then the discussion in 4.11 says that this sequence can be lifted to a sequence over \((N_0, E''_0)\), and this is a contradiction as we assume that both \( B_1 \) and \( B_2 \) define the same assignment over \((N_0, E''_0)\). The problem arises if, for some index \( i, \gamma_i \) is smooth.

Fix a point \( x_r \in W'_r \) so that \( \text{Sing}(J_r, b) \neq \text{Sing}(K_r, d) \) locally at \( x_r \). Let \( x_i \in W'_i \) denote the image of \( x_r \) for each index \( 0 \leq i \leq r - 1 \). There is no harm in modifying this sequence by restrictions to neighborhoods of \( x_i \). If one could lift this restricted sequence to a sequence over \((N_0, E''_0)\), this would also lead to a contradiction, as \( \text{Sing}(J_r, b) \neq \text{Sing}(K_r, d) \) locally at \( x_r \).

The following Lemma ensures that such restriction can be defined, by replacing \( W_i \) by an étale neighborhood of \( x_i \) (say \( W_i \) again), so that it can be lifted to a sequence over \((N_0, E''_0)\). This also leads to a contradiction as \( \text{Sing}(J_r, b) \neq \text{Sing}(K_r, d) \) at an étale neighborhood of \( x_r \). It suffices to treat the case in which \( \text{Sing}(J_1, b) = \text{Sing}(K_1, d) \) locally at \( x_1 \), for each index \( 0 \leq i \leq r - 1 \).

Part (2) follows from 4.11. \( \square \)

**Lemma 4.15.** Fix a closed immersion of smooth schemes \( W \subset N \), a smooth morphism \( W \leftarrow^\gamma W_1 \) and a closed point \( x_1 \in W_1 \). After restriction to a suitable étale neighborhood of \( x_1 \in W_1 \), we may assume that there is a smooth morphism \( N \leftarrow^\Lambda N_1 \) so that \( W_1 = \Lambda^{-1}(W)(\subset N_1) \), and \( \gamma \) is defined by restriction of \( \Lambda \) to \( W_1 \).

**Proof.** Recall the characterization of smooth morphisms. In this case, if \( n \) denotes the dimension of the fiber of \( W \leftarrow^\gamma W_1 \) locally at \( x_1 \), then \((W_1, x_1)\) is an étale neighborhood of \((x, \mathbb{Q})\) in \( W \times \mathbb{A}^n \). There is a natural lifting of the inclusion \( W \subset N \) to \( W \times \mathbb{A}^n \subset N \times \mathbb{A}^n \).

An étale neighborhood of \( N \times \mathbb{A}^n \) at \((x, \mathbb{Q})\) induces, by taking the pull-back of the inclusion, an étale neighborhood of \( W \times \mathbb{A}^n \) at \((x, \mathbb{Q})\). It suffices to show that this induced neighborhood can be defined so as to dominate \((W_1, x_1)\). In other words, fix an inclusion of smooth schemes, say \( Z_1 \subset Z_2 \), a closed point \( x \in Z_1 \), and an étale
neighborhood \((Z'_1, x')\) of \((Z_1, x)\). It remains to prove that there is an étale neighborhood \((Z_2, x)\), which induces on the subscheme \(Z_1\) an étale neighborhood that dominates \((Z'_1, x')\). To prove this last claim make use of a well known property of étale topology for schemes over perfect fields: given smooth scheme and a closed immersion, as is the case for \(Z_1 \subset Z_2\) (locally at \(x\)), after restriction to a suitable étale neighborhood of \((Z_2, x)\), there is a retraction of \(Z_2\) on the restriction of \(Z_1\) (see, e.g. [14]). Note that if \(Z_1 \subset Z_2\) admits a retraction, say \(Z_2 \to Z_1\), then the fiber product with an étale morphism \(Z'_1 \to Z_1\) define a scheme with an étale morphism over \(Z_2\) that fulfills the required condition. \(\square\)

4.16. Functions on embedded basic objects (non-tame case). Set \((N_0, E'_0)\), and consider, as in 3.12, the assignment of closed sets on \((N_0, E'_0)\) defined by a closed immersion \(W_0 \subset N_0\), a partition \(E'_0 = (E'_0)^+ \cup (E'_0)^-\), and a basic object \(B_0 = (W_0, (J_0, b), E_0)\) where \(E_0\) is defined by restriction to \(W_0\) of hypersurfaces in \((E'_0)^+\) (namely, \(E_0 = (E'_0)^+ \cap W_0\) as in (3.11.1)). Let \((\mathcal{F}, (N_0, E'_0))\) be the assignment defined in this way.

**Assumption 1.** Suppose that \((\mathcal{F}, (N_0, E'_0))\) assigns closed sets to the local sequence

\[
\begin{align*}
(N_0, E'_0) & \leftarrow (N_1, E'_1) \leftarrow \cdots \leftarrow (N_k, E'_k).
\end{align*}
\]

In such a case this sequence induces a local sequence over \(B_0\), say

\[
\begin{align*}
(J_0, b) & \leftarrow (J_1, b) \leftarrow \cdots \leftarrow (J_k, b),
\end{align*}
\]

where

\[
\begin{align*}
(J_i, b) & \leftarrow (J_{i+1}, b) \leftarrow \cdots \leftarrow (W_k, E_k).
\end{align*}
\]

is obtained by a pull-back if \((N_i, E'_i) \leftarrow (N_{i+1}, E'_{i+1})\) is given by a smooth morphism, or \((4.16.3)\) is a blow-up with a center \(Y_i\) with normal crossings with \(E'_i\) in \(N_i\) (in particular with \(E_i\) in \(W_i\)); and of course the closed sets assigned to \((4.16.1)\) are \(F_i = \text{Sing}(J_i, b), i = 0, \ldots, k\).

**Assumption 2.** Suppose that \(Y_i \subset \text{Max} \text{ w-ord}_i\) for each index \(i\) for which \((N_i, E'_i) \leftarrow (N_{i+1}, E'_{i+1})\) is a blow-up. According to \((4.16.2)\), this second assumption ensures that

\[
\text{max w-ord}_0 \geq \cdots \geq \text{max w-ord}_k.
\]

**Definition 4.17.** Set \(E'_k = (E')^+_k \cup (E')^-_k\), where \((E')^-_k\) consists of all hypersurfaces of \(E'_k\) which are strict transforms of hypersurfaces of \((E'_0)^-\). Set \(d_k = \dim W_k\) and define \(t(em)^{(d_k)}_k: \text{Sing}(J_k, b) \to (\mathbb{Q} \times \mathbb{Z}, \leq)\) (lexicographic order)

\[
t(em)^{(d_k)}_k(\xi) = (\text{w-ord}_k(\xi), n(em)_k(\xi)),
\]

\[
n(em)_k(\xi) = \# \{ H \in (E')^-_k \mid \xi \in H \}\]
for \( \xi \in \operatorname{Sing}(J_k, b) \). In the same way we define functions 
\[ t(em)^{(d_k - 1)}_{k-1}, t(em)^{(d_k - 2)}_{k-2}, \ldots, t(em)^{(d_0)}_0. \]

**Corollary 4.18.** Let \((\mathcal{F}_{B_0}, (N_0, E_0'))\) be defined by \(B_0 = (W_0, (J_0, b), E_0)\), and by \((N_0, E_0)\) with a partition \(E_0' = (E_0''_0)' \cup (E_0''_0)''\), as in 4.16. Consider all local sequences
\[
(4.18.1) \quad F_0 = \operatorname{Sing}(J_0, b) \quad F_1 = \operatorname{Sing}(J_1, b) \quad \cdots \quad F_r = \operatorname{Sing}(J_r, b)
\]
with \(Y_i \subset \operatorname{Max}_w\text{-ord}_i\) whenever \(W_i \leftarrow W_{i+1}\) is a blow-up with center \(Y_i\); and the functions \(t(em)_i : F_i \rightarrow \mathbb{Q} \times \mathbb{Z}\) \(0 \leq i \leq r\). Then:

1. This defines an assignment of closed sets and functions which are non-increasing (see Definition 2.35). Namely, if \(Y_i \subset \operatorname{Max}_w\text{-ord}_i(\subset \operatorname{Max}_w\text{-ord}_i)\), then \(t(em)_{i-1}(\pi_i(x)) \geq t(em)_i(x)\) for any \(x \in \operatorname{Sing}(J_i, b)\).

2. This assignment depends only on the weak equivalence class of \(B_0 = (W_0, (J_0, b), E_0)\). In particular, it follows that

\[
\max t(em)_0 \geq \cdots \geq \max t(em)_r,
\]

if \(Y_i \subset \operatorname{Max}_w\text{-ord}_i\) for every index \(i\) for which \(N_i \leftarrow N_{i+1}\) is defined with center \(Y_i\).

**Remark 4.19.** A similar statement as that in Corollary 4.18 holds for the functions \(t_t\) in 4.10, defined for a basic object \(B_0 = (W_0, (J_0, b), E_0)\), and setting \((\mathcal{F}_{B_0}, (W_0, E_0))\) as in Example 2.27, and a sequence \((4.10.1)\). Note that the functions \(t\) are defined in terms of the functions order, and that

\[
(4.19.1) \quad \max t_0 \geq \cdots \geq \max t_r
\]

holds for a sequence satisfying the conditions of Definition 2.35 (see Remark 2.36).

**4.20.** Our Handy Lemma 2.37 and Corollary 4.18, (2), say that one can attach to the maximum value \(\max t(em)_0\) an assignment of closed sets. Say \((\mathcal{F}_{B_0}(\max t(em)_0), (N_0, E_0'))\).

Similarly, the Handy Lemma and 4.19 also say that one can attach to the maximum value \(\max t_0\) an assignment of closed sets. Say \((\mathcal{F}_{B_0}(\max t_0), (W_0, E_0))\).

Let us emphasize here that \(t(em)_0 = (p, q) \in \mathbb{Q} \times \mathbb{N}\) can have first coordinate \(p = 0\) (as opposed to \(t = (p, q)\), defined with \(p > 0\) in 4.10).

**Remark 4.21.** On the inductive nature of the function \(t^{(d)}\). The inductive functions \(t^{(d)}\) were defined in Definition 4.10 for basic objects. Theorem 4.22 will show how these functions lead to a unique resolution by induction on the dimension \(d\).

One can check that a basic object \(B_0 = (W_0, (J_0, b), E_0)\) is, in particular, a tame general basic object by setting \(N_0 = W_0\) and \(E_0' = E_0\) in Definition 3.13, B). We shall ultimately show, in Section 5, that the inductive functions \(t^{(d)}\) can also be defined in the context of tame general basic objects. Moreover, the form of induction on \(d\), given in Theorem 4.22, is defined in terms of general basic objects (of smaller dimension) which are also tame.

This will ultimately lead to Theorem 4.26, which ensure that the functions \(t^{(d)}\) define, by induction, a unique resolution for general basic objects which are tame.
NATURAL PROPERTIES OF CONSTRUCTIVE RESOLUTION

In particular, they define resolutions for basic objects, and here we discuss why these functions lead to this particular strategy of resolution, starting with a basic object.

Fix $B_0 = (W_0, (J_0, b), E_0)$ and a sequence of blow-ups

$$(4.21.1) \quad \xymatrix{(J_0, b) \ar[r]^{\pi_{Y_0}} & (J_1, b) \ar[r]^{\pi_{Y_1}} & \ldots \ar[r]^{\pi_{Y_r}} & (J_r, b) \ar[l]_{W_0, E_0} \ar[l]_{W_1, E_1} \ar[l]_{W_r, E_r} \ar[l]_{W_{r+1}, E_{r+1}}}$$

with centers $Y_i \subset \text{Max} w$-ord$_i$ for all index $i$. So max w-ord$_0 \geq \cdots \geq$ max w-ord$_r$ (see (4.6.2)).

As was indicated in Remark 4.9, in order to achieve a resolution of $B_0$ it suffices to construct the sequence so that max w-ord$_r = 0$. So if max w-ord$_r = 0$ we are done. Suppose in what follows that max w-ord$_r \neq 0$. Let us indicate why a sequence with this condition can be constructed in terms of the functions $t_r^{(d)} : \text{Sing}(J_r, b) \rightarrow (\mathbb{Q} \times \mathbb{Z}, \leq)$ (lexicographic order) $(d = \dim W_0)$. Recall that $t_r^{(d)}$ is defined under the assumption that max w-ord$_r \neq 0$, and the second coordinate is bounded by the dimension $d$. In particular max $t_r = (p, q)$, $p \neq 0$, $p \in \frac{1}{d} \mathbb{N}$, and $q$ is bounded by $d$.

1) Canonical choice of centers. Note that $\text{Max} t_r^{(d)}$ is a closed set in $W_r$. Let $R(1)(\text{Max} t_r^{(d)})$ denote the union of components of the closed set $\text{Max} t_r^{(d)}$ of codimension one (in $W_r$). Then $R(1)(\text{Max} t_r^{(d)})$ is both open and closed in $\text{Max} t_r^{(d)}$. After open restriction we may assume that $R(1)(\text{Max} t_r) = \text{Max} t_r$. The property is that $R(1)(\text{Max} t_r)$ is a smooth permissible center, and setting $Y_r = R(1)(\text{Max} t_r)$, we get

$$(4.21.2) \quad \xymatrix{(J_0, b) \ar[r]^{\pi_{Y_0}} & (J_1, b) \ar[r]^{\pi_{Y_1}} & \ldots \ar[r]^{\pi_{Y_r}} & (J_r, b) \ar[l]_{W_0, E_0} \ar[l]_{W_1, E_1} \ar[l]_{W_r, E_r} \ar[l]_{W_{r+1}, E_{r+1}}}$$

and max $t_r >$ max $t_{r+1}$. This shows that $R(1)(\text{Max} t_r)$ is our canonical choice of center, and reduces the problem to the case $R(1)(\text{Max} t_r) = \emptyset$.

2) The case $\text{max} t_r^{(d)} = (p, q)$ and $R(1)(\text{Max} t_r^{(d)}) = \emptyset$. According to 4.20, one can attach to the maximum value, say max $t_r$, an assignment of closed sets; say $(F_r, (\text{max} t_r), (W_r, E_r))$, and the property is that this assignment can be endowed with a structure of a tame $(d - 1)$-dimensional general basic object over $(W_r, E_r^{(1)})$, for a suitable subset $E_r^{(1)} \subset E_r$.

**Theorem 4.22** (Inductive property of $i^{(d)}$). Set $B_r = (W_r, (J_r, b), E_r)$ as above and $d = \dim W_r$. If $\text{Max} t_r$ has no component of dimension $d - 1$ (i.e., if $R(1)(\text{Max} t_r^{(d)}) = \emptyset$), then the assignment of closed sets $(F_r, (\text{max} t_r), (W_r, E_r))$ is equivalent to a tamely embedded general basic object of dimension $d - 1$, defined over $(W_r, E_r^{(1)})$, in terms of a suitable basic object $(W_r, (D_r, b), E_r^{(1)})$.

**Proof.** We refer to Lemma 6.12 in [20] for details and a precise statement. First set $s_0$ as in (4.10.3), and let $E_r^{(1)}$ be the set of exceptional hypersurfaces that arise by blowing up at $Y_{s_0}, Y_{s_0+1}, \ldots, Y_{r-1}$. We attach a basic object $(W_r, (D_r, b), E_r^{(1)})$ (a so-called simple basic object) which in turn gives rise to a $d - 1$-dimensional tame general basic object over $(W_r, E_r^{(1)})$. This $d - 1$-dimensional structure is defined by local restrictions to smooth hypersurfaces of maximal contact.

In particular, if we assume by induction, the existence of resolutions for tame general basic objects of dimension $d - 1$, then there is an integer $R > r$, and a sequence
Theorem will be: to the basic objects, to be discussed in Section 5, will be done by patching the functions on the objects.

Theorem 3.16. They will guarantee basic object. We shall also indicate why these functions are well adapted to the inductive function $t^{(d)}$.

As for the uniqueness of the resolution of $B_0 = (W_0, (J_0, b), E_0)$, recall that if we choose centers $Y_i \subset \text{Max } t^{(d)}_0$, then $\max t_0 \geq \max t_1 \geq \cdots \geq \max t_r$ (Remark 4.19). Set $r_0$ as the smallest index for which $\max t_{r_0} = \max t_{r_0} = \cdots = \max t_r$, and apply Theorem 4.22 at $r_0$, which states that $(F_{r_0}(\max t_{r_0}), (W_{r_0}, E_{r_0}))$ is equivalent to a tame assignment of dimension $d - 1$ over $(W_{r_0}, E^{(1)}_r)$.

So far we have discussed matters over the basic object $B_0 = (W_0, (J_0, b), E_0)$, but the same applies for a tamely embedded basic object, say $(F_{B_0}, (N_0, E^{(1)}_0))$ defined by $B_0 = (W_0, (J_0, b), E_0)$, and $(N_0, E^{(1)}_0)$, as in 4.11. Recall that a sequence (4.11.1) induces a sequence (4.11.2).

We can reformulate Theorem 4.22 by:

**Theorem 4.24 (Inductive property of $t^{(d)}$ for tamely embedded basic objects).** Set $(F_{B_0}, (N_0, E^{(1)}_0)), B_0, r$ and $r_0$ as above. Set $B_r = (W_r, (J_r, b), E_r)$ and $d = \dim W_r$. If $\text{Max } t^{(d)}_r$ has no component of dimension $d - 1$, then the assignment of closed sets $(F_r(\max t^{(d)}_r), (N_r, E^{(1)}_r))$ is equivalent to a tamely embedded general basic object of dimension $d - 1$, defined over $(N_r, E^{(1)}_r)$, where $(E^{(1)}_r)$ are the hypersurfaces of $E^{(1)}_r$ that arise by blowing up at $Y_{s_0}, Y_{s_0+1}, \ldots, Y_{s_r}$, and $s_0$ is as in (4.10.3).

### 4.25. The definition of the inductive functions $t^{(d)}$ for tamely embedded general basic objects, to be discussed Section 5, will be done by patching the functions on the $d$-dimensional basic objects involved in Definition 3.13, B). Once this point is settled, the Theorem will be:

**Theorem 4.26 (Inductive property of $t^{(d)}$ for tamely embedded general basic objects).** Let $(F, (N, E))$ be a tamely embedded general basic object of dimension $d$ (see Definition 3.13). If $\text{Max } t^{(d)}_r$ has no component of dimension $d - 1$ then $(F(\max t^{(d)}_r), (N, E_r))$ is $d - 1$-dimensional and tamely embedded over $(N_r, E^{(1)}_r)$, where $E^{(1)}_r$ is a suitable subset of $E_r$.

### 4.27. On the role of the function $t^{(em)}(d)$. The functions $t^{(em)}(d)$ where defined in Definition 4.17 only for embedded basic objects of dimension $d$ (for the non-tame case). These are, in particular, general basic objects (3.13). In Section 5, we also prove that the functions $t^{(em)}(d)$ can be defined for any $d$-dimensional general basic object. We shall also indicate why these functions are well adapted to the Hilbert-Samuel stratification and particularly with Theorem 3.16. They will enable us to reduce the resolution of a $d$-dimensional general basic object to that of resolution of a tame general basic object of the same dimension $d$. The latter will be guaranteed by the inductive function $t^{(d)}$. 

\[(J_0, b) \xrightarrow{\mathcal{F}_{r_0}} (J_1, b) \xrightarrow{\mathcal{F}_{r_1}} \cdots \xrightarrow{\mathcal{F}_{r_{r-1}}} (J_{r-1}, b) \xrightarrow{\mathcal{F}_{r_{r-1}}} (J_{r+1}, b)
\]
In this section we explain why this property will hold by studying the functions \( t(em)^{(d)} \) in the (restricted) context of embedded basic objects.

**4.28.** Let \((\mathcal{F}_B, (N_0, E'_0))\) be the assignment defined by a basic object \(B_0 = (W_0, (J_0, b), E_0)\), and by \((N_0, E'_0)\) with a partition \(E'_0 = (E'_0)^+ \cup (E'_0)^-\). Consider assignments over \((N_0, E'_0)\) defined by \((\mathcal{F}_{B_0}, (N_0, E'_0))\), say

\[
F_0 = \text{Sing}(J_0, b) \quad F_1 = \text{Sing}(J_1, b) \quad F_r = \text{Sing}(J_r, b)
\]

with \(Y_i \subset \text{Max} t(em)_i\) for each \(i\) for which \(W_i \leftarrow W_{i+1}\) is defined with center \(Y_i\). Set

\[
B_r = (W_r, (J_r, b), E_r),
\]

where \(W_r \subset N_r\), and \(E'_r = (E'_r)^+ \cup (E'_r)^-\) as in Definition 4.17. In particular, \(E_r = W_r \cap (E'_r)^+\).

In this setting

\[
\text{max} t(em)^{(d)}_0 \geq \cdots \geq \text{max} t(em)^{(d)}_r \quad \text{(see Corollary 4.18)}
\]

and the Handy Lemma says that a new assignment \((\mathcal{F}_r (\text{max} t(em)^{(d)}_r)), (N_r, E'_r))\) is defined for \((\mathcal{F}_{B_r}, (N_r, E'_r))\) with the previous partition \(E'_r = (E'_r)^+ \cup (E'_r)^-\).

The closed set assigned by \((\mathcal{F}_r (\text{max} t(em)^{(d)}_r)), (N_r, E'_r))\) to \((N_r, E'_r)\) is \(\text{Max} t(em)^{(d)}_r\). To ease the notation assume that (4.28.1) is a sequence of blow-ups, so \(\dim W_r = \dim W_0 = d\).

**Theorem 4.29** (Descending property of \(t^{(d)}(em)\) for embedded basic objects).

Set \(B_r = (W_r, (J_r, b), E_r)\) and \(E'_r = (E'_r)^+ \cup (E'_r)^-\) as above, and \(d = \dim W_r\). The assignment of closed sets \((\mathcal{F}_r (\text{max} t(em)^{(d)}_r)), (N_r, E'_r))\) is equivalent to a tamely embedded basic object, of the same dimension \(d\), defined over \((N_r, (E'_r)^+)\) by a basic object \(D_r = (W_r, (D_r, e), E_r)\).

Note that \(E_r\) is the same for \(D_r\) and \(B_r\) (in particular \(E_r = W_0 \cap \text{Sing}(E'_r)^+\)). Before we address the proof of Theorem 4.29 let us indicate that it states that \((\mathcal{F}_r (\text{max} t(em)^{(d)}_r)), (N_r, E'_r))\) can be identified with an assignment of closed sets over \((N_r, (E'_r)^+)\) defined by the closed immersion \(W_r \subset N_r\) and a basic object \((W_r, (D_r, b), E_r)\). This is an embedded assignment in the setting of 4.11 and 4.13 (in the same case). We may therefore apply Proposition 4.14 which says that a resolution of \((\mathcal{F}_r (\text{max} t(em)^{(d)}_r)), (N_r, E'_r))\) is achieved by a resolution of the basic object \((W_r, (D_r, b), E_r)\) (disregarding the embedding in \(N_r)\).

Since we know how to achieve resolution of basic objects of dimension \(d\) (see Remark 4.21), one may extend the previous sequence to, say

\[
F_0 = \text{Sing}(J_0, b) \quad F_r = \text{Sing}(J_r, b) \quad F_R = \text{Sing}(J_R, b)
\]

for some \(R \geq r\), so that

\[
\text{max} t(em)_0^{(d)} \geq \cdots \geq \text{max} t(em)_r^{(d)} = \text{max} t(em)_{r+1}^{(d)} = \cdots = \text{max} t(em)_{R-1}^{(d)} > \text{max} t(em)_R^{(d)}
\]
Let us emphasize here that $\max t(em)^{(d)} = (p,q) \in \mathbb{Q} \times \mathbb{N}$ can have first coordinate $p = 0$ (as opposed to $\max t^{(d)} = (p,q)$ with $p > 0$). After successive applications of resolution of basic objects we come to the case in which $\max t(em)^{(d)}_R = (0,0)$, which is the natural analog of the case $\max w$-ord $= 0$ for basic objects, and can be therefore resolved, as was indicated in 4.9, by means of the functions $h$ with values on $\Gamma$ (see 4.9.4). In fact, as the second coordinate of $\max t(em)^{(d)}_R = (0,0)$ is zero, no hypersurface of $(E'_R)^-$ intersects $F_R$ so the conditions in Proposition 4.14 apply for $(\mathcal{F}_{B_R}, (N_R, E'_R))$.

Proof of Theorem 4.29. The sequence $(4.28.1)$ defines:

1) $(N_r, E'_r)$ and a partition $E'_r = (E'_r)^+ \cup (E'_r)^-$.

2) The basic object $B_r = (W_r, (J_r, b), E_r)$ and a closed immersion $W_r \subset N_r$.

3) A factorization

\[(4.29.2)\quad J_r = I(H_{s+1})^{a_1} \cdots I(H_{s+r})^{a_r} J_r\]

as in (4.1.4).

Set $\max t(em)^{(d)} = (p,q)$, so $p = \max w$-ord, $= \frac{q}{p} \in \frac{1}{p} \mathbb{N}$, and of course $\max t(em)^{(d)}$ is a closed subset in $\text{Sing}(J_r, b)$.

Note first that if $a \neq 0$ then $\max w$-ord, $= \text{Sing}(J_r, b) \cap \text{Sing}(J_r, a)$. Note also that the second coordinate $q$ is a non-negative integer, and that there are points in $\max w$-ord, which may be in $q$ different hypersurfaces of $(E'_r)^-$, but no point of $\max w$-ord, is contained in $q + 1$ hypersurfaces of $(E'_r)^-$.

Assume that $(E'_r)^-$ has $M$ hypersurfaces, say $(E'_r)^- = \{H_1, H_2, \ldots, H_M\}$, and let $C(q)$ denote the set of all subsets of $\{1, 2, \ldots, M\}$ with $q$ elements.

Set $K(q) = \prod_{F \in C(q)} \sum_{i \in F} I(H_i)$. Here $K(q)$ is an ideal over $N_r$. As a closed set in $W_r$ is closed also in $N_r$ and one can check that:

A) If $a \neq 0$, then

$$\max t(em)^{(d)} = \text{Sing}(J_r, b) \cap \text{Sing}(J_r, a) \cap \text{Sing}(K(q), 1).$$

B) If $a = 0$, then

$$\max t(em)^{(d)} = \text{Sing}(J_r, b) \cap \text{Sing}(K(q), 1).$$

One can also check that the following properties hold:

**P1** If $Y$ is a closed and smooth subscheme in $\text{Sing}(K(q), 1)$, then $Y \subset H_i$ whenever $H_i \cap Y \neq \emptyset$ and $H_i \in E'_r$. In particular, if $Y \subset \max t(em)^{(d)}_r$, then $Y$ has normal crossings with $(N_r, E'_r)$ if and only if it has normal crossings with $(N_r, (E'_r)^-)$.  

**P2** If

$$F_r = \text{Sing}(J_r, b) \quad (N_r, E'_r) \quad F_{r+1} = \text{Sing}(J_{r+1}, b) \quad (N_{r+1}, E'_{r+1})$$

is defined by choosing a center $Y$ as above, then it induces transforms of the basic objects $(W_r, (J_r, b), E_r), (W_r, (J_r, a), E_r), (W_r, (K(q), 1), E_r),$ and either $(p,q) = \max t(em)^{(d)}_r > \max t(em)^{(d)}_{r+1},$ or $(p,q) = \max t(em)^{(d)}_r = \max t(em)^{(d)}_{r+1}.$

In this last case either A) or B) holds for $\max t(em)^{(d)}_{r+1}$, where the pairs in the right hand side of the equalities are replaced by their transforms.

There is a standard argument to define $(D, c)$ so that $\text{Sing}(D, c)$ is the right hand side in A), or in B), and that such equality is preserved by transformations as in **P2** (see Exercise 14.4 in [20]).
4.30. It will be shown in Section 5, that the functions \( t(em)^{(d)} \) can be defined for embedded general basic objects.

**Theorem 4.31 (Descending property of \( t^{(d)}(em) \) for embedded general basic objects).** Let \( (\mathcal{F}, (N_0, E_0')) \) and \( E_0' = (E_0')^+ \cup (E_0')^- \) define a general basic object of dimension \( d \), and let \( (\mathcal{F}', (N_r, E'_r)) \) and \( E'_r = (E'_r)^+ \cup (E'_r)^- \) be defined by a sequence of transformations as in (4.28.1). Then \( (\mathcal{F}, \max(t(em)_r^{(d)}), (N_r, E'_r)) \) is equivalent to a tame embedded assignment of dimension \( d \), defined over \((N_r, (E'_r)^+)\).

5. Adaptability of the inductive function \( t \) and resolution of singularities.

5.1. Summarizing the previous discussion. We want to prove that resolution of singularities grows from resolution of basic objects, subjects to the condition that the later is compatible with Hironaka’s notion of equivalence (see Definition 2.14). In 3.12 and in 3.11 we introduce the notions of embedded and of tamely embedded basic objects, respectively. Finally these two notions led us to the notions of embedded general basic objects in 3.13 (and tamely embedded in 3.13, B)). This extension requires some patching which we discuss below.

The functions \( t^{(d)} \) and \( t(em)^{(d)} \) were studied in the setting of embedded basic objects. We show now that:

I) The inductive function \( t^{(d)} \) can be defined for any tamely embedded general basic object. And a resolution is attained (essentially) in terms of \( t^{(d)}, t^{(d-1)}, \ldots \).

II) The function \( t(em)^{(d)} \) can be defined for any embedded general basic object. And it allows us to reduce the resolution of embedded general basic objects to that of tamely embedded general basic objects. Resolution of embedded general basic objects of dimension \( d \) is obtained (essentially) in terms of \( t(em)^{(d)}, t^{(d)}, t^{(d-1)}, \ldots, t^{(1)} \).

These two results will be discussed in Case 0). Some more generality will be needed to come from resolution of general basic objects to resolution of singularities. This is discussed in Case 1 and Case 2. The point is that we have defined the notion of general basic objects making use of an embedding in a smooth scheme \( N \) and more precisely as an assignment of closed sets on, say \((N, E)\), where \( E \) are hypersurfaces in \( N \) with only normal crossings. A property of constructive resolution of singularities is that one can easily adapt it so that it provides a resolution of singularities which is independent of the embedding: Suppose that a reduced scheme \( X \) is embedded in two different smooth schemes, say \( X \subset N \) and \( X \subset M \), where \( N \) and \( M \) may have different dimension. The problem of resolution of singularities of \( X \) will lead us to that of constructing a resolution of a general basic object over \( N \), on the one hand, and that of constructing a resolution of a general basic object over \( M \), on the other. So we will want to know that the two general basic objects, embedded in different spaces, undergo the same constructive resolution. Precise statements of these facts are discussed in cases 1) and 2).

5.2. Case 0: Two basic object and the same embedding. Fix, as in 3.12, a smooth scheme \( N_0 \), a set \( E_0' \) of hypersurfaces with normal crossings at \( N_0 \), together with a partition in two disjoint sets: say \((E_0')^+ \) and \((E_0')^- \). Assume now that there are two closed immersions \( W_0 \subset N_0 \), and \( V_0 \subset N_0 \) of smooth schemes, both \( W_0 \) and \( V_0 \) of the same dimension \( d \).
Moreover, suppose that there are two basic objects, say $\mathcal{B} = (W_0, (J_0, b), E_0)$, and $\mathcal{B}' = (V_0, (K_0, d), F_0)$, so that $E_0 = (E_0')^+ \cap W_0$ and $F_0 = (E_0')^+ \cap V_0$.

Assume finally that both basic objects $\mathcal{B}$ and $\mathcal{B}'$ define the same assignment of closed sets over $(N_0, E_0')$, say $(\mathcal{F}, (N_0, E_0'))$.

Strictly speaking, our proof in 6.1 will show that Hironaka’s functions order, introduced in (2.21.1), coincide for two weakly equivalent basic objects say, $(W_0, (J_0, b), E_0)$ and $(W_0, (K_0, d), E_0)$ (both with the same $(W_0, E_0)$, which is not the case in our setting). And the main argument in such proof is that two such basic objects define the same closed sets. If we expect to argue similarly in our context, in which $\text{Sing}(W_0, E_0)$ is a closed set in $W_0$ and $\text{Sing}(K_0, d)$ is a closed set in $V_0$ then, in principle, it makes no sense to say that two closed sets in different spaces are the same.

We overcome this difficulty simply by viewing them as the same closed set in $N_0$. This suffices to show that Hironaka’s function order is well defined on a $d$-dimensional general basic object $(\mathcal{F}, (N_0, E_0'))$ (see Theorem 3.14). So in this case we do not want to disregard the embedding in $N_0$, because its is through this embedding that $(W_0, (J_0, b), E_0)$, and $(V_0, (K_0, d), F_0)$ define the same closed sets (see Corollary 2.22).

The previous discussion already ensures that the functions $t^{(d)}(\text{em})$ are well defined for the embedded basic object $(\mathcal{F}, (N_0, E_0'))$ and its transforms, independently of the choice of $(W_0, (J_0, b), E_0)$ or $(V_0, (K_0, d), F_0)$.

In the particular case in which the embedded basic objects are tame (3.11) (namely, if $(E_0')^+ = \emptyset$) a similar argument proves that the inductive function $t^{(d)}$ is well defined on $(\mathcal{F}, (N_0, E_0'))$ and its transforms (they are the same independently of the choice of $(W_0, (J_0, b), E_0)$ or $(V_0, (K_0, d), F_0)$ and their transforms).

Theorem 4.29 says that after a suitable sequence of, say $r$ transformations,

$$(\mathcal{F}_r(\text{max} t(\text{em})^{(d)}), (N_r, E_r'))$$

is equivalent to:

1) a tamely embedded basic object of dimension $d$, defined over $(N_r, (E_r')^+)$ by a basic object $(W_r, (D_r, b), E_r)$, where $E_r = W_r \cap (E_r')^+$.

2) a tamely embedded basic object of dimension $d$, defined over $(N_r, (E_r')^+)$ by a basic object $(V_r, (G_r, c), F_r)$, where $F_r = V_r \cap (E_r')^+$.

We claim now that the resolution of the $d$-dimensional basic objects $(W_r, (D_r, b), E_r)$ and that of $(V_r, (G_r, c), F_r)$ define the same sequence of transformations over $(N_r, (E_r')^+)$.

We argue again as before. Here $\text{Max} t(\text{em})^{(d)} = \text{Sing}(D_r, b) = \text{Sing}(G_r, c)$ and the same holds for transformations on centers included in $\text{Max} t(\text{em})^{(d)}$, $r' \geq r$.

Again, these two $d$-dimensional basic objects define the same closed sets if we view them in $(N_r, (E_r')^+)$ (or in a transform $(N_{r'}, (E_{r'}')^+)$, $r' \geq r$). So both basic objects give rise now to the same tamely embedded basic object, namely $(\mathcal{F}_r(\text{max} t(\text{em})^{(d)}), (N_r, (E_r')^+))$, of dimension $d$.

The previous discussion also applies to shows that the inductive functions $t^{(d)}$ are defined for tamely embedded general basic objects. As these inductive functions are well defined, the closed sets $\text{Max} t^{(d)}$ are well defined. Now the theorems of the inductive property of the functions $t^{(d)}$ apply again, and defines now a $d - 1$ dimensional tamely embedded general basic object. These leads to a full resolution of $(\mathcal{F}_r(\text{max} t(\text{em})^{(d)}), (N_r, (E_r')^+))$, which is defined, by induction on $d$, essentially in terms of the inductive functions, namely $t^{(d)}$, $t^{(d-1)}$, ..., $t^{(0)}$. Here each $t^{(d-i)}$ is applied on a $(d - i)$-dimensional tamely embedded general basic object, and a $(d - i - 1)$-dimensional tamely embedded general basic object is defined by max $t^{(d-i)}$. 

---

A. BENITO, S. ENCINAS AND O. E. VILLAMAYOR U.
5.3. Case 1: A same basic object and two different embeddings. In the definition of an embedded basic object \((F, (N_0, E'_0))\) in 3.12 we fix

1. \((N_0, E'_0)\), and a decomposition \(E'_0 = (E'_0)^+ \cup (E'_0)^-\),
2. a closed embedding \(W_0 \subset N_0\) and a basic object \((W_0, (J_0, b), E_0)\), where \((E'_0)^+ \cap W_0 = E_0\).

Suppose that another assignment, say \((G, (M_0, F'_0))\), is defined by

1. \((M_0, F'_0)\), and a decomposition \(F'_0 = (F'_0)^+ \cup (F'_0)^-\),
2. a closed embedding \(W_0 \subset M_0\) and \((W_0, (J_0, b), E_0)\), where \((E'_0)^+ \cap W_0 = E_0\).

Note that both make use of the same \((W_0, (J_0, b), E_0)\). Moreover, quite often this situation arises together with a natural bijection of hypersurfaces in \((E'_0)^+\) with those in \((F'_0)^+\), and a bijection of hypersurfaces in \((E'_0)^-\) with those in \((F'_0)^-\), in such a way that the functions \(t(\text{em})\) naturally coincide. For example, take \((W_0, (J_0, b), E_0)\) with \(E_0 = \emptyset\), and two different closed embeddings: say \(W_0 \subset N_0\) and \(W_0 \subset M_0\) in arbitrary smooth schemes.

A sequence of blow-ups over \((W_0, (J_0, b), E_0 = \emptyset)\), say

\[
\begin{align*}
(J_0, b) & \quad \pi_{y_0} \quad (J_1, b) \quad \pi_{y_1} \quad \ldots \quad \pi_{y_{k_0} - 1} \quad (J_{k_0}, b) \\
(W_0, \emptyset) & \quad \leftarrow (W_1, E_1) \quad \leftarrow (W_2, E_2) \quad \leftarrow \quad \ldots \quad \leftarrow (W_{k_0}, E_{k_0})
\end{align*}
\]

defines, via the two immersions, two sequences, say

\[
\begin{align*}
(J_0, b) & \quad \pi_{y_0} \quad (J_1, b) \quad \pi_{y_1} \quad \ldots \quad \pi_{y_{k_0} - 1} \quad (J_{k_0}, b) \\
(W_0, \emptyset) & \quad \leftarrow (W_1, E'_1) \quad \leftarrow (W_2, E'_2) \quad \leftarrow \quad \ldots \quad \leftarrow (W_{k_0}, E'_{k_0})
\end{align*}
\]

and

\[
\begin{align*}
(J_0, b) & \quad \pi_{y_0} \quad (J_1, b) \quad \pi_{y_1} \quad \ldots \quad \pi_{y_{k_0} - 1} \quad (J_{k_0}, b) \\
(W_0, \emptyset) & \quad \leftarrow (W_1, F'_1) \quad \leftarrow (W_2, F'_2) \quad \leftarrow \quad \ldots \quad \leftarrow (W_{k_0}, F'_{k_0})
\end{align*}
\]

Now we obtain two inclusions, say: \(W_{k_0} \subset N_{k_0}\) and \(W_{k_0} \subset M_{k_0}\), and two different assignments defined by:

1. \((W_{k_0}, (J_{k_0}, b), E_{k_0})\) and \((N_{k_0}, E'_0)\),
2. \((W_{k_0}, (J_{k_0}, b), E_{k_0})\) and \((M_{k_0}, F'_0)\).

Each exceptional hypersurface arises from a blow-up. This provides a natural correspondence of hypersurfaces in \(E'_{k_0}\) (in \(N_{k_0}\)) with hypersurfaces in \(F'_{k_0}\) (in \(M_{k_0}\)).

These last two embedded basic objects are tame. But we can also modify them so as to be non-tame. For example by taking

1. \((W_{k_0}, (J_{k_0}, b), \emptyset)\) and \((N_{k_0}, E'_0)\),
2. \((W_{k_0}, (J_{k_0}, b), \emptyset)\) and \((M_{k_0}, F'_0)\),

where now both are in the setting of 4.16: each is an immersion which is not tame.

Let \((F, (N_{k_0}, E'_{k_0}))\) denote the first assignment and let \((G, (M_{k_0}, F'_{k_0}))\) denote the second where now both are non-tame. One check that this is a situation in which the functions \(t(\text{em})^{(d)}\) (\(d = \dim W_0\)) are the same both for \((F, (N_{k_0}, E'_{k_0}))\), for \((G, (M_{k_0}, F'_{k_0}))\), and for simultaneous transforms.

Following the notation of Theorem 4.29, this leads, on the one hand to \((F_{k_0} (\max t(\text{em})^{(d)}_{k_0})), (N_{k_0}, E'_0))\), and, on the other hand to \((F_{k_0} (\max t(\text{em})^{(d)}_{k_0}), (M_{k_0}, F'_0))\). The theorem asserts that both are now tamely embedded basic objects of dimension \(d = \dim (W_{k_0})\), and both defined by basic objects on \(W_{k_0}\).

Proposition 4.14 ensures that these two tamely embedded basic object define two basic objects on \(W_{k_0}\) which are weakly equivalent. For the resolution of a tamely embedded basic object we make use of the function \(t^{(d)}\). In this case the descending
properties in Theorem 4.24 says that the \((F_{k_0}(\max t_{k_0}^{(d)}), (N_{k_0}, E'_{k_0}))\) defines a general basic object on \(W_{k_0}\), and also \((F_{k_0}(\max t_{k_0}^{(d)}), (M_{k_0}, F'_{k_0}))\) defines a basic object on \(W_{k_0}\), and both are weakly equivalent. So both \((F_{k_0}(\max t(\text{em})_{k_0}^{(d)}), (N_{k_0}, E'_{k_0}))\) and \((F_{k_0}(\max t(\text{em})_{k_0}^{(d)}), (M_{k_0}, F'_{k_0}))\) lead to the same non-embedded \(d\)-dimensional general basic object on \(W_{k_0}\). And here it makes sense to say that the two assignments \((F_{k_0}(\max t(\text{em})_{k_0}^{(d)}), (N_{k_0}, E'_{k_0}))\) and \((F_{k_0}(\max t(\text{em})_{k_0}^{(d)}), (M_{k_0}, F'_{k_0}))\) are the same, as their closed sets lie as subsets of the same space \((W_{k_0} \text{ or a transform of } W_{k_0})\).

5.4. Case 2: Two different basic objects and two different embeddings.

The problem of resolution of singularities will lead us to this further generalization. The following example illustrates this fact.

Fix a singular reduced scheme \(X_0\) and:

1. a closed embedding \(X_0 \subset W_0\), and
2. a closed embedding \(X_0 \subset V_0\),

where \(V_0\) and \(W_0\) are smooth schemes which might have different dimension.

Hironaka says that (after taking suitable étale neighborhoods), there are two basic objects:

\[
\begin{align*}
(1') & \quad (W_0, (J_0, b), \emptyset), \\
(2') & \quad (V_0, (K_0, c), \emptyset),
\end{align*}
\]

and satisfying the following conditions: Here \((1')\) defines an assignment of closed sets, say \((F, (W_0, \emptyset))\), and \((2')\) defines \((G, (V_0, \emptyset))\). The closed set assigned to \(W_0\), and to \(V_0\), is the Hilbert-Samuel stratum of \(X_0\). The embedded dimension (and also the dimension) of \(X_0\) locally at any closed point in the Hilbert stratum is constant. Take \(d\) to be, for example, the dimension. Then Theorem 3.16 says that both \((F, (W_0, \emptyset))\) and \((G, (V_0, \emptyset))\) have a structure of \(d\)-dimensional general basic objects. Actually both are tame in this case as the second coordinates are \(\emptyset\).

The closed set defined by \((F_{0}, (W_0, \emptyset))\) and by \((G_{0}, (V_0, \emptyset))\) are \(\text{Sing}(J_0, b)\) and \(\text{Sing}(K_0, c)\) which we naturally identify with the Hilbert-Samuel stratum of \(X_0\). The same holds for transformations.

As both are general basic objects of the same dimension \(d\), 6.1 will show that there is a well defined function

\[
\text{ord}^{(d)} : \text{Sing}(J_0, b) \to \mathbb{Q} \quad \text{and} \quad \text{ord}^{(d)} : \text{Sing}(K_0, d) \to \mathbb{Q},
\]

which coincide as functions on the Hilbert stratum. The same will hold if we take a common sequence of blow-ups as both are the basic objects corresponding to the highest Hilbert Samuel function of \(X_0\) and its transforms. So the inductive functions \(t^{(d)}\) will coincide via this identification, and moreover, if

\[
\begin{align*}
F_{0} & \quad (W_0, E'_0 = \emptyset) \quad \quad \quad F_{1} \quad (W_1, E'_1) \quad \quad \quad \quad \quad F_{k_0} \quad (W_{k_0}, E'_{k_0}) \\
\end{align*}
\]

and

\[
\begin{align*}
G_{0} & \quad (V_0, F'_0 = \emptyset) \quad \quad \quad G_{1} \quad (V_1, F'_1) \quad \quad \quad \quad \quad G_{k_0} \quad (V_{k_0}, F'_{k_0}) \\
\end{align*}
\]

are the resolutions defined by blowing up at the maximum of the functions (essentially \(t^{(d)}, t^{(d-1)}, \ldots, t^{(1)}\)), they both induce a sequence of blow-ups over \(X_0\), say

\[
\begin{align*}
X_0 & \quad \xleftarrow{\pi_{v_0}} X_1 \quad \xleftarrow{\pi_{v_1}} \quad \ldots \quad \xleftarrow{\pi_{v_{k_0-1}}} X_{k_0},
\end{align*}
\]
together with closed immersions $X_i \subset W_i$, and $X_i \subset V_i$. In fact, for each index $i$, centers $Y_i$ in (5.4.1) and in (5.4.2) coincide as subsets of the Hilbert-Samuel stratum of $X_i$. Note that $Y_i$ arises as the maximum of a function defined in terms of the inductive functions $t^{(d)}$, $t^{(d-1)}$, . . . . Moreover:

- $\max HS_{X_0} = \max HS_{X_{k_0}} = \cdots = \max HS_{X_{k_{0-1}}} > \max HS_{X_{k_0}}$.
- There are closed immersions $X_{k_0} \subset W_{k_0}$, $X_{k_0} \subset V_{k_0}$, and a natural correspondence between $E'_{k_0}$ and $F'_{k_0}$ as discussed in Case 1).

Hironaka says that (after taking suitable étale neighborhoods), there are two basic objects:

- $(1') (W_{k_0}, (J_{k_0}, b'), E'_{k_0})$,
- $(2') (V_{k_0}, (K_{k_0}, c'), F'_{k_0})$,

where $(1')$ defines an assignment of closed sets, say $(\mathcal{F}_{k_0}, (W_{k_0}, E'_{k_0}))$ and $(2')$ defines $(\mathcal{G}_{k_0}, (V_{k_0}, F'_{k_0}))$ both attached to the Hilbert-Samuel stratum of $X_{k_0}$.

Take $d$ to be the dimension of $X_{k_0}$ at any closed point of the stratum. Then Theorem 3.16 says both $(\mathcal{F}_{k_0}, (W_{k_0}, E'_{k_0}))$ and $(\mathcal{G}_{k_0}, (V_{k_0}, F'_{k_0}))$ are $d$-dimensional general basic objects. In addition there is a natural bijection of $E'_{k_0}$ with $F'_{k_0}$. Set $(E'_{k_0})^{-} = E'_{k_0}$ and $(F'_{k_0})^{-} = F'_{k_0}$.

As both are general basic objects of the same dimension $d$, the previous discussion, and that in Case 1), show that the inductive functions $t(em)^{(d)}$ will coincide via this identification, and moreover, if

\[ (5.4.4) \quad \mathcal{F}_{k_0} \quad (W_{k_0}, E'_{k_0}) \quad \mathcal{F}_{k_0+1} \quad (W_{k_0+1}, E'_{k_0+1}) \quad \cdots \quad \mathcal{F}_{k_1} \quad (W_{k_1}, E'_{k_1}) \]

and

\[ (5.4.5) \quad \mathcal{G}_{k_0} \quad (V_{k_0}, F'_{k_0}) \quad \mathcal{G}_{k_0+1} \quad (V_{k_0+1}, F'_{k_0+1}) \quad \cdots \quad \mathcal{G}_{k_1} \quad (V_{k_1}, F'_{k_1}) \]

are the resolutions defined by blowing up at centers included in the maximum of the functions, they both induce a sequence of blow-ups over $X_{k_0}$, say

\[ (5.4.6) \quad X_{k_0} \xrightarrow{\pi_{k_0}} X_{k_0+1} \xrightarrow{\pi_{k_0+1}} \cdots \xrightarrow{\pi_{k_1}} X_{k_1} \]

together with closed immersions $X_i \subset W_i$, and $X_i \subset V_i$. In fact, for each index $i$, centers $Y_i$ in (5.4.4) and in (5.4.5) coincide as subsets of the Hilbert-Samuel stratum of $X_i$. Note that $Y_i$ arises as the maximum of a function defined in terms of the function $t(em)^{(d)}$ (see Case 1)), and the inductive functions $t^{(d)}$, $t^{(d-1)}$, . . . . Moreover:

- $\max HS_{X_0} = \max HS_{X_{k_0+1}} = \cdots = \max HS_{X_{k_1-1}} > \max HS_{X_{k_1}}$.
- There are closed immersions $X_{k_1} \subset W_{k_1}$, $X_{k_1} \subset V_{k_1}$, and a natural correspondence between $E'_{k_1}$ and $F'_{k_1}$ as discussed in Case 1).

so again we set $(E'_{k_1})^{-} = E'_{k_1}$ and $(F'_{k_1})^{-} = F'_{k_1}$ and repeat the previous argument.

Finally, Hironaka proves that a sequence of transformations as above, so that

\[ \max HS_{X_0} > \max HS_{X_{k_0+1}} > \max HS_{X_{k_1}} > \ldots \]

leads to a resolution of singularities of $X_0$ if it is reduced, since $\max HS_{X}$ cannot decrease infinitely many times.

5.5. Constructive resolution. We first address the constructive resolution of a basic objects $\mathcal{B}_0 = (W_0, (J_0, b), E_0)$ as stated in 2.8. It also applies to tame embedded general basic objects.
DEFINITION 5.6. Set $T^d = \{\infty\} \cup (\mathbb{Q} \times \mathbb{Z}) \cup \Gamma$ where this disjoint union is totally ordered by setting that $\infty$ is the biggest element, $(\mathbb{Q} \times \mathbb{Z})$ is ordered by the lexicographic order, and that $\alpha < \beta$ if $\beta \in (\mathbb{Q} \times \mathbb{Z})$ and $\alpha \in \Gamma$ (see (4.9.4)). Set now $I_d = T^d \times I_{d-1}$ ordered lexicographically, and define $g^d_t : \text{Sing}(J_r, b) \to I_d$.

(i) If $\max w$-ord$_t = 0$: $g^d_t(x) = (h(x), \infty_{d-1})$ (see (4.9.4)).

(ii) If $\max w$-ord$_t > 0$, then it will be enough to define the function for $x \in \text{Max} t^{(d)}_r(\subset \text{Sing}(J_r, b))$ In fact, we will define the resolution function, and hence the resolution sequence, so that centers be included in $\text{Max} t^{(d)}_r$, (see (4.24)), and finally set:

A) $g^d_t(x) = (\max t^{(d)}_r, \infty_{d-1})$ if $x \in R(1)(\text{Max} t^{(d)}_r)$ (see Remark 4.21).

B) $g^d_t(x) = (\max t^{(d)}_r, g^{d-1}_r(x))$, if $x \not\in R(1)(\text{Max} t^{(d)}_r)$, where $g^{d-1}_r(x)$ is defined in accordance to the $(d-1)$-dimensional general basic object attached to $(J', b'')$ (see Theorem 4.24).

The precise definition in this case B) requires some clarification: Assume, by induction, that $I_{d-1}$ has been introduced, and also functions $g^{(d-1)}_r$ which define resolution of $(d-1)$-dimensional general basic objects.

$T^d$ is the totally ordered set introduced for constructive resolution for tame general basic objects, in terms of the functions $g^d_r$. The string of invariants attached to $\text{Max} g^d_r$ looks like:

1) $\max g^d_r = (\alpha_1, \alpha_2, \ldots, \alpha_e, \infty, \infty, \ldots, \infty)$, where $\alpha_i \in (\mathbb{Q} \times \mathbb{Z})$.

2) $\max g^d_r = (\alpha_1, \alpha_2, \ldots, \alpha_e, \gamma, \infty, \infty, \ldots, \infty)$, where $\gamma \in \Gamma$. One can also read the dimension of the canonically defined center $\text{Max} g^d_r$ from this datum (see [7]).

REMARK 5.7. Resolution of a $d$-dimensional reduced scheme over fields of characteristic zero is achieved by setting the totally ordered set $\mathbb{N} \times (\mathbb{Q} \times \mathbb{Z}) \times I_d$, ordered lexicographically, and for any such scheme $X$ set the functions

$$f^{(d)}(x) : (\text{HS}_X(x), t(em)^{(d)}(x), g^{(d)}(x)).$$

Follow the indication in Definition 5.6 for the definition of the third coordinate in terms of the first two coordinates.

The compatibility of the constructive resolution with smooth morphisms in 2.5, follows from:

1. the discussion in 2.16, and
2. the discussion in Remark 4.5 which shows that this property relies entirely on the compatibility of Hironaka’s function ord with smooth morphisms.

6. On Hironaka’s main invariant.

6.1. On Hironaka’s tricks.

Proof of Theorem 2.21. Fix a basic object $B_0 = (W_0, (J_0, b), E_0)$, and set $d = \dim W_0$. Recall that this basic object defines an $d$-dimensional assignment of closed sets $(\mathcal{F}_0, (W_0, E_0))$ by assigning for all local sequence (see Definition 2.13):

$$(6.1.1) \quad \begin{array}{cccc} (J_0, b) & (J_1, b) & \cdots & (J_r, b) \\ (W_0, E_0) & (W_1, E_1) & \cdots & (W_r, E_r) \end{array}$$
closed sets

\[
(6.1.2) \quad \text{Sing}(J_0, b) \quad \text{Sing}(J_1, b) \quad \text{Sing}(J_r, b) \\
(W_0, E_0) \quad (W_1, E_1) \quad \cdots \quad (W_r, E_r)
\]

This is an assignment of closed sets where \( F_i = \text{Sing}(J_i, b) \).

Hironaka indicates that if you consider all possible sequences \((6.1.2)\), then you can find out the rational number \( \nu_{x_0}(J_0) \) at any \( x_0 \in \text{Sing}(J_0, b) \). More precisely, if you consider all sequences \((6.1.2)\) together with points \( x_i \in F_i \), each \( x_i \) mapping to \( x_{i-1} \) (and hence all mapping to \( x_0 \in F_0 \)), then the rational number \( \frac{\nu_{x_0}(J_0)}{b} \) is completely determined by the codimension of \( F_i \) in \( W_i \) locally at \( x_i \), for all sequences as before. In particular, if \( B_0 = (W_0, (J_0, b), E_0) \) and \( B'_0 = (W_0, (K_0, d), E_0) \) are weakly equivalent, then at any point \( x_0 \in \text{Sing}(J_0, b) = \text{Sing}(K_0, d) \),

\[
\frac{\nu_{x_0}(J_0)}{b} = \frac{\nu_{x_0}(K_0)}{d}.
\]

Set \( \nu_{x_0}(J_0) = b' \), so \( \frac{\nu_{x_0}(J_0)}{b} = \frac{b'}{b} \).

**Assume first that \( x_0 \) is closed.** Define

\[
W_0 \xleftarrow{z_0} W_1 = W_0 \times \mathbb{A}^1_b
\]
as the projection, so the fiber over \( x_0 \) is a line, say \( L_1 = \{x_0\} \times \mathbb{A}^1_b \). Set \( x_1 = (x_0, 0) \in L_1 \). Here \( \pi_1 \) is smooth and defines, by taking pull-backs:

\[
(6.1.3) \quad (J_0, b) \quad (J_1, b) \\
(W_0, E_0) \quad (W_1, E_1)
\]

Now \( x_1 \) is a closed point on the line \( L_1 \), and we define, for any integer \( N \), a sequence

\[
(6.1.4) \quad (W_1, E_1) \xleftarrow{\pi_1} (W_2, E_2) \xleftarrow{\pi_2} \cdots \xleftarrow{\pi_{N-1}} (W_N, E_N)
\]
defined as follows: Let \( \pi_1 \) be the blow-up at \( x_1 \).

For any index \( i > 1 \), set \( H_i \) the exceptional locus of \( \pi_{i-1} \), \( L_i \) the strict transform of \( L_{i-1} \) and \( x_i = L_i \cap H_i \), finally define \( \pi_i \) as the blow-up at the closed point \( x_i \).

In our example \( x_1 \in L_1 \subset \text{Sing}(J_1, b) \). One can check by induction that for any index \( i, x_i \in L_1 \subset \text{Sing}(J_i, b) \). So the sequence \((6.1.4)\) induces

\[
(6.1.5) \quad (J_0, b) \quad (J_1, b) \quad (J_N, b) \\
(W_0, E_0) \quad (W_1, E_1) \quad (W_N, E_N)
\]

and closed sets

\[
(6.1.6) \quad \text{Sing}(J_0, b) \quad \text{Sing}(J_1, b) \quad \text{Sing}(J_N, b) \\
(W_0, E_0) \quad (W_1, E_1) \quad (W_N, E_N)
\]

Now check that locally at \( x_N \):

\[
(6.1.7) \quad J_N = I(H_N)^{(N-1)(b'-b)} J_N.
\]

Recall that \( \dim W_0 = d \), so

\[
\dim W_1 = \dim W_2 = \cdots = \dim W_N = d + 1.
\]
Set \( F_N = \text{Sing}(J_N, b) \). Note that \( \dim F_N \leq d \). Formula (6.1.7) says that

\[
(N - 1)(b' - b) \geq b \iff \dim (F_N \cap H_N) = d \iff H_N \subset F_N.
\]

Note that \( b' - b = 0 \) (i.e. \( \frac{b'}{b} = 1 \)) if and only if for all \( N \), \( \dim (F_N \cap H_N) < d \) (a formula that involves only the assignment of closed sets \( (F_0, (W_0, E_0)) \) defined by \( B_0 \)).

On the other hand, if \( b' - b > 0 \), for any integer \( N \) big enough \( H_N \subset F_N \), we may define a blow-up \( \pi_N \) with center \( Y_N = H_N \):

\[
(J_N, b) \quad (J_{N+1}, b) \quad (J_{N+2}, b) \quad \ldots \quad (J_N, b)
\]

\[
(W_N, E_N) \quad \pi_N (W_{N+1}, E_{N+1}) \quad \pi_{N+1} (W_{N+2}, E_{N+2}) \quad \pi_{N+2} (W_{N+3}, E_{N+3})
\]

Note that \( H_N \subset W_N \) is a hypersurface and the blow-up at a hypersurface is an isomorphism, so \( W_N \) may be identified with \( W_{N+1} \), \( H_N \) with the exceptional locus of \( \pi_N \), say \( H_{N+1} \), and \( x_N \) with a unique point, say \( x_{N+1} \in W_{N+1} \). Note that locally at \( x_{N+1} \)

\[
J_{N+1} = I(H_{N+1})^{(N-1)(b'-b)-b} \cdot J_{N+1}.
\]

Set \( F_{N+1} = \text{Sing}(J_{N+1}, b) \) and note that

\[
(N - 1)(b' - b) b \iff \dim (F_{N+1} \cap H_{N+1}) = d \iff H_{N+1} \subset F_{N+1}.
\]

If these equivalent conditions hold we may blow-up again along the hypersurface \( H_{N+1} \). So, whenever possible, set

\[
(J_N, b) \quad (J_{N+1}, b) \quad (J_{N+2}, b) \quad \ldots \quad (J_{N+S}, b)
\]

\[
(W_N, E_N) \quad \pi_N (W_{N+1}, E_{N+1}) \quad \pi_{N+1} (W_{N+2}, E_{N+2}) \quad \ldots \quad \pi_{N+S-1} (W_{N+S}, E_{N+S})
\]

by blowing-up the same hypersurface. One can check that locally at \( x_{N+S} \) (mapping to \( x_N \) via the identity map):

\[
J_{N+S} = I(H_{N+S})^{(N-1)(b'-b)-b} \cdot J_{N+S}.
\]

Now sequences (6.1.5) and (6.1.10) induce a sequence over the assignment of closed sets \( (F_0, (W_0, E_0)) \):

\[
(F_0, (W_0, E_0)) \quad (F_1, (W_1, E_1)) \quad \ldots \quad (F_N, (W_N, E_N)) \quad \ldots \quad (F_{N+S}, (W_{N+S}, E_{N+S}))
\]

where \( F_i = \text{Sing}(J_i, b) \) for \( i = 0, 1, \ldots , N + S \).

Finally the sequence (6.1.11) can be defined if and only if:

\[
(N - 1)(b' - b) - (S - 1)b \geq b \iff (N - 1)(b' - b) \geq Sb \iff S \leq \left\lfloor \frac{(N - 1)(b' - b)}{b} \right\rfloor = \left\lfloor \frac{(N - 1)(b' - 1)}{b} \right\rfloor.
\]

where \( \lfloor \cdot \rfloor \) denotes the integer part.
This means that, for a fixed integer \( N \), \( \left\lfloor (N - 1) \frac{b'}{b} - 1 \right\rfloor \) is the biggest integer \( S \) so that (6.1.11) is defined. Thus for any integer \( N \) the integer \( \left\lfloor (N - 1) \frac{b'}{b} - 1 \right\rfloor \) is determined by the assignment of closed sets defined by \( B_0 \). Finally note that

\[
\frac{\nu_0(J_0)}{b} - 1 = \frac{b'}{b} - 1 = \lim_{N \to \infty} \frac{1}{N - 1} \left( (N - 1) \frac{b'}{b} - 1 \right).
\]

In particular the rational number \( \frac{\nu_0(J_0)}{b} \) is defined in terms of the assignment of closed sets defined by \( B_0 \). Finally note that

\[
\nu_x(J_0^0)_{\text{b} - 1} = \nu_x(J_1^0)_{\text{b} - 1} = \lim_{N \to \infty} \frac{1}{N - 1} \left( (N - 1) \frac{b'}{b} - 1 \right).
\]

Suppose now that \( x_0 \) is not closed. In this case restrict \( W_0 \) to an open subset so that the closure of \( x_0 \) is a smooth scheme, say \( Y_0 \), which has normal crossings with \( E_0 \). Define, as before

\[
W_0 \xleftarrow{\pi_1} W_1 = W_0 \times \mathbb{A}_k^1
\]
as the projection, so the fiber over \( Y_0 \) is a smooth subscheme, say \( L_1 = \{ Y_0 \} \times \mathbb{A}_k^1 \). Set \( Y_1 = (Y_0, 0) \subset L_1 \).

As \( \pi_0 \) is smooth, define as before:

\[
\frac{(J_0, b)}{(W_0, E_0)} \xleftarrow{\pi_{Y_1}} \frac{(J_1, b)}{(W_1, E_1)}
\]

\( Y_1 \) is a smooth subscheme in \( L_1 \) and a permissible center \( Y_1 \subset \text{Sing}(J_1, b) \). We define, for any integer \( N \), a sequence

\[
\frac{(W_1, E_1)}{\cdots} \xleftarrow{\pi_{Y_1}} \frac{(W_2, E_2)}{\cdots} \xleftarrow{\pi_{Y_1}} \cdots \xleftarrow{\pi_{Y_1}} \frac{(W_N, E_N)}{\cdots}
\]
defined as follows: Let \( \pi_1 \) be the blow-up at \( Y_1 \). For all index \( i > 1 \), set \( H_i \) the exceptional locus of \( \pi_{Y_1} \), \( L_i \) the strict transform of \( L_{i - 1} \) and \( Y_i = L_i \cap H_i \), finally define \( \pi_i \) as the blow-up at \( Y_i \) which turns to be a permissible center \( Y_i \subset \text{Sing}(J_i, b) \). The extension of the previous discussion to this context is now straightforward.

REFERENCES

[4] E. Bierstone and P. Milman, Canonical desingularization in characteristic zero by blowing-up the maxi-


