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Data recovery on a manifold is an important problem in many applications. Many such problems, e.g. compressive sensing, involve solving a system of linear equations knowing that the unknowns lie on a known manifold. The aim of this paper is to survey theoretical results and numerical algorithms about the recovery of signals lying on a manifold from linear measurements. Particularly, we focus on the case where signals lying on an algebraic variety. We first introduce the tools from algebraic geometry which plays an important role in studying the minimal measurement number and also show its applications. We finally introduce the numerical algorithms for solving it.
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1. Introduction

Solving systems of linear equations $Ax = b$ is ubiquitous in all areas of science and engineering. This problem has been well studied even before Gauss introduced the Gaussian elimination method. Thus one may even wonder whether there is anything we don’t already know about solving a system of linear equations.

Traditional systems of linear equations typically assume that the number of equations is no less than the number of unknowns. Failing it we have an under-determined system of linear equations where the solution will not
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be unique. Solving an under-determined system would require additional regularization. However, in recent years there has been an explosion in the study of compressive sensing where under the condition of sparsity one may solve a significantly under-determined system of linear equations, see e.g. [1, 2, 3] among the vast literature.

It turns out that there is a more general framework in which an under-determined system of linear equations can be solved, namely we know a priori that the solution to the system lies on certain subset of the Euclidean space. For example, often the solution may lie on a lower dimensional manifold. There are many applications under this general framework, and here we list some of the best known ones.

**Example 1: phase retrieval**

The classical phase retrieval problem concerns the reconstruction of a function (typically the density or structure function of certain material) from the magnitude of its Fourier transform (X-ray diffraction). In recent years this problem has been broadened to encompass all problems involving the recovery of a function or signal from the magnitude of its samples (usually linear samples). Such problems arise in many important applications in imaging, optics, communication, audio signal processing and more [4, 5, 6, 7, 8, 9, 10].

The precise statement of the phase retrieval problem in this setting is:

**The Phase Retrieval Problem.** Let \( \{f_j\}_{j=1}^N \) be a set of vectors in \( \mathbb{F}^d \), where \( \mathbb{F} = \mathbb{C} \) or \( \mathbb{R} \). Can we reconstruct any \( x \in \mathbb{F}^d \) up to a unimodular scalar from \( \{|\langle x, f_j \rangle|^2\} \), and if so, how?

We say that \( \{f_j\}_{j=1}^N \) in \( \mathbb{F}^d \) have the phase retrieval property, or are phase retrievable, if any \( x \in \mathbb{F}^d \) can be recovered up to a unimodular scalar from \( \{|\langle x, f_j \rangle|^2\} \).

Note that in phase retrieval one cannot distinguish \( x \) from \( cx \), where \( c \) is a unimodular constant in \( \mathbb{F} \). This ambiguity can be removed by reformulating the phase retrieval problem as recovering the rank one Hermitian matrix \( X = xx^* \in \mathbb{F}^{d \times d} \). Given the magnitude measurements \( |\langle x, f_j \rangle|^2 = b_j \), \( j = 1, \ldots, N \), set \( F_j = f_j f_j^* \). Then we have

\[
(1.1) \quad b_j = |\langle x, f_j \rangle|^2 = x^* f_j f_j^* x = \text{tr}(x^* F_j x) = \text{tr}(F_j X), \quad j = 1, \ldots, N.
\]

Thus the phase retrieval problem is an example of a system of linear equations \( L(X) = b \) where \( X \in \mathbb{F}^{d \times d} \) is a rank one Hermitian matrix.
A more general version of the phase retrieval problem is to recover a vector \( x \in \mathbb{F}^d \) from a finite number of quadratic measurements \( \{ x^* A_j x \}_{j=1}^N \) where each \( A_j \) is a Hermitian matrix in \( \mathbb{F}^{d \times d} \). Again, we say a set of Hermitian matrices \( \{ A_j \}_{j=1}^N \) in \( \mathbb{F}^{d \times d} \) have the phase retrieval property if any \( x \in \mathbb{F}^d \) can be recovered up to a unimodular scalar from the quadratic measurements \( \{ x^* A_j x \}_{j=1}^N \). This generalized version is studied in [11], and in special cases such as for orthogonal projection matrices \( \{ A_j \}_{j=1}^N \) in other papers [8, 10, 12]. Let \( b_j = x^* A_j x \) and \( X = xx^* \). Then we have similarly

\[
(1.2) \quad b_j = x^* A_j x = \text{tr}(x^* A_j x) = \text{tr}(A_j X), \quad j = 1, \ldots, N.
\]

Like the original phase retrieval problem, the generalized phase retrieval problem also solves a system of linear equations where the unknown \( X \) is a rank one Hermitian matrix.

**Example 2: low rank matrix recovery**

The matrix recovery problem is an active topic recently. The general formulation of the problem is that there is a \( X \in \mathbb{F}^{p \times q} \) where \( \mathbb{F} = \mathbb{R} \) or \( \mathbb{C} \) and we are given some measurements (also called samples) of \( X \). We would like to recover the matrix \( X \) from those measurements or samples. Matrix recovery is widely used in image processing, system identification and control, Euclidean embedding, and recommender systems (see [15, 16, 17]). We state the problem as follows: For \( 1 \leq j \leq N \) let \( L_j : \mathbb{F}^{p \times q} \rightarrow \mathbb{F} \) be linear functions, where \( \mathbb{F} = \mathbb{R} \) or \( \mathbb{C} \). Suppose that for an \( X \in \mathbb{F}^{p \times q} \) with rank(\( X \)) \( \leq r \) we are given the values \( L_j(X) \) for \( 1 \leq j \leq N \). The question is: can we recover \( X \)? This problem is another example of solving a system of linear equations \( L_j(X) = b \) where \( X \in \mathbb{F}^{p \times q} \), but with the a priori knowledge that \( X \) is in the manifold consisting of rank \( r \) or less matrices. Note that we can always represent the linear function \( L_j \) by \( L_j(X) = \text{tr}(A_j^T X) \) for some \( A_j \in \mathbb{F}^{d \times d} \).

**Example 3: compressive sensing**

In compressive sensing, we aim to solve a system of linear equations \( A x = b \), where \( A \in \mathbb{F}^{N \times d} \) and \( x \in \mathbb{F}^N \), \( b \in \mathbb{F}^d \) with \( \mathbb{F} = \mathbb{C} \) or \( \mathbb{R} \), with the knowledge that \( x \) being sparse with sparsity \( \| x \|_0 \leq k \ll d \). Here \( \| x \|_0 \) denotes the number of nonzero entries of \( x \) (the sparsity). Let

\[
\mathbb{F}_k^d = \{ x \in \mathbb{F}^d : \| x \|_0 \leq k \}.
\]
Clearly $\mathbb{F}^d_k$ is a finite union of $k$-dimensional subspaces in $\mathbb{F}^d$. Thus compressive sensing is equivalent to solving a system of linear equations where the solution $x$ is known to lie on $\mathbb{F}^d_k$.

**Example 4: the projection retrieval problem**

Assume that we have a real or complex orthogonal projection matrix $P \in \mathbb{F}^{d \times d}$ with rank $r$ which means $P$ satisfies $P^* = P$ and $P^2 = P$. The Projection Retrieval Problem considers the following question: Let $v_1, \ldots, v_N \in \mathbb{F}^d$ be sample points where we measure $\|Pv_j\| = a_j$ for $1 \leq j \leq N$. Can we determine the projection matrix $P$ from these measurements $\{a_j\}_{j=1}^N$?

This problem is related to both phase retrieval and low rank matrix recovery (see [13, 14]). It is also an example of solving a system of linear equations on a manifold. Let $A_j = v_j v_j^*$. Note that $P^2 = P$ and $P^* = P$ from the orthogonal projection property. We have

$$a_j^2 = \|Pv_j\|^2 = v_j^*P^*Pv_j = \text{tr}(v_j^*Pv_j) = \text{tr}(F_j P)$$

for all $j$.

The Projection Retrieval Problem is thus an example of solving a system of linear equations where the unknown $P$ lies on the set of all rank $r$ orthogonal projections.

**Example 5: the missing distance problem**

Consider a set of points $S = \{x_j\}_{j=0}^N$ in $\mathbb{F}^d$ and let $a_{ij} := \|x_i - x_j\|^2$ for all $0 \leq i, j \leq N$. It is well known and easy to show that the values $\{a_{ij}\}$ uniquely determine the point set $S$ up to an Euclidean isometry. The Missing Distance Problem asks whether $S$ can be uniquely determined up to an Euclidean isometry from only a subset of $\{a_{ij}\}$.

The Missing Distance Problem can also be formulated as solving a system of linear equations on a manifold. First through a translation we can normalize the set $S$ by having $x_0 = 0$. Under this normalization let

$$F_S := [x_1, x_2, \ldots, x_N], \quad \text{and} \quad X = F_S^* F_S,$$

i.e. $F_S \in \mathbb{F}^{d \times N}$ has $x_j$ as its $j$-th column. Then the missing distance problem is equivalent to recovering the $N$ by $N$ matrix $X$ from a subset of $\{a_{ij}\}$.

Now observe that $a_{ij} = a_{ji}$ and we have

$$a_{0j} = \|x_j - x_0\|^2 = \|x_j\|^2 = x_{jj} \quad \text{if} \quad j \geq 1,$$
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\[ a_{ij} = \|\mathbf{x}_i - \mathbf{x}_j\|^2 = \mathbf{x}^*_i \mathbf{x}_i + \mathbf{x}^*_j \mathbf{x}_j - \mathbf{x}^*_i \mathbf{x}_j - \mathbf{x}^*_j \mathbf{x}_i = x_{ii} + x_{jj} - x_{ij} - x_{ji} \text{ if } i, j \geq 1. \]

Thus each \( a_{ij} \) is a linear measurement of \( X \), and the Missing Distance Problem is also a problem of solving a system of linear equations where the unknown \( X \in \mathbb{F}^{N \times N} \) is on the manifold of positive semi-definite Hermitian matrices of rank at most \( d \).

In this paper we examine the general problem of recovering an unknown \( X \) on a manifold from a system of its linear measurements, from both the theoretical and computational angle. We assume that \( X \) is in the Euclidean space \( \mathbb{F}^d \) where \( \mathbb{F} = \mathbb{C} \) or \( \mathbb{R} \), and it lies on a lower dimensional manifold \( M \) in \( \mathbb{F}^d \). A main question we ask is whether we can recover \( X \in M \) from a significantly under-determined system of linear measurements. This question, putting in the context of phase retrieval and low rank matrix recovery, is one of the fundamental questions still being actively studied today. Of course with enough measurements, e.g. when the system is not under-determined in \( \mathbb{F}^d \), we can always recover \( X \). So the real question is: Can we still fully recover \( X \in M \) with a significantly reduced number of linear measurements? The answer is yes in many cases. We may also ask a weaker question: Can we recover \( X \) for *almost all* \( X \in M \) (but not all) with even fewer linear measurements? Both questions have been studied for phase retrieval and matrix recovery.

**Definition 1.1.** Let \( M \subset \mathbb{F}^d \) where \( \mathbb{F} = \mathbb{C} \) or \( \mathbb{R} \). Let \( L : \mathbb{F}^d \rightarrow \mathbb{F}^N \) be a linear map. We say \( L \) has the \( M \)-recovery property if \( L \) is injective on \( M \). It has the *almost everywhere* \( M \)-recovery property if for almost every \( X \in M \), we have \( L^{-1}(L(X)) \cap M = \{X\} \).

In other words \( L \) has the \( M \)-recovery property if any \( X \in M \) is uniquely determined by \( L(X) \), and \( L \) has the almost everywhere \( M \)-recovery property if almost all \( X \in M \) is uniquely determined by \( L(X) \). Here the easiest way to define “almost everywhere” and “almost all” is through the Hausdorff measure on \( M \). But since our study only focuses on \( M \) that are “nice” such as manifolds or algebraic varieties there should be no ambiguity.

The theoretical part of this paper studies the following questions: Let \( M \subset \mathbb{F}^d \) where \( \mathbb{F} = \mathbb{C} \) or \( \mathbb{R} \). Let \( L : \mathbb{F}^d \rightarrow \mathbb{F}^N \) be a linear map. How large should \( N \) be so that \( L \) has the \( M \)-recovery property or the almost everywhere \( M \)-recovery property? For example, there is an extensive literature in phase retrieval on choosing the measurement vectors \( \{f_j\} \) to be i.i.d. Gaussian. Here we will provide a framework for answering these questions. For phase retrieval and matrix completion we have developed techniques to
make substantial progress recently [21, 11, 18]. Our goal for this paper is
more appropriately described as the combination of a survey and putting
past work into a more unified framework. We also include some new results,
such as for projection retrieval. On the computational part of this paper,
we present some new techniques developed in [29, 30]. We hope that this
paper will provide useful ideas and techniques to those researchers working
in these aforementioned areas.

2. The algebraic geometry connection

The manifold recovery problem essentially comes down to examining the
intersection of a set of hyperplanes defined by the system of linear equa-
tions with the manifold on which the unknown data lie. This is one of the
classical areas in algebraic geometry, provided that the manifold in question
is an algebraic variety. Fortunately this is precisely the case in most of the
applications we are interested in. For example, for low rank matrix recovery
we are studying recovery on the set \( M \) of all rank \( r \) or less matrices

\[
M_{p \times q, r}(\mathbb{F}) := \left\{ Q \in \mathbb{F}^{p \times q} : \text{rank}(Q) \leq r \right\}, \quad \mathbb{F} = \mathbb{R} \text{ or } \mathbb{C},
\]

which is known as a \textit{determinantal variety} for \( \mathbb{F} = \mathbb{C} \). In our study instead
of considering general manifolds, our manifolds will actually be projective
varieties. Before proceeding to the main results, we first introduce some basic
notations related to projective spaces and varieties.

An algebraic variety (affine variety) \( V \subseteq \mathbb{C}^d \) is the locus of a finite
collection of polynomials in \( \mathbb{C}[x] \). In this paper we shall primarily consider
projective varieties. They lie in the projective space \( \mathbb{P}(\mathbb{C}^d) \), which is the
space of all one dimensional subspaces of \( \mathbb{C}^d \). Let \( \sigma : \mathbb{C}^d \setminus \{0\} \rightarrow \mathbb{P}(\mathbb{C}^d) \)
be the canonical map \( \sigma([x]) = [x] \), where \( [x] \in \mathbb{P}(\mathbb{C}^d) \) denotes the line through \( x \). We
shall also often consider the \textit{projectivization} of a set \( S \subset \mathbb{C}^d \setminus \{0\} \), to be \( [S] = \sigma(S) \). A projective variety is the projectivization of an affine variety defined
by homogeneous polynomials. But for simplicity, in this paper we adopt a
looser terminology. Whenever there is no confusion, the phrase \textit{projective
variety in} \( \mathbb{C}^d \) means an affine variety in \( \mathbb{C}^d \) that is the locus of a finite
collection of homogeneous polynomials. We shall use a \textit{projective variety in}
\( \mathbb{P}(\mathbb{C}^d) \) to describe a true projective variety. A variety \( V \) is \textit{irreducible} if it cannot be decomposed into \( V = \bigcup_{j=1}^{k} V_j \) where \( k > 1 \) and \( V_j \) are distinct
proper subvarieties. A reducible variety can be written as finite union of
distinct irreducible subvarieties (irreducible components). Throughout the
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paper, by a generic point \( x \) in an algebraic variety \( V \) we mean \( x \in V \setminus Z \) where \( Z \subset V \) is a subvariety with \( \dim(Z) < \dim(V) \).

A set \( U \subset \mathbb{C}^d \) is a quasi-projective variety if there exist two projective varieties \( V \) and \( Y \) with \( Y \subset V \) such that \( U = V \setminus Y \). The concept of dimension for a quasi-projective variety in \( \mathbb{C}^d \) is very well defined (see [19]).

Note that a complex algebraic variety \( V \) may contain real points. We use \( V_\mathbb{R} \) to denote the real points of \( V \). These set \( V_\mathbb{R} \) is itself a real algebraic variety, and its (real) dimension is well defined (see e.g. [20]). We use \( \dim_\mathbb{R}(V_\mathbb{R}) \) to denote the real dimension of \( V_\mathbb{R} \). The following lemma is a key result in this area of study.

**Lemma 2.1.** [8, 11] Let \( V \) be an algebraic variety in \( \mathbb{C}^d \). Then \( \dim_\mathbb{R}(V_\mathbb{R}) \leq \dim(V) \).

The following theorem, which concerns the intersection of a hyperplane and a projective variety in \( \mathbb{C}^d \), is well known and plays an important role in our study. Its proof can be found in any standard textbook in algebraic geometry, see [19].

**Theorem 2.2.** Let \( V \) be a projective variety and \( P \) be a subspace in \( \mathbb{C}^d \) with \( \dim(P) = d - 1 \). Then \( \dim(V \cap P) \geq \dim(V) - 1 \). Furthermore, if \( P \) does not contain an irreducible component of \( V \) then \( \dim(V \cap P) = \dim(V) - 1 \).

Note that the above theorem fails for real projective varieties. As a result, it is often easier to prove results for data recovery on a complex projective variety. We illustrate how the above results from algebraic geometry can be applied to give a very simple proof to the following result for matrix recovery, which was first proved in [21, 18]. The corresponding result does not hold for real matrix recovery.

**Theorem 2.3.** Assume that \( 1 \leq r \leq \frac{1}{2} \min(p, q) \) and let \( A_1, \ldots, A_N \in \mathbb{C}^{p \times q} \). Define \( L : \mathbb{C}^{p \times q} \to \mathbb{C}^N \) by \( L(X) = (\text{tr}(A_1^T X), \ldots, \text{tr}(A_N^T X)) \).

1. If \( N < 2r(p+q) - 4r^2 \) then \( L \) does not have the \( \mathcal{M}_{p \times q, r}(\mathbb{C}) \)-recovery property.
2. Let \( N \geq 2r(p+q) - 4r^2 \) and \( \{A_j\}_{j=1}^N \) be independently randomly chosen under an absolutely continuous probability distribution in \( \mathbb{C}^{q \times p} \). Then with probability one \( L \) does have the \( \mathcal{M}_{p \times q, r}(\mathbb{C}) \)-recovery property.

**Proof.** First it is well known that \( \dim \mathcal{M}_{p \times q, r}(\mathbb{C}) = r(p+q) - r^2 \) ([19, Prop. 12.2]). Note that \( L \) is injective on \( \mathcal{M}_{p \times q, r}(\mathbb{C}) \) if and only if \( L(X - Y) \neq 0 \) for any \( X \neq Y \) in \( \mathcal{M}_{p \times q, r}(\mathbb{C}) \), which is equivalent to \( L(Z) = 0 \) for \( Z \in \mathcal{M}_{p \times q, 2r}(\mathbb{C}) \) if and only if \( Z = 0 \). Now the set

\[
W = \left\{ Z \in \mathcal{M}_{p \times q, 2r}(\mathbb{C}) : \ L(Z) = 0 \right\}
\]
is the intersection of $\mathcal{M}_{pq,2r}(\mathbb{C})$ with $N$ subspaces of dimension $pq - 1$. By Theorem 2.2 it has dimension at least
\[
\dim W \geq \dim \mathcal{M}_{pq,r}(\mathbb{C}) - N = 2r(p + q) - 4r^2 - N.
\]

For (1) we have $\dim W > 0$, and hence it contains a nonzero element. So $L$ cannot be injective on $\mathcal{M}_{pq,r}(\mathbb{C})$.

For (2) by choosing $\{A_j\}$ independently, with probability one for each $k$ the subspace defined by $\text{tr}(A_j^T Z) = 0$ does not contain an irreducible component of the projective variety
\[
W_{k-1} = \left\{ Z \in \mathcal{M}_{pq,2r}(\mathbb{C}) : \text{tr}(A_j^T Z) = 0 \text{ for } j = 1, \ldots, k-1 \right\}.
\]
In fact this holds for any given projective variety, not just for $W_{k-1}$. By Theorem 2.2, with probability one we have $\dim W = 0$, which implies that $W = \{0\}$ (see [19]). Hence $L$ is injective on $\mathcal{M}_{pq,r}(\mathbb{C})$ with probability one.

Tying the recovery property with the dimension of varieties we easily have

**Theorem 2.4.** Let $\mathcal{M}$ be a projective variety in $\mathbb{C}^d$ with $\dim(\mathcal{M}) = K$. Let $\ell_1(x), \ldots, \ell_N(x)$ be linear functions on $\mathbb{F}^d$ where $\mathbb{F} = \mathbb{C}$ or $\mathbb{R}$. Set $L(x) = (\ell_1(x), \ldots, \ell_N(x))^T$ and
\[
Y := \left\{ (x, y) : x, y \in \mathcal{M}, x \neq y, \ell_j(x - y) = 0 \text{ for } 1 \leq j \leq N \right\}.
\]

(A) For $\mathbb{F} = \mathbb{C}$, $L$ has the $\mathcal{M}$-recovery property if and only if $Y = \emptyset$. If the (complex) quasi-projective variety $Y$ has $\dim(Y) < K$ then $L$ has the almost everywhere $\mathcal{M}$-recovery property.

(B) For $\mathbb{F} = \mathbb{R}$ let $\mathcal{M}_\mathbb{R}$ and $Y_\mathbb{R}$ be the set of real points in $\mathcal{M}$ and $Y$, respectively. Then $L$ has the $\mathcal{M}_\mathbb{R}$-recovery property if and only if $Y_\mathbb{R} = \emptyset$. If $\dim(\mathcal{M}) = \dim(\mathcal{M}_\mathbb{R}) = K$ and $\dim(Y) < K$ then $L$ has the almost everywhere $\mathcal{M}_\mathbb{R}$-recovery property.

**Proof.** For both (A) and (B), the conclusions on $\mathcal{M}$-recovery and $\mathcal{M}_\mathbb{R}$-recovery are rather clear. For the almost everywhere recovery in the complex case, let $Z$ denote the set of $x \in \mathcal{M}$ such that there exists a $y \neq x$ in $\mathcal{M}$ such that $\ell_j(y) = \ell_j(x)$ for all $1 \leq j \leq N$. Observe that the set $Z$ is the projection of $Y$ onto the first coordinate. Since projections cannot increase dimension (see [19, Cor.11.13]), it follows that $\dim Z < K = \dim \mathcal{M}$. Hence $Z$ is a null set in $\mathcal{M}$ (with respect to the Hausdorff measure).
For \( \mathbb{F} = \mathbb{R} \), we already stated that the real dimension of \( Y_\mathbb{R} \) is no larger than the (complex) dimension of \( Y \). Thus \( \dim_\mathbb{R}(Y_\mathbb{R}) < K = \dim_\mathbb{R}(\mathcal{M}_\mathbb{R}) \). The same argument now applies to show that \( Z_\mathbb{R} \) is a null set in \( \mathcal{M}_\mathbb{R} \). The theorem is proved.

In many of the data recovery problems the measurements are restricted to special settings. Often the measurement vectors are on a projective variety themselves. Such are the cases for phase retrieval, matrix recovery, and projection retrieval among the examples we listed. Techniques presented above cannot be straightforwardly extended in these special settings. To extend the techniques broadly we introduce the notion of an admissible algebraic variety with respect to a family of linear functions. This was first done in [11], and it proves to be very useful for the study of data recovery on projective varieties.

**Definition 2.1** ([11]). Let \( V \) be the zero locus of a finite collection of homogeneous polynomials in \( \mathbb{C}^d \) with \( \dim V > 0 \) and let \( \{ \ell_\alpha(x) : \alpha \in I \} \) be a family of (homogeneous) linear functions. We say \( V \) is admissible with respect to \( \{ \ell_\alpha(x) \} \) if \( \dim(V \cap \{ \ell_\alpha(x) = 0 \}) < \dim V \) for all \( \alpha \in I \).

It is well known in algebraic geometry that if \( V \) is irreducible in \( \mathbb{C}^d \) then \( \dim(V \cap \mathcal{Y}) = \dim(V) - 1 \) for any hyperplane \( \mathcal{Y} \) that does not contain \( V \). Thus the above admissible condition is equivalent to the property that no irreducible component of \( V \) of dimension \( \dim V \) is contained in any hyperplane \( \ell_\alpha(x) = 0 \). In general without the irreducibility condition, admissibility is equivalent to that for a generic point \( x \in V \), any small neighborhood \( U \) of \( x \) has the property that \( U \cap V \) is not completely contained in any hyperplane \( \ell_\alpha(x) = 0 \). The following theorem plays a fundamental role in our study. It was proved in [18]. For completeness we also present the original proof here.

**Theorem 2.5** ([18]). For \( j = 1, \ldots, N \) let \( L_j : \mathbb{C}^n \times \mathbb{C}^m \rightarrow \mathbb{C} \) be bilinear functions and \( V_j \) be projective varieties in \( \mathbb{C}^n \). Set \( V := V_1 \times \cdots \times V_N \subseteq (\mathbb{C}^n)^N \). Let \( W, Y \subset \mathbb{C}^m \) be a projective varieties in \( \mathbb{C}^m \) and consider the quasi-projective variety \( W \setminus Y \). For each fixed \( j \), assume that \( V_j \) is admissible with respect to the linear functions \( \{ f^w : \mathcal{L}_j(\cdot, w) : w \in W \setminus \mathcal{Y} \} \).

(A) Assume that \( N \geq \dim W \). There exists an algebraic subvariety \( Z \subseteq V \) with \( \dim(Z) < \dim(V) \) such that for any \( x = (v_j)_{j=1}^N \in V \setminus Z \), the subvariety \( X_x \) given by

\[
X_x := \{ w \in W \setminus Y : L_j(v_j, w) = 0 \text{ for all } 1 \leq j \leq N \}
\]

is the empty set.
If \( N < \dim W \). Then there exists an algebraic subvariety \( Z \subset V \) with \( \dim Z < \dim V \) such that for any \( x = (v_j)_{j=1}^N \in V \setminus Z \), the subvariety \( X_x \) given by

\[
X_x := \left\{ w \in W \setminus Y : L_j(v_j, w) = 0 \text{ for all } 1 \leq j \leq N \right\}
\]

has \( \dim X_x = \dim W - N \).

**Proof.** We include the original proof from [18] for self-containment. First we prove (A). For \( x = (v_j)_{j=1}^N \in V \), define \( \Phi_x : W \setminus Y \to \mathbb{C}^N \) by \( \Phi_x(w) = (L_j(v_j, w))_{j=1}^N \). Let \( \mathcal{G} \) be the subset of \([V] \times [W \setminus Y] \subset \mathbb{P}((\mathbb{C}^n)^N) \times \mathbb{P}((\mathbb{C}^m))\) such that \([(X), [W]] \in \mathcal{G}\) if and only if \( \Phi_x(w) = 0 \), i.e. \( L_j(v_j, w) = 0 \) for all \( j \). Note that \( \mathcal{G} \) is a projective variety of \( \mathbb{P}((\mathbb{C}^n)^N) \times \mathbb{P}((\mathbb{C}^m)) \). We consider its dimension. Let \( \pi_1 \) and \( \pi_2 \) be projections from \( \mathbb{P}((\mathbb{C}^n)^N) \times \mathbb{P}((\mathbb{C}^m)) \) onto the first and the second coordinates, respectively, namely

\[
\pi_1([(x), [w]]) = [v_1, \ldots, v_N], \quad \pi_2([(x), [w]]) = [w].
\]

It is easy to check that \( \pi_2(\mathcal{G}) = [W \setminus Y] \), the projection of \( W \setminus Y \). Thus \( \dim(\pi_2(\mathcal{G})) = \dim(W \setminus Y) - 1 \).

We next consider the dimension of the preimage of the \( \pi_2^{-1}([w_0]) \subset \mathbb{P}((\mathbb{C}^n)^N) \) for a fixed \( [w_0] \in \mathbb{P}((\mathbb{C}^m)) \). Let \( V_j' := V_j \cap H_j \) where \( H_j := \{ y \in \mathbb{C}^n : L_j(y, w_0) = 0 \} \) is a hyperplane. The admissibility property of \( V_j \) implies that \( \dim(V_j') = \dim(V_j) - 1 \). Hence after projectivization the preimage \( \pi_2^{-1}([w_0]) \) has dimension

\[
\dim \pi_2^{-1}([w_0]) = \sum_{j=1}^N (\dim(V_j) - 1) - 1 = \dim(V) - N - 1.
\]

According to Cor.11.13 in [19], we have

\[
\dim(\mathcal{G}) = \dim(\pi_2(\mathcal{G})) + \dim(\pi_2^{-1}([w_0]))
= (\dim(W \setminus Y) - 1) + (\dim(V) - N - 1)
= \dim(V) + \dim(W \setminus Y) - N - 2
\leq \dim(V) + \dim(W) - N - 2.
\]

If \( N \geq \dim W \) then

\[
\dim(\pi_1(\mathcal{G})) \leq \dim(\mathcal{G}) = \dim(V) + \dim(W) - N - 2 \leq \dim(V) - 2.
\]

Note that \( \pi_1(\mathcal{G}) \) is itself a projective variety. Let \( Z \) be the lift of \( \pi_1(\mathcal{G}) \) into the vector space \( (\mathbb{C}^n)^N \). Then

\[
\dim Z \leq \dim V - 1.
\]
The definition of $Z$ implies that $X_\mathbf{x}$ is an empty set provided $\mathbf{x} \in V \setminus Z$.

Next we prove (B). Let $K = \dim(W \setminus Y)$. Noting $K > N$, we augment \{\{V_j\}_{j=1}^N\} and \{\{L_j(v, w)\}_{j=1}^K\} to \{\{V_j\}_{j=1}^K\} and \{\{L_j(v, w)\}_{j=1}^K\} via $V_j = V_1$ and $L_j(v, w) = L_1(v, w)$ for all $j > N$. Set $\hat{V} = V_1 \times \cdots \times V_K \subseteq (\mathbb{C}^n)^K$. By (A) there exists a subvariety $\hat{Z}$ of $\hat{V}$ with $\dim(\hat{Z}) < \dim(\hat{V})$ such that for any $\hat{\mathbf{x}} = (v_j)_{j=1}^K \in \hat{V} \setminus \hat{Z}$ and $w \in W \setminus Y$, we have $L_j(v, w) \neq 0$ for all $j$. Now consider the sequence of nested varieties with $X_{\hat{\mathbf{x}}, 0} = W$ and

$$X_{\hat{\mathbf{x}}, k} := \left\{ w \in W \setminus Y : L_j(v, w) = 0 \text{ for all } 1 \leq j \leq k \right\}, \quad k = 1, \ldots, K.$$ 

Thus the above is equivalent to $X_{\hat{\mathbf{x}}, K} = \emptyset$ provided $\hat{\mathbf{x}} \in \hat{V} \setminus \hat{Z}$.

Since for each fixed $v_j$ the equation $L_j(v, w) = 0$ defines a hyperplane $H$ in $\mathbb{C}^m$, it is well known that $\dim(U \cap H) \geq \dim(U) - 1$ for any variety $U$ in $\mathbb{C}^m$. Then we have a decreasing sequence of subvarieties of $\mathbb{C}^m$

$$W \setminus Y = X_{\hat{\mathbf{x}}, 0} \supseteq X_{\hat{\mathbf{x}}, 1} \supseteq X_{\hat{\mathbf{x}}, 2} \supseteq \cdots \supseteq X_{\hat{\mathbf{x}}, K} = \emptyset.$$ 

Now $\dim(X_{\hat{\mathbf{x}}, 0}) = \dim W \setminus Y = K$. By Krull’s Principal Ideal Theorem, at each step the dimension can only be reduced by at most 1, we must thus have $\dim(X_{\hat{\mathbf{x}}, K-1}) - 1 = \dim(X_{\hat{\mathbf{x}}, k})$ for $1 \leq k \leq K$. It follows that $\dim(X_{\hat{\mathbf{x}}, N}) = \dim W - N = K - N$.

Thus for any $\mathbf{x} = (v_j)_{j=1}^N \in V$, if there exists $v_j \in V_j$ for $N < j \leq K$ such that $\hat{\mathbf{x}} = (v_j)_{j=1}^K \in \hat{V} \setminus \hat{Z}$ we must have $\dim(X_{\hat{\mathbf{x}}, N}) = K - N$. Since $X_{\hat{\mathbf{x}}, N} = X_{\mathbf{x}}$ we then have $\dim(X_{\mathbf{x}}) = K - N$. Finally, let $Z = \{\mathbf{x} = (v_j)_{j=1}^N \in V : \mathbf{v}_j \in V_j, j > N\}$ be those such that there exists no such extensions $\hat{\mathbf{x}} \in \hat{V} \setminus \hat{Z}$. We have

$$Z = \left\{ \mathbf{x} = (v_j)_{j=1}^N \in V : \mathbf{v}_j \in V_j, j > N \right\}.$$ 

Since $\hat{Z}$ is variety in $(\mathbb{C}^n)^K$, $Z$ is a variety. Clearly it has $\dim(Z) < \dim(V)$, for otherwise we would have $\dim(Z) = \dim(\hat{V})$, which is a contradiction. \hfill \Box

**Remark.** While the theorem may look abstract as far as the date recovery problem goes, it actually provides a general framework for many applications. One should observe that with the exception of compressive sensing, in all other examples the measurements are in the form of $\text{tr}(A^TX)$ for some matrix $A$. One can view $\text{tr}(A^TX)$ as a bilinear function in $A$ and $X$, so the measurements of $X$ are in fact from a bilinear function like $\text{tr}(A^TX)$ by taking suitable samples of $A$. In the general setting, any linear function $\ell(\mathbf{x})$ on $\mathbb{F}^d$, where $\mathbb{F} = \mathbb{C}$ or $\mathbb{R}$, can be expressed in the form of $\ell(\mathbf{x}) = L(v_0, \mathbf{x})$ for some bilinear function $L$ and sample point $v_0$. As we move on, this point will become more and more clear.
3. Data recovery on a projective variety

Let \( \mathcal{M} \) be a projective variety in \( \mathbb{F}^d \) where \( \mathbb{F} = \mathbb{C} \) or \( \mathbb{R} \). Applying Theorem 2.5 and other results in the previous section we can now prove results for \( \mathcal{M} \)-recovery and almost everywhere \( \mathcal{M} \)-recovery. First for any \( a = (a_1, \ldots, a_d)^T \in \mathbb{F}^d \) we define \( \phi_a : \mathbb{F}^d \rightarrow \mathbb{F} \) by

\[
\phi_a(x) := \sum_{j=1}^{d} a_j x_j.
\]

Any linear function \( L(x) \) on \( \mathbb{F}^d \) can be written uniquely as \( L(x) = \phi_a(x) \) for some \( a \in \mathbb{F}^d \). Note that \( \phi_a(x) \) is a bilinear function of \( a \) and \( x \).

We now examine the \( \mathcal{M} \)-recovery property from linear samples. We shall first consider the following setup: each linear measurement of \( x \in \mathcal{M} \) is in the form of \( \phi_a(x) \) for some \( a \in \mathbb{F}^d \). This offers complete generality. In different problems, \( a \) may be chosen from various special sets. Here we assume they are sampled from projective varieties. Our main results concern the recovery property when the linear samples are generic. First we consider the complex case. Our next two theorems are slightly more general versions of Theorems 4.3 and 4.4 in [18], and we provide proofs here for self-containment.

**Theorem 3.1.** Let \( \mathcal{M} \subseteq \mathbb{C}^d \) and \( V_j \) be projective varieties in \( \mathbb{C}^d \), \( j = 1, \ldots, N \). Assume that each \( V_j \) satisfies. For \( A = (a_j)_{j=1}^{N} \) with \( a_j \in V_j \) denote \( L_A = (\phi_{a_1}, \phi_{a_2}, \ldots, \phi_{a_N})^T \).

(A) If \( N < \dim(\mathcal{M} - \mathcal{M}) \) then \( L_A \) does not have the \( \mathcal{M} \)-recovery property. On the other hand, if \( N \geq \dim(\mathcal{M} - \mathcal{M}) \) then for a generic \( A \in V_1 \times \cdots \times V_N \) the linear map \( L_A \) has the \( \mathcal{M} \)-recovery property.

(B) If \( N < \dim(\mathcal{M}) \) then \( L_A \) does not have the almost everywhere \( \mathcal{M} \)-recovery property. On the other hand, if \( N > \dim(\mathcal{M}) \) then for a generic \( A \in V_1 \times \cdots \times V_N \) the linear map \( L_A \) has the almost everywhere \( \mathcal{M} \)-recovery property.

**Proof.** Let \( K = \dim(\mathcal{M}) \). First we prove (B). If \( N < \dim(\mathcal{M}) \) then \( L_A \) maps smoothly the higher dimensional manifold \( \mathcal{M} \) to the lower dimensional one \( \mathbb{C}^N \). If \( L_A \) is almost everywhere injective, by looking at \( \mathcal{M} \) locally we see that there exists a smooth map \( \Phi \) from a ball \( B \) in \( \mathbb{C}^K \) to \( \mathbb{C}^N \) that is almost everywhere injective. But this is impossible by Lemma 4.2 of [18].

Now for \( N > \dim(\mathcal{M}) = K \) let \( X \subset \mathbb{C}^d \times \mathbb{C}^d \) be the quasi-projective variety

\[
X := \{ (v, u) \in \mathcal{M} \times \mathcal{M}, \ v \neq u \}.
\]
For each \((v, u) \in X\) denote \(\psi_{(v,u)}(a) = \phi_{v-u}(a)\). As in Theorem 2.4 set

\[
Y_A := \left\{(v, u) \in X, \phi_{a_j}(v - u) = 0 \text{ for } 1 \leq j \leq N\right\}.
\]

Since each \(V_j\) is admissible with respect to the maps \(\{\psi_{(v,u)} : (v, u) \in X\}\). By Theorem 2.5 for a generic \(A = (a_j) \in V_1 \times V_2 \times \cdots \times V_N\) we have \(\dim(Y_A) = \dim(X) - N < 2K - K = \dim(M)\). It follows from Theorem 2.4 that \(L_A\) has the almost everywhere \(M\)-recovery property.

To prove (A), for \(N < \dim(M - M)\) the dimension of the projective variety \(Y_A\) given in 3.1 is no less than \(\dim(M - M) - N > 0\) by Theorem 2.2. Thus \(Y_A\) is not empty and \(L_A\) does not have the \(M\)-recovery property.

In the case \(N \geq \dim(M - M)\), we apply Theorem 2.5 with \(W = X = (M - M) \setminus \{0\}\) and \(L_j(a_j, x) = \phi_{a_j}(x)\) for all \(j\). Let \(V = V_1 \times V_2 \times \cdots \times V_N\). Then for a generic \(A = (a_j) \in V\) we have \(Y_A = \emptyset\). Hence \(L_A\) has the \(M\)-recovery property. \(
\)

For the real case, the above theorem can be extended. Suppose that \(V \subseteq \mathbb{R}^d\) is a real variety. We next introduce a natural extension of \(V\) to a variety in \(\mathbb{C}^d\). The ideal \(I_{\mathbb{R}}(V)\) defining \(V\) generates an ideal \(I_C(V)\) in \(\mathbb{C}^d\), and the variety corresponding to \(I_C(V)\) will be our extension, and we denote it by \(\tilde{V}\). A simple observation is that \(\tilde{V}\) is clearly the restriction of \(V\) to \(\mathbb{R}^d\), namely \(V = V_{\mathbb{R}}\) using the terminology in this paper.

**Theorem 3.2.** Let \(M\) and \(V_j\) be projective varieties in \(\mathbb{R}^d\), \(j = 1, \ldots, N\). Assume that each \(V_j\) is admissible with respect to the maps \(\{\phi_v : v \in M - M, v \neq 0\}\). For \(A = (a_j)_{j=1}^N\) with \(a_j \in V_j\) denote \(L_A = (\phi_{a_1}, \phi_{a_2}, \ldots, \phi_{a_N})^T\). Assume further that \(\dim_{\mathbb{R}}(M) = \dim(M)\) and \(\dim_{\mathbb{R}}(V_j) = \dim(V_j)\) for all \(j\).

(A) If \(N < \dim_{\mathbb{R}}(M)\) then \(L_A\) does not have the almost everywhere \(M\)-recovery property. On the other hand, if \(N > \dim_{\mathbb{R}}(M)\) then a generic \(A = (a_j)\) in \(V_1 \times V_2 \times \cdots \times V_N\) has the almost everywhere \(M\)-recovery property.

(B) Assume additionally that \(\dim_{\mathbb{R}}(M - M) = \dim(\tilde{M} - \tilde{M}) = L\). If \(N \geq L\) then a generic \(A = (a_j)_{j=1}^N\) in \(V_1 \times V_2 \times \cdots \times V_N\) has the \(M\)-recovery property.

**Proof.** Let \(V = V_1 \times V_2 \times \cdots \times V_N\). For (A), if \(N < \dim(M)\) then the map \(L_A\) cannot be almost everywhere injective from the same argument as in the complex case. If \(N > \dim(M)\) we consider \(M\) and \(\tilde{V}_j\). Let \(Y_A\) be the same as in Theorem 3.1, but in \(\mathbb{R}^d\), and let
\[ \bar{X} := \left\{ (v, u) \in \bar{M} \times \bar{M}, \ v \neq u \right\}, \]
\[ \bar{Y}_{A} := \left\{ (v, u) \in \bar{X}, \ \mathbf{L}_A(x - y) = 0 \right\}. \]

By the argument from Theorem 3.1, and use Theorem 2.5 there exists a subvariety \( \bar{Z} \subset \bar{V} \) with \( \dim \bar{Z} < \dim \bar{V} \) such that for any \( A = (a_j) \in \bar{V} \setminus \bar{Z} \) we have \( \dim \mathbb{R}(\bar{Y}_A) = \dim(X) - N < 2K - K = \dim(\bar{M}) \). By assumption we have \( \dim \mathbb{R} \bar{V} = \dim \bar{V} \) so the restriction \( Z = Z_{\mathbb{R}} \) of \( \bar{Z} \) to the reals must have \( \dim Z < \dim V \). Furthermore, \( \dim \mathbb{R}(\bar{Y}_A) \leq \dim(\bar{Y}_A) < K \). It follows from Theorem 2.4 that any \( A = (a_j) \in V \setminus Z \) has the almost everywhere \( \mathcal{M} \)-recovery property. In other words, a generic \( A = (a_j) \in V \) gives \( \mathbf{L}_A \) the \( \mathcal{M} \)-recovery property. This proves (A).

For (B) we follow the same strategy. Let \( V, \bar{V} \) be as in part (A). Since \( N \geq \dim(\bar{M} - \bar{M}) \) it follows from Theorem 3.1 and 2.5 that there exists a variety \( \bar{Z} \subset V \) with \( \dim \bar{Z} < \dim V \) such that for any \( A = (a_j) \in V \setminus \bar{Z} \) the map \( \mathbf{L}_A \) has the \( \mathcal{M} \)-recovery property. Thus \( \mathbf{L}_A \) has the \( \mathcal{M} \)-recovery property for any \( A = (a_j) \in V \setminus Z \). Since

\[ \dim \mathbb{R}(Z) \leq \dim(\bar{Z}) < \dim(\bar{V}) = \dim \mathbb{R}(V), \]

it follows that a generic \( A = (a_j) \in V \) has the \( \mathcal{M} \)-recovery property.

Given that the admissibility condition plays a key role in our theorem, one may ask whether this condition can be checked rather easily. Indeed, the condition is rather easy to check, and for almost all situations that we encounter, the condition holds. We list some examples. Note that many of the applications of interest involve matrices, so we focus on admissibility in \( \mathbb{C}^{p \times q} \). The lemma below is proved in [18], Proposition 4.1.

**Lemma 3.3.** Let \( V \) be one of the following projective varieties in \( \mathbb{C}^{p \times q} \).
Then \( V \) is admissible with respect to any set of nontrivial linear functions on \( \mathbb{C}^{p \times q} \):

(A) \( V = \mathcal{M}_{p \times q, s}(\mathbb{C}) \), the set of all \( p \times q \) complex matrices of rank \( s \) or less, where \( 1 \leq s \leq \min(p, q) \).
(B) \( q \geq p \) and \( V \) is the set of all scalar multiples of matrices \( P \) satisfying \( PP^T = I \).
(C) \( p = q \) and \( V \) is the set of all scalar multiples of projection matrices \( P \), i.e. \( P^2 = P \).

We can now apply Theorems 3.1 and 3.2 to various problems, some listed earlier in the introduction, to answer questions concerning the number of measurements needed for data recovery.
Matrix recovery

We have already shown how basic algebraic geometry can be applied to matrix recovery in Theorem 2.3. We can extend it to the more general setting. Recall that $\mathcal{M}_{p \times q,r}(F)$ denotes the set of all matrices in $\mathbb{F}^{p \times q}$ having rank no greater than $r$, where $\mathbb{F} = \mathbb{C}$ or $\mathbb{R}$.

**Theorem 3.4.** Assume that $1 \leq r \leq \frac{1}{2} \min(p,q)$ and let $V$ be a projective variety in $\mathbb{C}^{p \times q}$ that is admissible with respect to all nontrivial linear functions on $\mathbb{C}^{p \times q}$. For $A_1, \ldots, A_N \in \mathbb{F}^{p \times q}$, where $\mathbb{F} = \mathbb{C}$ or $\mathbb{R}$, define $L : \mathbb{F}^{p \times q} \to \mathbb{F}^N$ by $L(X) = (\text{tr}(A_1^T X), \ldots, \text{tr}(A_N^T X))$.

(A) If $N < r(p + q) - r^2$ then $L$ does not have the almost everywhere $\mathcal{M}_{p \times q,r}(\mathbb{F})$-recovery property.

(B) For $\mathbb{F} = \mathbb{C}$, if $N < 2r(p + q) - 4r^2$ then $L$ does not have the $\mathcal{M}_{p \times q,r}(\mathbb{C})$-recovery property. This result fails for $\mathbb{F} = \mathbb{R}$.

(C) For $\mathbb{F} = \mathbb{C}$ and generic $A_j \in V$, $L$ has the $\mathcal{M}_{p \times q,r}(\mathbb{C})$-recovery property if $N \geq 2r(p + q) - 4r^2$, and $L$ has the almost everywhere $\mathcal{M}_{p \times q,r}(\mathbb{C})$-recovery property if $N \geq r(p + q) - r^2$.

(D) For $\mathbb{F} = \mathbb{R}$ and assuming that $\dim V = \dim_{\mathbb{R}} V_{\mathbb{R}}$. For generic $A_j \in V_{\mathbb{R}}$, $L$ has the $\mathcal{M}_{p \times q,r}(\mathbb{R})$-recovery property if $N \geq 2r(p + q) - 4r^2$, and $L$ has the almost everywhere $\mathcal{M}_{p \times q,r}(\mathbb{R})$-recovery property if $N \geq r(p + q) - r^2$.

The proof is clearly a straightforward application of Theorems 3.1 and 3.2, and we omit it here.

We are also interested in the cases where the matrix recovery is on subsets of $\mathcal{M}_{p \times q,r}(\mathbb{F})$. For example, the Projection Retrieval problem is a special case of matrix recovery problem, where the measurements are rank one matrices. Similarly we may consider the recovery of a Hermitian matrix $X$ from quadratic measurements $v_j^* X v_j$, $j = 1, \ldots, N$. This, like the Projection Retrieval, is in fact recovery from linear measurements on a manifold, as

$$b_j := v_j^* X v_j = \text{tr}(v_j^* X v_j) = \text{tr}(v_j v_j^* X).$$

The measurement matrices are rank one Hermitian matrices here. Such problems can be handled similarly. One complication is that although Hermitian matrices are complex, they do not form a complex variety. Thus the theorems we have here on complex recovery cannot be applied directly to the recovery of Hermitian matrices. However, they can be formulated as the affine image of a real projective variety, and from which our theorems can be applied.
Theorem 3.5. For $A = (a_1, a_2, \ldots, a_N)$ where $a_j \in \mathbb{C}^p$ for all $j$ let $L_A : \mathbb{C}^{p \times p} \rightarrow \mathbb{C}^N$ be define by $L_A(X) = (a_1^* X a_1, \ldots, a_N^* X a_N)^T$.

(A) Let $M \subset \mathbb{R}^{p \times p}$ be the set of all real symmetric matrices of rank at most $r$ where $r \leq p/2$. For a generic $A = (a_1, \ldots, a_N)$ with $a_j \in \mathbb{R}^p$, if $N \geq 2pr - 2r^2 + r$ then $L_A$ has the $M$-recovery property. If $N \geq pr - r(r - 1)/2 + 1$ then $L_A$ has the almost everywhere $M$-recovery property.

(B) Let $M \subset \mathbb{C}^{p \times p}$ be the set of all Hermitian matrices of rank at most $r$ where $r \leq p/2$. For a generic $A = (a_1, \ldots, a_N)$ with $a_j \in \mathbb{C}^p$, if $N \geq 4pr - 4r^2$ then $L_A$ has the $M$-recovery property. If $N \geq 2pr - r^2 + 1$ then $L_A$ has the almost everywhere $M$-recovery property.

Proof. Part (A) follows from Theorem 3.2 and the fact that the projective variety of all rank $s$ complex symmetric matrices in $\mathbb{C}^{p \times p}$ has dimension $ps - s(s - 1)/2$, which is also the real dimension of $M$.

Part (B) is a bit more complicated because $M$ is not a projective variety. However, we use a technique that works also for other problems involving Hermitian matrices. This technique is first used in [11]. Consider the map $\varphi : \mathbb{C}^{p \times p} \rightarrow \mathbb{C}^{p \times p}$ defined by

$$\varphi(A) = \frac{1}{2}(A + A^T) + i \frac{1}{2}(A - A^T).$$

Then $\varphi$ is a isomorphism on $\mathbb{C}^{p \times p}$ that maps $\mathbb{R}^{p \times p}$ one-to-one to the set of all Hermitian matrices in $\mathbb{C}^{p \times p}$. Let

$$\tilde{N} = \left\{ A \in \mathbb{C}^{p \times p} : \text{rank}(\varphi(A)) \leq r \right\},$$

$$\mathcal{N} = \left\{ A \in \mathbb{R}^{p \times p} : \text{rank}(\varphi(A)) \leq r \right\}.$$

Then $\mathcal{N} = \mathcal{N}_R$. Observe that $M = \varphi(\mathcal{N})$. Define $L_A(X) := L_A(\varphi(X))$. We only need to show that $L_A$ has the $\mathcal{N}$-recovery property if $N \geq 4pr - 4r^2$, and almost everywhere $\mathcal{N}$-recovery property if $N \geq 2pr - r^2 + 1$. It is known that $\dim_\mathbb{R}(M) = 2pr - r^2$ and $\dim_\mathbb{R}(M - M) = 4pr - 4r^2$. Thus $\dim_\mathbb{R}(\mathcal{N}) = 2pr - r^2$ and $\dim_\mathbb{R}(\tilde{N} - \mathcal{N}) = 4pr - 4r^2$. Furthermore, $\dim(\mathcal{N}) = \dim_\mathbb{R}(\mathcal{N})$ and $\dim(\tilde{N} - \mathcal{N}) = \dim_\mathbb{R}(\tilde{N} - \mathcal{N})$, see [18]. Because the projective variety of rank one or less is admissible with respect to all linear functions on $\mathbb{C}^{p \times p}$, Theorems 3.1 and 3.2 now imply that for generic $A$, $L_A$ has the $\mathcal{N}$-recovery property if $N \geq 4pr - 4r^2$ and it has the almost everywhere $\mathcal{N}$-recovery property if $N \geq 2pr - r^2 + 1$. The theorem follows. \[\square\]
The above theorem can be applied immediately to phase retrieval to yield the following

**Corollary 3.6.** Let \( \{f_j\}_{j=1}^N \) be a generic set of vectors in \( \mathbb{F}^d \), where \( \mathbb{F} = \mathbb{C} \) or \( \mathbb{R} \). Then \( \{f_j\}_{j=1}^N \) have the phase retrieval property in \( \mathbb{F}^d \) if \( N \geq 2d - 1 \) for \( \mathbb{F} = \mathbb{R} \), or if \( N \geq 4d - 4 \) for \( \mathbb{F} = \mathbb{C} \).

The proof is a straightforward conclusion from Theorem 3.5 with \( r = 1 \).

These results are well known. While for \( \mathbb{F} = \mathbb{R} \) it is a rather straightforward to prove using basic linear algebra [4], the case \( \mathbb{F} = \mathbb{C} \) is in fact quite nontrivial and was first proved recently in [7]. The above results also extend to generalized phase retrieval under the admissibility conditions [11], and in particular for fusion frame phase retrieval [8, 11].

**Projection retrieval**

Projection Retrieval is a special case of the matrix recovery problem in which the matrix we try to recover is an orthogonal projection. This has been studied in recent years in e.g. [14]. Here we consider a slightly more general setting where we try to recover a matrix \( Q \) from the measurements \( \|P a_j\|_2^2 \), \( j = 1, \ldots, N \), knowing that \( Q = aP \) where \( a > 0 \) and \( P \) is an orthogonal projection matrix, namely \( P = P^* \) and \( P^2 = P \). In other words, we try to recover a scalar multiple of an orthogonal projection instead of just an orthogonal projection as in the original Projection Retrieval problem. We shall focus on the real case. The complex case is slightly more tedious, but can be handled with the same techniques used to prove the complex case of Theorem 3.5.

**Theorem 3.7.** Let \( a_1, a_2, \ldots, a_N \) be generic vectors in \( \mathbb{R}^d \). If \( N \geq 2r(d-r)+2 \) then every \( Q = aP \) where \( a > 0 \) and \( P \) is an orthogonal projection matrix of rank \( 1 \leq r < d \) can be recovered from \( \{\|Q a_j\|\}_{j=1}^N \). If \( N \geq r(d-r)+2 \) then almost every such \( Q = aP \) can be recovered from \( \{\|Q a_j\|\}_{j=1}^N \).

**Proof.** We first observe that \( \|Q a_j\|^2 = a_j^T Q^T Q a_j = \text{tr}(A_j^T X) \), where \( A_j = a_j a_j^T \) and \( X = a^2 P \). Thus proving the theorem is equivalent to proving that \( X = a^2 P \) is uniquely determined by \( \text{tr}(A_j^T X) \), \( j = 1, \ldots, N \). Denote

\[
\mathcal{M} := \{aP \in \mathbb{C}^{d \times d} : a \in \mathbb{C}, P^T = P, P^2 = P, \text{rank}(P) = r, 1 \leq r < d\}.
\]

Note that \( \mathcal{M}_{\mathbb{R}} \) is precisely the set of all scalar multiples of real orthogonal projections of rank \( r \). Furthermore, \( \mathcal{M} \) is a projective variety. One can easily
see that $\mathcal{M}$ consists of all matrices $Q$ in $\mathbb{C}^{d \times d}$ satisfying

\[ Q^T = Q, \quad Q^2 = \frac{1}{r} \text{tr}(Q)Q. \]

We know that $\dim(\mathcal{M}) = r(d - r) + 1$, which is evident from counting degree of freedoms. Furthermore, we also have $\dim(\mathcal{M}^g) = r(d - r) + 1$. As with Theorem 3.5 the required admissibility condition is also met for us to apply Theorem 3.2. It follows that for $N \geq \dim(\mathcal{M} - \mathcal{M})$ we can recover $X = a^2P$ from $\{\|Qa_j\|^2\}_{j=1}^N$. But $\dim(\mathcal{M} - \mathcal{M}) \leq 2\dim(\mathcal{M}) = 2r(d - r) + 2$. Of course we can now recover $Q = aP$ from $X$ (since $a > 0$). The first part of the theorem now follows. The second part follows immediately from the fact that $\dim(\mathcal{M}) = r(d - r) + 1$.

Remark. Right now we do not have a precise result for $\dim(\mathcal{M} - \mathcal{M})$, and as a result the first conclusion in the theorem may not be sharp. We can prove, however, that $\dim(\mathcal{M} - \mathcal{M}) = 2r(d - r) + \delta$ with $\delta = 1$ or 2 (we omit the details in this paper). Also, the original Projection Retrieval problem poses an additional challenge that the set of orthogonal projections is not a projective variety. We leave these questions as open problems for interested researchers.

4. Computational aspect of data recovery on a manifold

For some special manifolds, the data recovery problem can be solved successfully by convex programings using very few linear measurements. For examples, the low-rank matrix recovery and phase retrieval can be done by nuclear norm minimization [22, 23], and compressed sensing uses $\ell_1$ norm minimization to reconstruct the sparse signal [24]. From convex geometry and sparse representation points of view, [25] gives a unified convex optimization, called atomic norm minimization. However, the atomic norm minimization is sometimes computationally intractable, as it is NP-hard for many data recovery problems on manifold (e.g. [26]). Moreover, the convex optimization framework does not utilize the structure of the low-dimensional manifold.

Here we provide a more general computational framework, by considering the fact that the data are on a low-dimensional manifold. Since $X$ satisfies $L(X) = b$ and $X \in \mathcal{M}$, it is natural to recast the recover of $X$ into the following constrained least squares problem

\[
(4.1) \quad \min_{Z \in \mathbb{P}^d} \frac{1}{2}\|L(Z) - b\|_2^2, \quad \text{s.t.} \quad Z \in \mathcal{M}.
\]
In other words, we minimize the least square error of the linear measurements on the manifold. Obviously, the underlying true data $X$ is a global minimizer of (4.1), and any global minimizer of (4.1) is a solution of the linear equation on $\mathcal{M}$. Therefore, in the case that $L(X) = b$ has a unique solution on $\mathcal{M}$, the recovery of $X$ is equivalent to finding the unique global minimizer of (4.1).

To better exploit the structure of the manifold, we employ numerical optimization algorithms on manifold [27, 28] to solve (4.1). For this purpose, we assume the manifold $\mathcal{M}$ is smooth, so that the tangent of $\mathcal{M}$ is well defined. For any $Z \in \mathcal{M}$, denote $T_Z \mathcal{M}$ the tangent of $\mathcal{M}$ at $Z$. We endow the tangent space a Riemannian metric the standard Euclidean metric. We consider the gradient descent algorithm on the Riemannian manifold.

Let $f(Z)$ be the objective function in (4.1), i.e.,

$$f(Z) = \frac{1}{2} \| L(Z) - b \|^2$$

Due to the Euclidean embedding, the gradient of $f$ at $Z$ on $\mathcal{M}$ is given by

$$\nabla_{\mathcal{M}} f(Z) = P_{T_Z} L^*(L(Z) - b),$$

where $P_{T_Z}$ is the projection onto the tangent space $T_Z$. With this, the Riemannian gradient descent (RGrad) applied to (4.1) is

$$\begin{align*}
G_l &= P_{T_{Z_l}} L^*(L(Z_l) - b), \\
Z_{l+1} &= R_{\mathcal{M}}(Z_l - \alpha_l G_l),
\end{align*}$$

(4.2)

where $R_{\mathcal{M}}$ is the retraction onto the manifold $\mathcal{M}$ and $\alpha_l$ is a step size. Since $f$ is quadratic, we may choose $\alpha_k$ the steepest descent step size. More precisely, we may define $\alpha_l = \arg\min_{\alpha} f(Z_l - \alpha G_l)$, which has a closed form

$$\alpha_l = \frac{(L(Z_l) - b, L(G_l))}{\| L(G_l) \|^2} = \frac{\| G_l \|^2}{\| L(G_l) \|^2}.$$  

(4.3)

The RGrad algorithm can be accelerated by conjugate gradient (CG) algorithms on the Riemannian manifold. Instead of the gradient direction, the Riemannian CG algorithm uses a linear combination of the gradient and the previous updating direction, projected onto the tangent space, to update the current iteration. We omit the details here and interested readers may consult [27, 29, 30].
To apply Riemannian optimization algorithms to get practical data recovery algorithms on manifold, there are still several issues unsolved and we need to tune the algorithms. The problem (4.1) is a non-convex optimization. The convergence of a non-convex numerical solver to a global minimum is generally not guaranteed. How to find a good initialization for RGrad to achieve a global minimum? How many linear measurements are sufficient to find the correct solution $X$ on the manifold?

In the rest of this section, we will apply Riemannian optimization algorithms to some example problems of data recovery on manifold. We will discuss how to tune them to get efficient algorithms, and we will also address how many linear measurements are sufficient for the successful recovery of $X$.

**Example 1: matrix recovery**

The unknown data $X \in \mathbb{F}^{p \times q}$ lies on $\mathcal{M}_{p \times q,r}$, the manifold of all matrices with rank not larger than $r$. The linear measurements $L$ is defined by

$$L_j(X) = \text{tr}(A_j^T X), \quad j = 1, \ldots, N,$$

where $A_j \in \mathbb{F}^{p \times q}$ are measurement matrices. However, the manifold $\mathcal{M}_{p \times q,r}$ is not smooth at matrices whose rank is strictly smaller than $r$. To apply the Riemannian optimization algorithms, instead of the manifold $\mathcal{M}_{p \times q,r}$, we find $X$ on the manifold of matrices with rank exactly $r$, i.e.,

$$\mathcal{M}^E_{p \times q,r} := \{ Q \in \mathbb{F}^{q \times p} : \text{rank}(Q) = r \}.$$

Note that the dimension of $\mathcal{M}_{p \times q,r} \setminus \mathcal{M}^E_{p \times q,r}$ is strictly smaller than that of $\mathcal{M}_{p \times q,r}$. Therefore, $\mathcal{M}_{p \times q,r} \setminus \mathcal{M}^E_{p \times q,r}$ is measure 0 on $\mathcal{M}_{p \times q,r}$ and therefore neglectable.

The rank-$r$ manifold $\mathcal{M}^E_{p \times q,r}$ is smooth and has a very nice structure embedded in $\mathbb{F}^{p \times q}$. Its tangent space at $Z \in \mathcal{M}^E_{p \times q,r}$ is given by

$$T_Z = \{ UA^* + BV^* : A \in \mathbb{F}^{q \times r}, B \in \mathbb{F}^{p \times r} \},$$

where $U \in \mathbb{F}^{p \times r}$ and $V \in \mathbb{F}^{q \times r}$ are left and right singular vector matrices respectively in the compact singular value decomposition (SVD) $Z = U \Sigma V$. It is easy to check that the orthogonal projection onto the tangent space is given by,

$$\mathcal{P}_{T_Z} Y = UU^*Y + YYV^* - UU^*VV^*, \quad \forall Y \in \mathbb{F}^{p \times q}.$$
We need to find a retraction operator $\mathcal{R}_M$, whose role is to retract a matrix back to the rank-$r$ manifold. There are several choices of such an operator. We choose $\mathcal{H}_r$, the projection onto $\mathcal{M}^E_{p \times q,r}$ or the $r$-truncated SVD, as the retraction $\mathcal{R}_M$. More precisely, for any $W \in \mathbb{F}^{p \times q}$,

$$\mathcal{H}_r(W) = \sum_{i=1}^{r} \sigma_i u_i v_i^T,$$

where $Y = \min\{p,q\} \sum_{i=1}^{\min\{p,q\}} \sigma_i u_i v_i^T$ is the SVD.

For the initial guess, we use the standard spectral method. In particular, we assume the measurement matrices $A_j$, $j = 1, \ldots, N$, have i.i.d. random entries with mean 0 and variance $1/N$, and a straightforward calculation implies

$$(4.4) \quad \text{Exp}(\mathbf{L}^*(\mathbf{b})) = \text{Exp} \left( \sum_{j=1}^{N} \text{tr}(A_j^T X) A_j \right) = X,$$

where Exp$(\cdot)$ denotes the expectation. Therefore, it is reasonable to choose

$$(4.5) \quad Z_0 = \mathcal{H}_r(\mathbf{L}^*(\mathbf{b})).$$

The purpose of $\mathcal{H}_r$ is to set rank($X_0$) = $r$ while not escaping too far away from $\mathbf{L}^*(\mathbf{b})$, so that $Z_0$ will be close to the under truth solution $X$ if $\mathbf{L}^*(\mathbf{b})$ has a good concentration around its expectation.

The full RGrad algorithm for low-rank matrix recovery is shown in Algorithm 1. To the efficient implementation of Algorithm 1, the structure of the tangent space $\mathcal{T}_{Z_l}$ can be further exploited. In particular, by using the fact that the matrices in $\mathcal{T}_{Z_l}$ have rank at most $2r$, the SVD of size $p \times q$ in the evaluation of $\mathcal{H}_r$ can be reduced to two QR decompositions of size $p \times r$ and $q \times r$ respectively and one SVD of size $2r \times 2r$, which significantly save

**Algorithm 1** Riemannian Gradient Descent (RGrad) for Low-Rank Matrix Recovery

1: Initialize $Z_0 = \mathcal{H}_r(\mathbf{L}^*(\mathbf{b}))$.
2: for $l = 0, 1, \ldots$ do
3: \hspace{1em} $G_l = \mathcal{P}_{Z_l} \mathbf{L}^*(\mathbf{L}(Z_l) - \mathbf{b})$.
4: \hspace{1em} Choose $\alpha_l$.
5: \hspace{1em} $Z_{l+1} = \mathcal{H}_r(Z_l - \alpha_l G_l)$.
6: end for
the computational cost per step. We omit the details, and interested readers are referred to [29, 30].

The following theorem is an immediate corollary of [29, Theorem 2.1], and it shows that Algorithm 1 converges linearly to the true solution $X$ with dominant probability, if $N \geq O((p+q)r \log(\kappa \sqrt{r}))$, where $\kappa$ is the condition number of $X$. Compared to the bound in Theorem 3.4, the minimum measurement for RGrad to work is the same order as the least measurement for $\mathcal{M}$-recovery up to a logarithmic factor.

**Theorem 4.1** (A corollary of [29, Theorem 2.1]). Consider the real case. Assume the entries of $A_j$, $j = 1, \ldots, N$, are i.i.d. Gaussian with mean 0 and variance $1/N$. For any $\rho \in (0, 1)$, there exist positive universal constants $c_0, c_1, c_2$, such that: for any $X \in \mathbb{R}^{p \times q}$ with rank $r$ and condition number $\kappa$, the sequence $Z_l$ generated by Algorithm 1 with $\alpha_l$ as in (4.3) satisfies

$$\|Z_l - X\|_F \leq \rho^l \|Z_0 - X\|_F$$

with probability at least $1 - c_1 e^{-c_2 N}$, provided

$$N \geq c_0 (p+q)r \log(\kappa \sqrt{r}).$$

A numerical experiment is performed. We choose $N$ to be 2, 3, and 4 times of the dimension of the manifold respectively. The convergence curves of Algorithm 1 with stepsize (4.3) is shown in Figure 1(a). We see that, the more measurements, the faster convergence of the algorithm.

**Example 2: phase retrieval**

By introducing $X = xx^*$, the recovery of $x \in \mathbb{F}^p$ from phaseless measurements $|\langle x, f_j \rangle|^2 = b_j$ for $j = 1, \ldots, N$ as in (1.1) can be reformulated as a problem of finding a real symmetric or a Hermitian rank-1 solution of $L(X) = b$ with $L_j(X) = \text{tr}(f_j f_j^* X)$ for $j = 1, \ldots, N$. By a simple calculation, if we start with a symmetric/Hermitian initial guess, the Riemannian gradient descent on the symmetric/Hermitian rank-1 manifold is exactly the same as the one on the standard rank-1 manifold. Therefore, the RGrad algorithm for low-rank matrix recovery can be applied equally to the phase retrieval problem, where $p = q$ and $r = 1$.

However, all the measurement matrices in $L$ are of rank 1, and the direct application of RGrad algorithm may need a large number of measurements theoretically. To overcome this, we shall slightly modify the RGrad algorithm. For simplicity, we discuss only the complex case. We assume that
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Figure 1: Convergence of the RGrad algorithm.

\( f_j, j = 1, \ldots, N, \) follow a complex Gaussian model, i.e., the real and complex parts of \( f_j \) are all real random Gaussian vectors with expectation 0 and variance \( I/2 \). With this random model, the measurement matrices \( f_j f_j^* \), \( j = 1, \ldots, N \), are outer products of Gaussian random vectors, which have a heavier tail distribution. This makes the phase retrieval problem more difficult to solve than the standard low-rank matrix recovery problems. To eliminate the effects caused by the heavy tail, our idea is to drop out those ill-posed measurements in the initialization and each iteration.

For the initialization, we cannot choose the initial guess (4.5), because (4.4) does not hold true due to the rank-1 measurement matrices. We use the initialization presented in [31]. The expectation of \( b_j = |\langle x, f_j \rangle|^2 \) is \( \|x\|_2^2 \), which can be approximated well by \( \|b\|_1/N \). Therefore, we use only those measurements in the set

\[
\Omega_0 = \left\{ j : \sqrt{b_j} \leq \beta_0 \sqrt{\|b\|_1/N} \right\}
\]

for a predefined constant \( \beta_0 > 0 \). In other words, we use only those measurements that do not deviate too much from their expectations. Define \( Y = \sum_{j \in \Omega} b_j f_j f_j^* \), and let \( u \) be its leading unit eigenvector. Following [31], the leading eigenvector of the expectation of \( Y \) is parallel to \( x \). This, together with \( \|x\|_2^2 \approx \|b\|_1/N \), gives us the initialization

\[
Z_0 = z_0 z_0^*,
\]

where \( z_0 = \sqrt{\|b\|_1/N} \cdot u \) and \( u \) is the unit leading eigenvector of \( Y \).

By induction, the positive definiteness of \( Z_l \) is preserved. At each iteration \( l \), given \( Z_l = z_l z_l^* \), we use again only those well-posed measurements adapted
to $z_l$ and $x$. We set

$$\Omega_l = \Omega_{l1} \cap \Omega_{l2} \cap \Omega_0,$$

where

$$\Omega_{l1} = \{ j : |\langle z_l, f_j \rangle | \leq \beta_1 ||z_l|| \}$$

and

$$\Omega_{l2} = \left\{ j : |b_j - |\langle z_l, f_j \rangle |^2 | \leq \frac{\beta_2}{N} ||b - L(Z_l)||_1 \frac{|\langle z_l, f_j \rangle | + \sqrt{b_j}}{||z_l||} \right\}.$$ 

The set $\Omega_{l1}$ is to enforce $|\langle z_l, f_j \rangle |^2$ not too far away from its expectation, and $\Omega_{l2}$ is to remove the tail of $|\langle z_l - x, f_j \rangle |^2$. The new iterate is produced by using only those measurements on $\Omega_l$. The complete algorithm is shown in Algorithm 2.

**Algorithm 2** Riemannian Gradient Descent (RGrad) for Phase Retrieval

1: Define $\Omega_0$ by (4.6)

2: Initialize $z_0 = \sqrt{||b||_1/N} \cdot u$ and $Z_0 = z_0 z_0^*$, where $u$ is the leading unit eigenvector of $Y = \sum_{j \in \Omega_0} b_j f_j f_j^*$.

3: for $l = 0, 1, \ldots$ do

4: $Z_l$ is given in the form of $Z_l = z_l z_l^*$.

5: Define $\Omega_l$ by (4.7).

6: $G_l = P \tau_{Z_l} \left( \sum_{j \in \Omega_l} (|\langle z_l, f_j \rangle |^2 - b_j) f_j f_j^* \right)$.

7: Choose $\alpha_l$.

8: $Z_{l+1} = \mathcal{H}_1(Z_l - \alpha_l G_l)$.

9: end for

The following theorem is the main theorem in the forthcoming paper [32]. It shows that Algorithm 2 converges linearly to the true solution as long as $N$ is larger than $O(p)$. This bound is the same order as the the minimum number of measurements required in Theorem 3.5 with $r = 1$ for $\mathcal{M}$-recovery, hence it is in the optimal order.

**Theorem 4.2** ([32]). Assume the entries of $f_j$, $j = 1, \ldots, N$, are i.i.d. complex Gaussian with mean 0 and variance 1. For any $x \in \mathbb{C}^p$, there exist positive constants $\beta_0$, $\beta_1$, $\beta_2$, $c_0$, $c_1$, and $c_2$ such that: if $N \geq c_0 p$, then $Z_l$ generated by the Algorithm 2 step size $\alpha_l = \frac{1}{2N}$ satisfies

$$\|Z_l - xx^*\|_F \leq \left( \frac{1}{2} \right)^l \|Z_0 - xx^*\|_F$$

with probability at least $1 - c_1 e^{-c_2 N}$. 
In Figure 1(b), we demonstrate the convergence of Algorithm 2. We choose \( N = 4.5p \), \( N = 6p \), and \( N = 7.5p \) respectively. Again we see that increasing the number of measurements accelerate the convergence of the algorithm.
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