Structure of the image of (pseudo)-holomorphic discs with totally real boundary condition
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In this paper, we prove that the image of a (pseudo)-holomorphic map from the unit disc with its boundary on a given totally real submanifold is represented as a finite union of the images of "simple" discs allowing multiplicity with boundaries on the same totally real submanifold. This in particular fills a technical gap in relation to the Fredholm and the intersection theory of Gromov's (pseudo)-holomorphic discs, which has been present in the literature on the applications of pseudo-holomorphic discs.

With an appendix by Jean-Pierre Rosay

1. Introduction.

In recent papers [O3,4], the second author has studied the structure of \(J\)-holomorphic discs with totally real boundary condition, in relation to the Fredholm theory of \(J\)-holomorphic discs and its application to the problems of symplectic topology of Lagrangian submanifolds. We refer the readers to [O3,4] for some motivation and importance of such a study. We also refer to [C] for the study of local structure of the image (near singularities) of classical analytic discs with totally real boundary conditions in several complex variables. This paper [C] in particular contains the examples that show how complex can be the local structure of boundary singularities of analytic discs with \textit{smooth, but not real analytic}, totally real boundary conditions even in the classical context.

A general perception in the literature concerning the Gromov theory of \(J\)-holomorphic discs, misguided by the experience from the results on the \(J\)-holomorphic spheres, has been that as in the case of \(J\)-holomorphic spheres, \textit{any \(J\)-holomorphic disc should satisfy either}
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(i) \[ dw(z) \neq 0 \text{ and } w^{-1}(w(z)) = \{z\} \text{ for some point } z \in D^2 \] or

(ii) it should be a multiple covering of a J-holomorphic disc satisfying (1.1).

(See e.g. [P], [O2] and [L].) Just as the applications of J-holomorphic spheres to the structure of rational symplectic 4-manifolds [M2], to the Floer homology of symplectic manifolds [F], [HS] and to the theory of Gromov-Witten invariants and quantum cohomology [R], [RT], [MS] have illustrated, this structure theorem for the spheres has been an important ingredient especially when one studies intersection theory and compactification of the moduli space of pseudo-holomorphic spheres. It is natural to believe that the corresponding structure theorem for discs will bear similar importance in its applications to symplectic topology of Lagrangian submanifolds (see [P], [L] and [O2]), and to the theory of fillings by (pseudo-)holomorphic discs (see e.g., [H], [Y2]). This structure theorem has not been carefully addressed in the literature. See [Y2] for some study of structure of the image of pseudo-holomorphic discs in symplectic 4-manifolds under the “one sidedness” condition, which had been introduced by [BG] in the classical context of several complex variables.

The second author pointed out in [03,4] that the presumed structure theorem for discs does not have the same form as mentioned above for spheres, and is a theorem to formulate and prove, which should require a non-trivial proof. In [04], he also made a first step to this goal by proving the following theorem, among other things, which can be considered as the J-holomorphic analogue to the more classical theorem in several complex variables. (See e.g., [St], [GS]).

**Theorem 1.1 [Theorem I, O4].** Let \( R \subset (M, J) \) be a totally real submanifold and \( w : (D^2, \partial D^2) \to (M, R) \) be a non-constant J-holomorphic map such that it extends smoothly to the boundary and

\[ \text{“Int } D^2 \cap w^{-1}(bA) \text{ is connected and simply connected} \] (after adding a discrete set of points)

Then we can write

\[ w = \tilde{w} \circ b \]

where \( \tilde{w} : (D^2, \partial D^2) \to (M, R) \) is a J-holomorphic disc with smooth extension to the boundary, which is injective away from a discrete set of points
in the interior of $D^2$ and $b : D^2 \to D^2$ is a finite Blaschke product. In other words, $b$ is of the form with $s \geq 1$

$$b(z) = e^{ic} \prod_{k=1}^{s} \frac{z - \alpha_k}{1 - \overline{\alpha_k} z}$$

where $c$ is a real constant and $\alpha_k$ are complex constants with $|\alpha_k| < 1$.

Following [St], [O4], we call the map like $\bar{w}$ a simple map. In the above theorem, the hypothesis (1.2) cannot be dropped as shown by the following example given in [Remark 3.3, O3]: Consider the holomorphic map

(1.4) \[ w : \mathbb{H} \to \mathbb{C}, \quad w(z) = z^k \]

where $\mathbb{H} \subset \mathbb{C}$ is the upper half-plane. Identify $\mathbb{C} \cup \{\infty\} = S^2$ and $\mathbb{H} \cup \{\infty\} = D^2 \subset \mathbb{C}$ and $\partial \mathbb{H} = \mathbb{R} \subset \mathbb{C}$. If $k$ is odd and at least 5, this map does not satisfy (1.1) but cannot be written as a multiple covering of a simple disc. In this example, the set $\text{Int} D^2 \backslash w^{-1}(bA)$ is not connected. See [Example 2.4, La] for the case when $\text{Int} D^2 \backslash w^{-1}(bA)$ is connected but not simply connected even after adding a discrete set of points.

These examples show that structure of the images of $J$-holomorphic discs is more complex than that of spheres in general. What makes things more complex for the case of discs, unless we impose the condition (1.2), is that unlike from the case of spheres, the multiplicity of the image point will not be constant but vary as the examples above show. Certainly any map of the form in (1.3) has constant multiplicity. In fact, as far as we know, most of the results in the classical theory of analytic discs in several complex variables escape this unpleasant phenomenon because they usually consider proper holomorphic maps of the type

$$f : \Delta \to \mathbb{C}^N \backslash \Gamma, \quad \Delta = \text{Int} D^2$$

where $\Gamma \subset \mathbb{C}^N$ is a compact subset of $\mathbb{C}^N$ (e.g. $\Gamma$ = totally real submanifolds). In other words, these cases do not allow the boundary image to pierce through that of the interior. In respect to this, the main structure theorem below may be new even in the classical context of analytic discs in several complex variables.

The above mentioned non-constantness of the multiplicity is due to the "piercing" of the boundary into the interior when we do not assume (1.2). It has not been a priori clear what would be the correct formulation of the structure theorem in general, which question was left open in [O4]. However
based on the results from [M1,3,4] and [O4], it is not difficult to show that
the set $\Delta \setminus w^{-1}(bA)$ is a finite disjoint union of open domains in $\Delta \subset \mathbb{C}$.
(See Corollary 4.3 below.) Each of these domains, after possibly adding a
discrete set of points in the interior will become an open domain in $\Delta$ with
genus $g$ possibly bigger than zero. Then the main question to ask is whether
domains with genus $g \geq 1$ will really occur in this union. We denote

$$\Delta \setminus w^{-1}(bA) = \bigcup_{j=1}^{\ell} E_j$$

and by $\tilde{E}_j$ the domain obtained by adding a discrete set of points in $E_j$.
(See Section 4 for more precise definition of $\tilde{E}_j$.)

It turns out that $\tilde{E}_j$ are always simply connected when $(M, J)$ does not
allow a $J$-holomorphic sphere but high genus components can occur if $(M, J)$
admits a $J$-holomorphic sphere (see Example and Corollary 4.11 in Section
4). This gives rise to the following interesting result in $\mathbb{C}^n$.

**Corollary.** If $J$ is any almost complex structure tame to the standard
symplectic structure on $\mathbb{C}^n$ (e.g., the standard complex structure on $\mathbb{C}^n$),
$\tilde{E}_j$ defined as above are all simply connected for any $J$-holomorphic disc
$w : (D^2, \partial D^2) \to (\mathbb{C}^n, R)$.

However even when $(M, J)$ allows a $J$-holomorphic sphere, we can still
prove the following theorem which proves that at least the image of $\tilde{E}_j$ under
$w$ is the same as that of a map from $(D^2, \partial D^2) \to (M, R)$ (see Lemma 4.6
and its proof for the details).

**Theorem I [Theorem 4.4].** Let $\{E_j\}_{j=1}^{\ell}$ be the connected components in
the union (1.5) and $\tilde{E}_j$ be as above. Then we can further decompose, if
necessary, each domain $\tilde{E}_j$ into the finite union $\bigcup_i \tilde{E}_j^i$ so that $w|_{\tilde{E}_j}$ can be
reduced to a map $w^i_j : (D^2, \partial D^2) \to (M, R)$ with $\text{Im } w^i_j = \text{Im } w|_{\tilde{E}_j}$, and

$$[w|_{\tilde{E}_j}] = \sum_i [w^i_j] \quad \text{in } H_2(M, R; \mathbb{Z})$$

(See Corollary 4.11 for more detailed structure of the image of $w$ when some
$\tilde{E}_j$ is not simply connected.)

Since $w^i_j$'s satisfy (1.2), combining Theorem 1.1 and Theorem I, we ob-
tain our main structure theorem.
Theorem II (Main Structure Theorem). The image of a $J$-holomorphic disc with totally real boundary condition can be represented as a finite union of simple $J$-holomorphic discs (with multiplicity) with the same totally real boundary condition. Furthermore, this representation preserves the homotopy class in $\pi_2(M, R)$.

This theorem completes the formulation and proof of the structure theorem that has been used in the literature. Once we have this structure theorem, one can then safely repeat the same kind of arguments as those for the sphere case in the generic transversality result, the structure of Gromov compactification of the moduli space of $J$-holomorphic discs and intersection theory of $J$-holomorphic discs that have been needed in the applications (e.g. in [P], [L] and [O2]).

The proof of Theorem I turns out to involve quite complicated combinatorial arguments, which are originally due to the first author, based on the local structure of piercing by the boundary through the interior image. The essential tool for the analysis of this piercing phenomenon is Proposition 3.5. This is a unique continuation principle of the image along the boundary, which has some independent interest in its own right. Unlike the case of interior, the unique continuation fails in general due to "branching off" and so requires certain restrictions in its application as imposed in Proposition 3.5. We include several figures in the course of the proof, which we hope helps readers grasp main arguments in the proof.

We next study a finer structure of the "net" $w^{-1}(bA)$ in $\Delta$ and the image of $w : (D^2, \partial D^2) \to (M, R)$.

Let $\phi_j^i : \Delta \to \tilde{E}_j^i$ (identified with a disc as in (4.16)) be a Riemann map and denote

$$w_j^i = w|_{\tilde{E}_j^i} \circ \phi_j^i : \Delta \to M.$$ 

Since $w|_{\tilde{E}_j^i}$ is continuous up to the boundary and so is the Riemann map $\phi_j^i : \Delta \to \tilde{E}_j^i$, $w_j^i$ is continuous up to boundary with $w_j^i(\partial D^2) \subset R$. By the standard boundary regularity theorem, $w_j^i$ is smooth up to boundary. And it follows from the definition of $\tilde{E}_j^i$ that $w_j^i$ allows a factorization like (1.3). We denote the corresponding simple map by $\tilde{w}_j^i$ and the Blaschke product by $b_j^i$, i.e.,

$$w_j^i = \tilde{w}_j^i \circ b_j^i.$$ 

We first quote the following theorem proven in [O4], which tells the structure of the image of simple maps.
Theorem 1.2 [Theorem II, O4]. Let \( \tilde{w} : (D^2, \partial D^2) \to (M, R) \) be a simple \( J \)-holomorphic map. Then the following alternative holds:

(i) there is a point \( z \in \partial D^2 \) such that
\[
\tilde{w}^{-1}(\tilde{w}(z)) \cap \partial D^2 = \{z\} \quad \text{and} \quad \tilde{d}(z) \neq 0.
\]

(ii) the multiplicity of \( \kappa : bA \setminus X \to \mathbb{Z}_+ \) is two except at a discrete set of points where \( X \) is the set of critical values. Furthermore, the image \( A := \text{Image } \tilde{w} \) becomes a smooth immersed branched Riemann surface.

In particular, if \( (M, J) \) does not carry any closed \( J \)-holomorphic Riemann surface (e.g. like \( \mathbb{C}^n \)), then only the alternative (i) must hold.

Definition 1.3. We call a simple map satisfying (i) type I and one satisfying (ii) type II.

Examples of type I and II are the maps in (1.4) for \( k = 1 \) and \( k = 2 \), respectively.

A priori, both types of the simple map could occur as \( \tilde{w}_j^i \)'s in the decomposition in Theorem II. Due to Theorem 1.2, we may assume that the number of components in the decomposition is greater than 1. It is rather surprising that in the decomposition in Theorem II, only one of the two types can occur.

Theorem III. Let \( \bigcup_{j=1}^{k} \tilde{E}_j^i \) be the decomposition in Theorem II, and \( w_j^i, \tilde{w}_j^i \) and \( b_j^i \) defined as above, Then we have the alternative:

(i) all \( \tilde{w}_j^i \)'s are of type I

(ii) all \( \tilde{w}_j^i \)'s are of type II: In this case, the images of all \( \tilde{w}_j^i \)'s coincide as a set. Furthermore, in this case, the multiplicity of \( \kappa : A \to \mathbb{Z}_+ \) is constant (on the open dense set of \( A \setminus X \) where \( X \) is the set of critical values).

If \( J \) is integrable near \( R \) and \( R \) is real-analytic, we can strengthen (i) to

(i') all \( \tilde{w}_j^i \)'s are of type I and the union of the images of any two consecutive \( \tilde{w}_j^i, \tilde{w}_k^\ell \) such that \( j \neq k \), forms a closed branched Riemann surface.

Examples of the cases (i) and (ii) are provided by maps in (1.4) with \( k \) odd and with \( k \) even, respectively.
As the example in the appendix shows, the result \((i')\) fails to hold if we just assume that \(R\) is smooth (but not real analytic). See Proposition 6.6 where both integrability of \(J\) and real-analyticity of \(R\) are essential to apply the reflection principle.

Using Theorem III \((i')\), one can prove a more precise structure theorem than Theorem II for the case of integrable \(J\) near \(R\) and real-analytic \(R\). We refer to Corollary 6.3 below for this. In fact in this case, the whole proof of Theorem I can be considerably simplified using Proposition 6.6. It rules out the branching phenomenon along the boundary in the real analytic case which complicates the image of general smooth cases as the map \(h_\pm\) illustrate in Rosay's example in the appendix.

Note that for the map \(w : (D^2, \partial D^2) \rightarrow (\mathbb{C}^n, R)\) with respect to an almost complex structure \(J\) tamed with the standard symplectic structure, the alternative \((ii)\) was ruled out in Proposition 5.1. Furthermore from Theorem III \((i')\), it also follows that there cannot be more than one connected component in the above decomposition, provided \(J\) is integrable near \(R\) and \(R\) is real-analytic. In particular, noting that \(\mathbb{C}^n\) does not allow any closed holomorphic Riemann surface, this immediately implies the following result, which seems to be a new result even in several complex variables.

**Corollary 6.3.** Consider \(\mathbb{C}^n\) with its standard complex structure \(J_0\) and let \(R\) be a real-analytic totally real submanifold in \(\mathbb{C}^n\). Then for any holomorphic disc \(w : (D^2, \partial D^2) \rightarrow (\mathbb{C}^n, R)\), \(\Delta \setminus w^{-1}(bA)\) is connected and simply connected (after adding a discrete set of points) and so \(w\) allows the factorization \((1.3)\).

After the first version of this paper was completed, responding to the question asked by the second author, J.-P. Rosay has constructed a counter example to Corollary 6.3 for a smooth \(R\), which is included in Appendix 1. This example shows that the real-analyticity is essential in Corollary 6.3. And while this paper was in submission, Lazzarini sent us his preprint [La] that contains a result which is weaker than ours. But we learned from his paper [La] that there is some error in the statement of [Theorem I, O4] in that the second author overlooked the possibility that \(\text{Int } D^2 \setminus w^{-1}(bA)\) is connected but not simply connected (after adding a discrete set of points).

The second author would like to thank Jean-Pierre Rosay for his contribution to the appendix. We would also like to thank the unknown referee for pointing out some error in our formulation of Theorem I in the previous version, providing the example in Section 4 and raising the question of the homology class which leads us to writing Appendix 3, and Lazzarini for
sending his preprint to us.

2. Preliminaries.

In this section, we organize various theorems on the local structure of J-holomorphic discs which we borrow mainly from [M1], [FHS] and [O4].

Let \((M, J)\) be an almost complex manifold and let \(R \subset M\) be a (maximally) totally real submanifold with respect to \(J\), i.e.,

\[
\dim R = \frac{1}{2} \dim M \quad \text{and} \quad T_x R \cap JT_x R \quad \text{for all} \quad x \in R.
\]

We denote by \(D^2 \subset \mathbb{C}\) the closed unit disc and \(\Delta = D^2 \setminus \partial D^2\) the open unit disc. A smooth map

\[
w : (D^2, \partial D^2) \to (M, R)
\]

is called a \(J\)-holomorphic disc with the boundary condition \(R\) if \(w\) satisfies

\[
\left\{
\begin{array}{l}
J \circ dw = dw \circ j \\
w(\partial D^2) \subset R
\end{array}
\right.
\]

where \(j\) is the standard complex structure on \(D^2 \subset \mathbb{C}\). We also denote by \(B_\epsilon(0)\) the open disc centered at 0 with radius \(\epsilon > 0\) and by \(D_\epsilon(0)\) the semi-disc centered at 0 with radius \(\epsilon > 0\) and with boundary

\[
\partial D_\epsilon(0) = (-\epsilon, \epsilon) \subset \mathbb{R} \subset \mathbb{C}.
\]

Following the notations from [O4], we denote

\[
A = \text{Image of } w|_{D^2}
\]
\[
bA = \text{Image of } w|_{\partial D^2}
\]

and introduce the multiplicity function \(\kappa : A \to \mathbb{Z}_+\).

**Definition 2.1.** We define the integer valued function \(\kappa : A \to \mathbb{Z}_+\) by

\[
\kappa(a) = #(w^{-1}(a)), \quad a \in A
\]

and call it the multiplicity of \(a\).

We now quote several results on the local structure of \(J\)-holomorphic discs (with boundary) from [FHS] or [MS], and [O4].
Lemma 2.2 [Corollary 2.3, FHS; Corollary 2.2, O4]. Let \((M, J)\) be an almost complex manifold and \(R \subset M\) be a totally real submanifold with respect to \(J\). Let \(w : (D_\epsilon(0), \partial D_\epsilon(0)) \rightarrow (M, R)\) be a smooth solution of

\[
\begin{align*}
\frac{\partial w}{\partial x} + J(w) \frac{\partial w}{\partial y} &= 0 \\
(w(x, 0) \in R &\quad \text{for } x \in (-\epsilon, \epsilon) = \partial D_\epsilon(0).
\end{align*}
\]

Then there exists \(\delta > 0\) such that \(dw(z) \neq 0\) for all \(z\) with \(0 < |z| < \delta\). The corresponding result also holds for \(J\)-holomorphic maps \(u : B_\epsilon(0) \rightarrow M\).

Lemma 2.2 implies that the set of critical points of a non-constant \(J\)-holomorphic disc is discrete. In the following two lemmas, \(E\) denotes either the disc or the semi-disc.

Lemma 2.3 [Proposition 3.1, FHS; Corollary 2.3, O4]. Let \((M, J)\) and \(R\) as above and let \(w_1, w_2 : E_\epsilon \rightarrow \mathbb{C}^n\) be non-constant smooth solutions of (2.2). If the \(\infty\)-jets of \(w_1\) and \(w_2\) coincide with 0, then

\[w_1 \equiv w_2.\]

Lemma 2.4 [Lemma 2.2.2, MS]. Let \(w : E \rightarrow (M, J)\) be \(J\)-holomorphic with \(dw(0) \neq 0\). Then there is a local chart \(\alpha : U \rightarrow \mathbb{C}^n\) near \(w(0)\) such that

\[
\alpha \circ w(z) = (z, 0, \ldots, 0)
\]

\[
d\alpha(w(z)) \circ J(w(z)) = i d\alpha(u(z))
\]

for \(z \in E \cap w^{-1}(U)\).

Combining Lemma 2.3 and 2.4, one can deduce the following useful results. (See [Lemma 2.2.3, MS] or [Corollary 2.4, O4] for the proof, respectively.)

Lemma 2.5 [Lemma 2.2.3, MS]. Let \(u, v : B_\epsilon(0) \rightarrow (M, J)\) be non-constant \(J\)-holomorphic maps with

\[u(0) = v(0), \quad du(0) \neq 0.\]

Assume that there are sequences \(z_\mu, \xi_\mu \in B_\epsilon(0)\) such that

\[u(z_\mu) = v(\xi_\mu), \quad \lim_{\mu \to \infty} z_\mu = \lim_{\mu \to \infty} \xi_\mu = 0, \quad z_\mu \neq 0 \neq \xi_\mu.\]
Then there is a holomorphic map $\phi : B_\delta(0) \to B_\epsilon(0)$ with $0 < \delta < \epsilon$, $\phi(0) = 0$ and

$$v = u \circ \phi$$

on $B_\delta(0)$.

However we cannot expect the obvious analogue of this for the semi-disc case. One reason for this is that the images can be in "different" sides of the totally real submanifold and another is that they can also branch off as Rosay’s example in Appendix illustrates (see Remark 6.4 and Proposition 6.6).

For the semi-disc case, we could expect only the following. The proof used for Lemma 2.5 cannot be applied to the boundary point because general $J$-holomorphic disc cannot be extended across its boundary as a smooth $J$-holomorphic map, unless $J$ in integrable and $R$ is real analytic near the point. We refer readers to the proof in [04] for this point.

**Lemma 2.6. [Corollary 2.4, O4].** Let $w_i : (D_{\epsilon_i}(0), \partial D_{\epsilon_i}) \to (M, R)$ be $J$-holomorphic with

$$w_1(0) = w_2(0), \quad dw_1(0) \neq 0. $$

Assume that

$$\text{Im } w_1|_{\partial D_{\epsilon_1}(0)} = \text{Im } w_2|_{\partial D_{\epsilon_2}(0)}. $$

Then the following alternative holds:

(i) $\text{Im } w_1$ and $\text{Im } w_2$ overlap on some open neighborhoods of $0$ or

(ii) $dw_2(0) \neq 0$ and $\text{Im } w_1 \cup \text{Im } w_2$ smoothly matches up along the boundary $\partial D_{\epsilon_i}(0)$ near $0$.

One special case in Lemma 2.6 is worthwhile to separately mention and will be very useful for later discussions: Suppose that for $i = 1, 2$, $w_i : (D_{\epsilon_i}(0), \partial D_{\epsilon_i}(0)) \to (M, R)$ be $J$-holomorphic with

$$w_1(0) = w_2(0), \quad dw_1(0) \neq 0 \neq dw_2(0) $$

such that there are some neighborhoods $U_1$ and $U_2$ of $0$ in $D_\epsilon(0)$ respectively and

$$\text{Im } w_1|_{\partial D_{\epsilon_1}(0) \cap U_1} = \text{Im } w_2|_{\partial D_{\epsilon_2}(0) \cap U_2}. $$
We assume that $w_i: U_i \to M$ are one-one, which can be always achieved by choosing smaller $U_i$’s if necessary. Denote

$$\partial D_{\epsilon_1}(0) \cap U_1 = (-\delta_1^1, \delta_2^1) =: \Lambda_1$$
$$\partial D_{\epsilon_2}(0) \cap U_2 = (-\delta_1^2, \delta_2^2) =: \Lambda_2$$

for some $\delta_j^i > 0$. Now consider the diffeomorphism

$$(2.3) \quad \left(w_2|_{\Lambda_2}\right)^{-1} \circ w_1|_{\Lambda_1}: \Lambda_1 \to \Lambda_2.$$  

We provide the boundary orientation to $A_i \subset \partial D_{\epsilon_i}(0)$ induced from the complex orientation in $D_{\epsilon_i}(0) \subset \mathbb{C}$.

**Corollary 2.7.** Let $w_i$’s, $\Lambda_i$’s as above. Then the following alternative holds:

(i) if the diffeomorphism (2.3) preserves the orientation, then Lemma 2.6 (i) must hold.

(ii) if the diffeomorphism (2.3) reverses the orientation, then Lemma 2.6 (ii) must hold.

3. Local structure of piercing.

As we mentioned in the introduction, it is essential to analyze how $bA$ pierces through $A$ for the purpose of understanding structure of the images of $J$-holomorphic discs. We study this piercing by analyzing the “net” on $\Delta$ provided by $w^{-1}(bA) \cap \Delta$. In this section, we derive several results concerning the local structure of this piercing based on the results from Section 2. We will always assume that all (local) $J$-holomorphic maps appearing below have a finite number of critical points, and a discrete set of isolated self-intersections points (away from the critical values). For example, all the results in this section will apply to the maps obtained by restricting the domain of any given $J$-holomorphic map $w: (D^2, \partial D^2) \to (M, R)$.

The following notion of the collar neighborhood turns out to be useful for this purpose.

**Definition 3.1.** For a point $z \in D^2$, we say that $U \subset D^2$ is a collar neighborhood of $z$ (or $\lambda$) if $\partial U = \lambda$ is an embedded piecewise smooth arc containing $z$. 

The following lemma tells us that if the boundary of $J$-holomorphic disc is contained in the interior image of another such disc near a regular point of it, then images of the two discs should overlap in a collar neighborhood of the boundary of the first disc. Because of the branching phenomenon as we mentioned before, we cannot expect this if we replace “the interior image” by the boundary image of the second disc.

**Lemma 3.2.** Let $u : (D_\epsilon(0), \partial D_\epsilon) \to (M, R)$ and $v : B_\epsilon(0) \to M$ be $J$-holomorphic. Let $\{z_\mu\} \subset \partial D_\epsilon^2$ and $\{w_\mu\} \subset B_\epsilon^2$ be sequences with

\[ u(z_\mu) = v(w_\mu) \quad \text{and} \quad \lim_{\mu \to \infty} z_\mu = 0, \quad z_\mu \neq 0, \quad \lim_{\mu \to \infty} w_\mu = 0, \quad w_\mu \neq 0. \]

Suppose in addition that $dv(0) \neq 0$. Then there exists a collar neighborhood $U \subset D_\epsilon(0)$ of $z$ with $\lambda = \partial U$, an arc contained in $\partial D_\epsilon^2$ such that

\[ u(U) \subset v(B_\epsilon(0)). \]

**Proof.** Without loss of any generality, we may assume that $(M, R) = (\mathbb{C}^n, \mathbb{R}^n)$ and we are given two $J$-holomorphic maps

\[ u : D_\epsilon(0) \to \mathbb{C}^n, \quad v : B_\epsilon(0) \to \mathbb{C}^n \]

such that

\[ u(z_\mu) = v(w_\mu), \quad \lim_{\mu \to \infty} z_\mu = 0 = \lim_{\mu \to \infty} w_\mu, \]

by restricting the maps to neighborhoods of $0$ respectively. By Lemma 2.4, we may further assume

\[ v(z) = (z, 0, \ldots, 0), \quad J(z, 0, \ldots, 0) = i \]

for $z \in B_\epsilon(0)$ and

\[ u(z) = (a(z), b(z)), \quad a(z) \in \mathbb{C}, \quad b(z) \in \mathbb{C}^{n-1} \]

for $z \in D_\epsilon(0)$ such that $u(\partial D_\epsilon(0)) \subset \mathbb{R}^n$ and $b(z_\mu) = 0$.

If $\infty$-jet of $b(z)$ at $0$ does not vanish, then there is a non-negative integer $\ell$ such that $b(z) = O(|z|^\ell)$ and $b(z) \neq O(|z|^{\ell+1})$ and hence $J(u(z)) = i + O(|z|^{\ell})$. Consider the Taylor expansion up to order $\ell - 1$ of the equation

\[ \frac{\partial u}{\partial x} + J(u(z)) \frac{\partial u}{\partial y} = 0 \]
on $D_{\epsilon}(0)$. Then we have
\[ \frac{\partial u_{\ell}}{\partial x} + i \frac{\partial u_{\ell}}{\partial y} = 0, \quad \text{for} \ z \in D_{\epsilon}(0) \]
where $u_{\ell}$ is the Taylor expansion of $u$ up to order $\ell$. So, there exists a nonzero $a$ such that
\[ b(z) = az^\ell + O(|z|^{\ell+1}) \quad \text{for} \ z \in D_{\epsilon}(0) \]
and hence $b(z) \neq 0$ in some open neighborhood of 0. This then implies that the images of $v$ and $u$ do not intersect away from 0 in the neighborhood, which contradicts the assumption in the lemma. Therefore $\infty$-jet of $b(z)$ at 0 must vanish.

Since $J(z, 0, \ldots, 0) \equiv i$ for $z \in B_\epsilon(0)$, $b(z)$ satisfies the equation
\[
0 = \frac{\partial b}{\partial x} + pr_2 \left( J(a, b) \frac{\partial u}{\partial y} \right) \\
= \frac{\partial b}{\partial x} + pr_2 \left( i + \int_0^1 D_b(J(a, b)) d\tau \cdot v_2 \right) \frac{\partial u}{\partial y} \\
= \frac{\partial b}{\partial x} + i \frac{\partial b}{\partial y} + (Ab)(z)
\]
in a neighborhood of $\partial D_\epsilon(0)$ in $D_\epsilon(0)$ where $pr_2 : \mathbb{C}^n \to \mathbb{C}^{n-1}$ is the projection and the operator $A$ is defined by
\[
(A\xi)(z) := pr_2 \left( \int_0^1 D_b(J(a, \tau b)) d\tau \cdot \xi \frac{\partial u}{\partial y} \right)(z).
\]
Since $b(x, 0) \in \mathbb{R}^{n-1}$ and the $\infty$-jet of $b$ at 0 vanishes, By Lemma 2.3, $b(z) \equiv 0$.

This finishes the proof. \qed

An immediate corollary, when combined with Lemma 4.1 and 4.2 in the next section (see especially the remark after Lemma 4.2), is

**Corollary 3.3.** Let $w : (D^2, \partial D^2) \to (M, R)$ be a $J$-holomorphic disc with $dw(z') \neq 0$ for some $z' \in w^{-1}(w(z)) \cap \Delta$ where $z \in \partial D^2$. Suppose that $\lambda_0 \subset \partial D^2$ is an arc with $z$ as one end point and that there exists a collar neighborhood $V$ of $\lambda_0$ such that
\[ w(V) \subset w(\Delta). \]
Then there exists a collar neighborhood $U$ of an open arc $\lambda = \partial U$ containing $z$ in its interior with

$$w(U) \subset w(\Delta).$$

This corollary shows that the following branching picture of the images cannot occur.

![Diagram](image)

Figure 1.

The following objects appear often in later discussions and so we assign a special name to them.

**Definition 3.4.** We call *$k$-armed asterisk* the union of $k$ embedded arcs $\lambda_1, \ldots, \lambda_k$ in the plane that share one end point $z$ from each as drawn in Figure 2. We call *semi-asterisk* an asterisk $\bigcup_{j=1}^{k} \lambda_j \subset D_c(z)$ with

$$\lambda_1 \cup \lambda_k \subset \partial D_c(z)$$

as drawn in Figure 2. We call each $\lambda_j$ in the asterisk an *arm* and the shared end point the *center* of the asterisk. We always order the arms either clockwise or counterclockwise in the plane.
Figure 2.

The following proposition is the crucial tool in the proof of the main theorem. Roughly speaking, it shows that as long as the boundary of one disc does not intersect with the interior of the other, "overlap" of the images of two discs uniquely propagates along the boundary of discs. Recall that it is a well-known and an immediate consequence of Lemma 2.3 that overlap of the interior images of the two discs uniquely propagates.

**Proposition 3.5. (Unique continuation of the image).**

Let \( w_i : (D_{\epsilon_i}(0), \partial D_{\epsilon_i}(0)) \to (M, R) \) for \( i = 1, 2 \) be two \( J \)-holomorphic maps satisfying the following properties:

1. they can be smoothly extended to a neighborhood \( D_{\epsilon_i'} \) with \( \epsilon_i' > \epsilon_i \) of \( \overline{D_{\epsilon_i}(0)} \) in \( \mathbb{H} \subset \mathbb{C} \).
2. \( w_1(0) = w_2(0) \)
3. \( dw_i(z) \neq 0 \), \( w_i(z) \neq w_i(0) \) for any \( z \) with \( 0 < |z| < \epsilon_i' \) respectively for \( i = 1, 2 \).
4. \( \text{Int } D_{\epsilon_i}(0) \cap w_i^{-1}\left(w_j \left( \partial D_{\epsilon_j}(0) \right) \right) \) is discrete in \( \overline{D_{\epsilon_i}} \setminus \{0\} \), for all \( i, j = 1, 2 \).
5. there exists some \( d > 0 \) such that
   \[
   \text{dist} \left( p, w_i \left( \overline{D_{\epsilon_i}} \setminus D_{\epsilon_i} \right) \right) > d > 0
   \]
where \( p = w_1(0) = w_2(0) \).

If there exist collar neighborhoods \( U_i \) of \((-\epsilon_i, 0)\) in \( D_{\epsilon_i}(0) \) with \( \partial U_i = (-\epsilon_i, 0) \) for \( i = 1, 2 \) and with \( w_1(U_1) = w_2(U_2) \), \( w_1(\partial U_1) = w_2(\partial U_2) \), then we can find collar neighborhoods \( V_i \) of \((-\epsilon_i, \delta_i)\) such that \( \delta_i > 0 \) and

\[
    w_1(V_1) = w_2(V_2).
\]

![Figure 3.](image)

**Remark 3.6.**  
(i) The hypothesis (v) can be always obtained by choosing \( \epsilon_i's \) smaller if necessary.

(ii) This proposition fails to be true if we drop the hypothesis (iv), i.e., allow the image of the boundary to pierce through that of the interior. For example, consider the two maps

\[
    w_1(z) = z, \quad w_2(z) = z^2 : (D_{\epsilon}(0), \partial D_{\epsilon}(0)) \to (\mathbb{C}, \mathbb{R})
\]

and start with the intervals \((0, \epsilon_i)\) for appropriate \( 0 < \epsilon_i < \epsilon \) for \( i = 1, 2 \).

(iii) This proposition rules out the following branching phenomenon under the hypotheses in the proposition, which otherwise could occur. Compare with Figure 1.
To prove this proposition, we start with two lemmas. The first lemma rules out folding of the image (See Figure 5). The second one is a continuation lemma of the collar neighborhood.

**Lemma 3.5.1.** Under the hypotheses as in Proposition 3.5, there cannot be any pair of collar neighborhoods $U$ of $(-\delta, 0)$ and $V$ of $(0, \delta)$ for some $0 < \delta, \delta < \min\{\epsilon_1, \epsilon_2\}$ such that $w_i(U) = w_j(V)$ for any $i \neq j$, $1 \leq i, j \leq 2$.

**Proof.** Because of (iii), $w_i$ are immersed on $(-\epsilon_i, \epsilon_i) \{0\}$ for $i = 1, 2$. Suppose the contrary that there exist such neighborhoods $U, V$ and assume without loss of any generality that $w_1(U) = w_2(V)$. 
Since self-intersection points can accumulate only at critical points, there exist some $0 < \delta'_1 < \delta'_2 < \delta_1$ and $0 < \delta'_3 < \delta_2$ and collar neighborhoods $A, B$ of $(-\delta_1, -\delta'_1)$ and $(\delta'_2, \delta_2)$ in $D_{\epsilon_1}(0)$ and $D_{\epsilon_2}(0)$ respectively such that $w_1|_A$ and $w_2|_B$ are one-one and

$$w_1(A) = w_2(B), \quad w_1(-\delta'_1) = w_2(\delta'_2), \quad w_1(-\delta_1, -\delta'_1) = w_2(\delta'_2, \delta_2).$$

Then we consider the map $(w_1|_A)^{-1} \circ w_2|_B : B \to A$. Because $(w_1|_A)^{-1} \circ w_2|_B : B \to A$ is holomorphic and so preserves the complex orientations of $B, A \subset \mathbb{C}$, the diffeomorphism

$$\left( (w_1|_{(-\delta_1, -\delta'_1)})^{-1} \circ w_2|_{(\delta'_2, \delta_2)} \right) : (\delta'_2, \delta_2) \to (-\delta_1, -\delta'_1)$$

must preserve the induced (boundary) orientations which are nothing but the standard orientations on them. However this is impossible by Corollary 2.7 because we assume $w_1(-\delta'_1) = w_2(\delta'_2)$ from (ii) and hence this finishes the proof. $\square$

**Lemma 3.5.2.** Under the same hypotheses as in Proposition 3.5, there exist some $\delta_1, \delta_2 > 0$ such that

$$w_1((0, \delta_1)) = w_2((0, \delta_2)).$$

**Proof.** Suppose the contrary, say, that there exist a sequence of points $x_j \in (0, \epsilon_1)$ with $x_j \to 0$ such that

$$w_1(x_j) \not\in w_2((0, \epsilon_2)). \quad \text{(3.1)}$$

By the continuity of $w_1$ and by (v) for a sufficiently large $j_0$, we can choose a smooth curve $c_0 : [0, 1] \to D_{\epsilon_1}(0)$ such that

$$c_0(0) \in (-\epsilon_1, 0), \quad c_0(1) = x_{j_0}$$

$$c_0(t) \in \text{Int} \ D_{\epsilon_1}(0) \setminus w_1^{-1}\left( w_2(\partial D_{\epsilon_2}(0)) \right) \quad \text{and}$$

$$\text{dist}(p, w_1(c_0(t))) \leq \frac{d}{2} \quad \text{for } 0 < t < 1. \quad \text{(3.2)}$$

It follows from (3.2) and (v) that

$$w_1(c_0) \cap w_2(D_{\epsilon_2} \setminus D_{\epsilon_2}) = \emptyset. \quad \text{(3.3)}$$
Define

\[ t_0 = \sup \{ t \in [0,1] \mid w_1(c_0(t)) \in \text{Im } w_2 \}. \]

From (iv), the main hypothesis on the collar neighborhoods \( U_1, U_2 \) and hypothesis (3.1), it follows that

\[ 0 < t_0 < 1. \]

By the continuity of \( w_2 \) and from (3.3) we derive that

\[ w(c_0(t_0)) = w_2(z) \quad \text{for some } z \in D_{e_2}(0). \]

From (3.2), \( z \in \text{Int } D_{e_2}(0) \). Since \( dw_1(c_0(t_0)) \neq 0 \neq dw_2(z) \) from (iii), we can choose a small disc \( B_{\delta}(z) \subset \text{Int } D_{e_2}(0) \) by Lemma 2.5 such that \( w_1 \circ \phi = w_2 \) on \( B_{\delta}(z) \) for a holomorphic map \( \phi : B_{\delta}(z) \to \text{Int } B_{e_1}(0) \). Therefore we can find \( t_1 > t_0 \) such that \( w_1(c_0(t_1)) \subset \text{Im } w_2 \) which contradicts the definition of \( t_0 \). Hence, we have proved Lemma 3.5.2.

Proof of Proposition 3.5. Again by choosing sufficiently small \( \tilde{\delta}_i \)'s, we may assume that the map

\[ \left( w_1 \big|_{(0,\tilde{\delta}_1)} \right)^{-1} \circ w_2 \big|_{(0,\tilde{\delta}_2)} : (0,\tilde{\delta}_2) \to (0,\tilde{\delta}_1) \]

becomes a diffeomorphism. Since \( w_1(0) = w_2(0) \) from (ii), this diffeomorphism must preserve the orientations on \((0,\tilde{\delta}_i)'s\). Therefore Proposition 3.5 immediately follows from Corollary 2.7 (ii) and Lemma 2.5, which finishes the proof.

The next proposition shows that even when the boundary image of one disc penetrates into the interior image of the other, overlap of the image uniquely propagates across the arms of certain asterisk, at least near the center of the asterisk. We recommend readers to see Figure 6 before reading the statement of this proposition.

Proposition 3.7. Let \( w : (D_\epsilon(0), \partial D_\epsilon(0)) \to (M,R) \) be a J-holomorphic map with \( dw(z) \neq 0 \) on \( D_\epsilon(0) \setminus \{0\} \), and let \( C = \bigcup_{j=1}^{k+2} \lambda_j \subset D_\epsilon(0) \) be a \((k+2)\)-armed semi-asterisk in \( D_\epsilon(0) \) centered at 0 such that \( w(C) \subset R \) and \( w \big|_{C \setminus \{0\}} \) is an embedding (away from a discrete set of points). And let \( u : \Delta \to M \) be a J-holomorphic map such that all the points in \((w(C) \setminus w(0)) \cap \text{Im } u\), if any, are regular values of \( u \).
Suppose that there exists a collar neighborhood $U_1$ of $\lambda_1$ and an arc $\delta_1 \subset \Delta$ and a collar neighborhood $V_1$ of $\delta_1$ such that

\begin{equation}
(3.4) \quad w(\lambda_1) = u(\delta_1) \text{ and } w(U_1) = u(V_1).
\end{equation}

Then there exists a set of arcs $\delta_1, \delta_2, \ldots, \delta_{k+2}$ in $\Delta$ that share one of end points from each, and collar neighborhoods $U_\ell, V_\ell$ of $\lambda_\ell \subset \lambda_\ell$ and $\delta_\ell$ respectively such that

\begin{equation}
(3.5) \quad w(\lambda_\ell) = u(\delta_\ell) \text{ and } w(U_\ell) = u(V_\ell)
\end{equation}

for all $1 \leq \ell \leq k+2$. Note that in particular the union $\bigcup_{j=1}^{k+2} \delta_j$ is connected, and that some of $\delta_j$'s could be overlapped with one another.

**Figure 6.**

**Proof.** When $k = 0$, $C = (-\epsilon_1, 0] \cup [0, \epsilon_2)$ for some $0 < \epsilon_1 < \epsilon$. From (3.4) and Corollary 3.3, there exists $0 < \epsilon'_2 \leq \epsilon_2$ and a collar neighborhood $N$ of $(-\epsilon_1, \epsilon'_2)$ in $D_\epsilon(0)$ such that

\[ w(N) \subset \text{Im } u. \]

Consider the subset $u^{-1}(w(N)) \subset \Delta$. Certainly this contains the collar neighborhood $V_1 \cap u^{-1}(w(N))$ of $\delta_1$ in $\Delta$.

Let $z_1 \in \Delta$ be one of the end points of $\delta_1$ in $\Delta$ such that $w(0) = u(z_1)$. It will be enough to prove that the connected component of $u^{-1}(w(C \cap N))$ containing $\delta_1$ contains a non-trivial connected arc $\delta_2$ having $z_1$ as one end point. Then it will follow

\[ u(\delta_2) = w((0, \epsilon'_2)) \]
for some $0 < \epsilon'' < \epsilon'_2$ and so (3.5) for $\ell = 2$. However this immediately follows from the fact that $u : B_\delta(z_1) \setminus \{z_1\} \to M$ is immersed for some $\delta > 0$, and so $u : B_\delta(z_1) \to \text{Im } u$ is a branched covering and an open map. This finishes the proof of Proposition 3.7 for $k = 0$. 

Now suppose that we have proven the proposition for $1 \leq \ell \leq k+2$, and consider the case $\ell = k+1$. Consider the asterisk $C' = C \setminus \{\lambda_{k+2}\}$ and apply the Riemann-mapping theorem to make $C'$ into a $(k+1)$-armed semi-asterisk. Applying the induction hypothesis, there exists a sequence of $\{\delta'_\ell\}_{1 \leq \ell \leq k+2}$ consisting of connected arcs sharing one of the end points from each such that there exist sub-arcs $0 \in \lambda'_{\ell} \subset \lambda_{\ell}$

$$w(\lambda'_{\ell}) = u(\delta'_{\ell})$$

and collar neighborhoods $U_{\ell}$, $V_{\ell}$ of $\lambda'_{\ell}$ and $\delta_{\ell}$ respectively with

$$w(U_{\ell}) = u(V_{\ell}).$$

Finally consider the 2-armed asterisk $C'' = \lambda_{k+1} \cup \lambda_{k+2} \subset D_\epsilon(0)$. First note that the collar neighborhood $U_{k+1}$ obtained above lie in the side towards the arm $\lambda_k$ as drawn in Figure 7.

We extend the collar neighborhoods $U_{k+1}$ and $V_{k+1}$ to bi-collar neighborhoods of $\lambda'_{k+1}$ and $\delta_{k+1}$ respectively to obtain another collar neighborhoods $U'_{k+1}$ and $V'_{k+1}$ of $\lambda'_{k+1}$ and $\delta_{k+1}$ respectively in the other sides, which still satisfy (3.5) but this time $U'_{k+1}$ lie in between the arms $\lambda_{k+1}$ and $\lambda_{k+2}$. Now we apply the Riemann-mapping theorem to this region and denote the corresponding Riemann map by $\phi$ and then the composition
We analyze structure of the set $\Delta \setminus w^{-1}(bA)$ in this section. When $\Delta \setminus w^{-1}(bA)$ is connected and simply connected, Theorem I [O4] gives a complete answer and so we assume that $\Delta \setminus w^{-1}(bA)$ has more than one connected component or has at least one non-simply connected component. As a first step, we prove that $\Delta \setminus w^{-1}(bA)$ has only finitely many connected components. The following lemma shows that if there is any accumulation point of self-intersections, the limit point must be a critical point. The case in which the limit point is in the interior was studied in [M1], and so we will consider only the case where the limit point lies in the boundary $\partial D^2$ of $D^2$.

**Lemma 4.1.** Let $w : (D^2, \partial D^2) \to (M, R)$ be a $J$-holomorphic map, $z \in \partial D^2$ and $\lambda$ be an open arc in $\partial D^2$ containing $z$, in its interior. We fix a sufficiently small collar neighborhood $U$ of $X$. Assume that there is a sequence $\{x_k\} \subset w(\partial D^2) \cap w(\text{Int} \, U)$ such that $\lim_{k \to \infty} x_k = w(z)$. Then we must have

$$dw(z) = 0.$$ 

**Proof.** Suppose the contrary that $dw(z) \neq 0$. By applying Lemma 2.4 and considering local pieces of $w$ near $z$, we may assume $(M, R) = (\mathbb{C}^n, \mathbb{R}^n)$ and

$$u : D_\epsilon(0) \to \mathbb{C}^n, \quad u(z) = (z, 0, \ldots, 0), \quad J(z, 0, \ldots, 0) = i.$$ 

Furthermore, there is a given sequence $\{z_\mu\} \subset \text{Int} \, D_\epsilon(0)$ such that

$$u(z_\mu) \in \mathbb{R}^n, \quad \lim_{\mu \to \infty} z_\mu = 0, \quad z_\mu \neq 0.$$ 

But $u(z) \notin \mathbb{R}^n$ for $z \notin \partial D_\epsilon(0)$. This gives rise to a contradiction. 

Unlike the case of closed curves (see [M4], [Si]), it is unlikely that the number of self-intersection points of discs is finite in general. (See some examples in [C] from which we believe one can construct a counter example).

Denote by $X \subset D^2$ the set of critical points. We recall the multiplicity function

$$\kappa : A \to \mathbb{Z}_+$$
and denote
\[ A_k = \{ a \in A \mid \kappa(a) = k \} \quad \text{and} \]
\[ S = D^2 \setminus w^{-1}(A_1). \]
We call \( S \) the set of self-intersection points of \( w \) and denote by \( S_0 \subset S \) the subset of \textit{isolated self-intersection points} of at least two different branches of the image.

Lemma 4.1 together with the corresponding results for the interior in [M1] implies that \( S_0 \setminus X \) is a discrete subset of \( D^2 \). We next quote a useful result from [O4].

\textbf{Lemma 4.2 [Lemma 4.4, O4].} There exists a positive integer \( M > 0 \) such that
\[ 1 \leq \kappa(a) < M < \infty \]
for all \( a \in bA \) (and so for all \( a \in A \)).

Since the "vertices" of the "net" \( \Delta \setminus w^{-1}(bA) \) must be critical points of \( w \) in \( \Delta \) and the number of different branches of \( \Delta \cap w^{-1}(bA) \) at each vertex must be finite by Lemma 4.2, we have the following immediate corollary of the above discussion.

\textbf{Corollary 4.3.} \( \Delta \setminus w^{-1}(bA) \) has only a finite number of connected components.

We now denote
\[ \Delta \setminus w^{-1}(bA) = \coprod_{j=1}^{k} E_j \]
where \( \{E_j\}_{j=1}^{k} \) is the set of connected components. Note that the isolated points in \( \bigcup_{j=1}^{k} \overline{E_j} \setminus E_j \) are exactly
\[ S_0 \cap w^{-1}(bA) =: S'_0. \]
Here we denote by \( \overline{E_j} \) the closure of \( E_j \) in \( D^2 \), not in \( \Delta \). We add the points in \( S'_0 \) to \( E_j \) to define
\[ \tilde{E}_j = E_j \cup (S'_0 \cap \text{Int} \overline{E_j}) \subset \Delta. \]
Then we have
\[ (\Delta \setminus w^{-1}(bA)) \cup S'_0 = \coprod_{j=1}^{k} \tilde{E}_j \]
where $\tilde{E}_j$ are open subsets of $D^2$ which are domains in $\mathbb{C}$ without discrete holes in its interior.

**Remark.** The boundaries of $\tilde{E}_j$ are not simple closed circles, but finite unions of simple closed circles and closed arcs attached in general. Moreover, an inner boundary can be a finit union of closed arcs only.

![Diagram](image)

**Figure 8.**

The following example shows that in general $\tilde{E}_j$ may not be simply connected even after adding a discrete set of points. (See [Example 2.4, La])

**Example.** Consider the complex plane $\mathbb{C}$ with coordinates $z = x + iy$. We identify $S^2 = \mathbb{C} \cup \{\infty\}$. Let $B \subset S^2$ be the closed disc with the radius $1/2$ centered at $1 + i$ and let $D$ be the complement to the interior of $B$ in $S^2$.

Then we consider a map $F : S^2 \to S^2$, $F(z) = z^4$ and let $w$ be its restriction to $D$. Denote by $\Gamma$ Image $w|_{\partial B}$. Note that $\Gamma$ is a smooth embedded circle in $S^2$ and hence a totally real submanifold in $S^2$. For the map $w : (D, \partial D) \to (M, R)$ where $M = S^2$ and $R = \Gamma$, it is easy to check that $D \setminus w^{-1}(\Gamma)$ contains a connected component which is *non-simply connected* (even after adding a discrete set of points).

With this example in mind, we prove the following theorem. We will postpone proof of the statement on the homology class to Appendix 3.

**Theorem 4.4.** In (4.3), we can further decompose, if necessary, each domain $\tilde{E}_j$ into the finite union $\cup_i \tilde{E}_{j,i}$ so that $\tilde{E}_{j,i}$ are simply connected and so $w|_{\tilde{E}_{j,i}}$ can be reduced to a map $w_{j,i} : (D^2, \partial D^2) \to (M, R)$ with $\text{Im} w_{j,i} = \cdots$
Before giving the proof of this theorem, let us give the proof of Theorem II.

**Proof of Theorem II (assuming Theorem 4.4).** From Theorem 4.4, it follows that
\[
\text{Image } w|_\Delta = \bigcup_{j=1}^k \bigcup_{i=1}^{n_j} \left( \text{Image } w|_{E_j^i} \right)
\]
where $E_j^i$'s can be identified with simply connected domains as in (4.16).

For each given $E_j^i$, we choose a Riemann-map $\phi_j^i : D^2 \to E_j^i$ and consider the composition $w_j^i := w \circ \phi_j^i : D^2 \to M$ which is continuous up to the boundary. Since the Riemann-map $\phi_j^i : D^2 \to E_j^i$ is proper i.e., maps $\partial D^2$ to $\partial E_j^i$ and $w(\partial D^2) \subset R$, we have $w_j^i(\partial D^2) \subset R$. Then by the boundary regularity theorem (see [01] or [Y1]) for $J$-holomorphic discs with totally real boundary condition, $w_j^i : D^2 \to M$ is smooth up to the boundary and defines a smooth $J$-holomorphic map
\[
w_j^i : (D^2, \partial D^2) \to (M, R).
\]
Furthermore, $D^2 \setminus (w_j^i)^{-1}(w_j^i(\partial D^2))$ is connected and simply connected by the construction of $E_j^i$ and $w_j^i$. Now we apply Theorem 1.1 to $w_j^i$ to conclude that there exists a Blaschke product $b_j : D^2 \to D^2$ such that
\[
w_j^i = \tilde{w}_j^i \circ b_j^i
\]
with $\tilde{w}_j^i : (D^2, \partial D^2) \to (M, R)$ is a simple map. Combining the above discussion, we have finished the proof of Theorem II.

Now, the remaining section will be spent to prove Theorem 4.4 except the statement on the homology class. There are two main steps in the proof: the first is the step of decomposing the domain $E_j$ into
\[
\tilde{E}_j = \bigcup \tilde{E}_j^i
\]
so that $\tilde{E}_j^i$ are simply connected, and the other is the step of reducing the image $w|_{\tilde{E}_j^i}$ to that of a map from the disc $D^2$. 

Suppose that at least one of $\tilde{E}_j$'s is not simply connected. Then we can find $\tilde{E}_{j_0}$, by taking an innermost one, such that its boundary $\partial \tilde{E}_{j_0}$ is not connected. Then it will
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\caption{Figure 9.}
\end{figure}

i.e., consist of one outer boundary and a finite number of inner boundaries contained in $\Delta$ where each inner boundary contains, if any, only simply connected $\tilde{E}_k$'s in its interior. Note that some inner boundary may not have interior, and not be equal to $\bigcup_k \partial \tilde{E}_k$ where $\tilde{E}_k$'s are the domains contained in the inside of the inner boundary. See Figure 9.

4.1. Step I: Decomposition.

For the convenience of notation, we assume $E_1 = E_{j_0}$. Denote by $B_1$ the outer boundary and $\{B_2^i\}_{i=1}^m$ be the set of connected components of the inner boundary.

In this subsection, we will prove the following result.

**Proposition 4.5.** There exist mutually disjoint connected collar neighborhoods $U_{B_1}$, $V_{B_2^i}$ of $B_1$ and $B_2^i$ respectively such that

$$\overline{E}_1 = \left( \overline{U}_{B_1} \cup \bigcup_i \overline{V}_{B_2^i} \right)$$

and

$$w(\overline{U}_{B_1}) = w\left(\overline{V}_{B_2^i}\right) = w(\overline{E}_1)$$
for all $i$. Furthermore we have

$$\partial \overline{U}_{B_1} = B_1 \coprod C_1 \quad \partial \overline{V}_{B_2^i} = B_2^i \coprod C_2^i,$$

where $C_1, C_2^i \subset \widetilde{E}_1$ are some connected union of piecewise smooth arcs contained in $\widetilde{E}_1$ (See Figure 15).

We take partitions

\begin{equation}
\partial D^2 \setminus X = \coprod_{i=1}^{s} \lambda_i, \quad B_1 \setminus X = \coprod_{j=1}^{t} \mu_j, \quad B_2^i \setminus X = \coprod_{k} \delta_k^i
\end{equation}

where $\lambda_i, \mu_j$ and $\delta_k^i$ are connected open arcs without critical points of $w$ and the orderings are taken clockwise. By refining the partitions further if necessary, we may assume that any pair from $w(\lambda_i)$'s, $w(\mu_i)$'s and $w(\delta_k^i)$'s is either identical or disjoint except possibly away from a discrete set of intersections. We have

$$\text{Interior of } B_2^i = \coprod_{j=1}^{k_i} \left( \overline{E}_{i,j} \setminus B_2^i \right) \quad (k_i \geq 0)$$

where $\overline{E}_{i,j}$'s are the domains inside $B_2^i$ among the set of $\widetilde{E}_k$'s. We denote

\begin{equation}
F^i = B_2^i \cup \left( \coprod_{j=1}^{k_i} \partial \overline{E}_{i,j} \right).
\end{equation}

By the choice of $E_1$, it follows that each $F^i$ must be connected.
Now consider a \((\text{collar-})\)neighborhood \(U\) of \(\partial D^2\) in \(D^2\) and open neighborhoods \(V^i\) of \(\bigcup_{j=1}^{k_i} \widetilde{E}_{i,j}\) such that \(U\) and \(V^i\) are all disjoint and \((U \cap w^{-1}(bA)) \setminus S'_0\) consists of disjoint open arcs one or both of whose two ends lie in \(\partial D^2\). See Figure 11 below.

Since \(w(B^i_2) \subset bA = w(\partial D^2)\), there exist \(\lambda \in \{\lambda_j\}_{j=1}^s\), \(\delta^i \in \{\delta_i\}\) and collar neighborhoods \(U_1 \subset U\) and \(V^i_1 \subset V^i\) of \(\lambda\) and \(\delta^i\) respectively such that they satisfy

\[
(4.6) \quad w(U_1) = w(V^i_1), \quad w(\lambda) = w(\delta^i) \subset w(B^i_2) \subset w(F^i).
\]

We would like to note that the collar neighborhood \(V^i_1\) may not be contained in \(E_1\) but in \(\widetilde{E}_{i,j_i}\) for some \(j_i \in \{1, 2, \ldots, k_i\}\).
Structure of the image of (pseudo)-holomorphic discs

Claim I. \( bA = w(\partial D^2) = w(F^i) \).

Proof. Obviously, \( w(F^i) \subset bA \) and so it is enough to prove

\[
   bA(= w(\partial D^2)) \subset w(F^i).
\]

By cyclically re-ordering \( \{\lambda_j\}, \{\delta^i_j\} \) if necessary, we assume \( \lambda = \lambda_1 \) and \( \delta^i = \delta^i_1 \).

The claim immediately follows from the following lemma which proves that the overlap in (4.6) propagates along all the components \( \{\lambda_j\}_{j=1}^g \) through.

Lemma 4.6. Let \( i_0 \) be fixed. For each \( \lambda_k \), there is an arc \( \delta^{i_0}_k \subset F^{i_0} \) and collar neighborhoods \( U_k \) and \( V^{i_0}_k \) of \( \lambda_k \) and \( \delta^{i_0}_k \) respectively such that

\[
   w(U_k) = w(V^{i_0}_k).
\]

Proof. We will prove this by induction. For \( k = 1 \), it follows from (4.6). Suppose we have proven it for any \( 1 \leq \ell \leq k \) and consider the case for \( k + 1 \). We consider a small collar neighborhood \( W \) of \( \lambda_k \cup \lambda_{k+1} \) in \( U \) and the neighborhood \( V^{i_0} \) chosen above.
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In general, \( W \cap w^{-1}(bA) \) becomes an \( r \)-armed (semi)-asterisk \( C \) with \( \lambda_k \) and \( \lambda_{k+1} \) as the initial and the final arms respectively (see Figure 12). We
order these arms $\{\mu_j\}_{j=1}^r$ counterclockwise with $\mu_1 = \lambda_k$, $\mu_r = \lambda_{k+1}$. We now apply Proposition 3.7 to the maps

$$w|_{(W, \partial W)} \text{ and } w : V_{i_0} \to M$$

and find a sequence of arcs, $\nu_1, \ldots, \nu_r \subset V_{i_0}$, sub-arcs $\mu'_j \subset \mu_j$ and collar neighborhoods $V'_j$ and $U'_j$ of $\nu_j$ and $\mu'_j$ respectively such that

$$w(\nu_j) = w(\mu'_j) \quad \text{and} \quad w(U'_j) = w(V'_j)$$

and $\nu_j$'s share one of the end points from each and in particular

$$\bigcup_{j=1}^r \nu_j \text{ is connected.}$$

Since $\nu_1 = \delta_{1}^{i_0} \subset F_{i_0}$ and $F_{i_0}$ is a connected component of $w^{-1}(bA)$, it follows that

$$\bigcup_{j=1}^r \nu_j \subset F_{i_0}.\]$$

Note that due to the way how we partitioned in (4.4), we can extend $\mu'_j$ and $\nu_r$ correspondingly $V'_r$ and $U'_r$ until $\mu'_r$ becomes a full edge of $\mu_r = \lambda_{k+1}$ so that

$$w(\nu_r) = w(\lambda_{k+1}), \quad w(V'_r) = w(U'_r)$$

in $F_{i_0}$, we have proven the existence of $\delta_{k+1}^{i_0}$, $U_{k+1}$ and $V_{k+1}$ required as in Lemma 4.6 by setting $V'_r = V_{k+1}$ and $U'_r = U_{k+1}$. \qed

Note that since $\tilde{E}_1 \cap w^{-1}(bA)$ and $\tilde{E}_{i,j} \cap w^{-1}(bA)$ are at most discrete, we can apply the unique continuation for the interior image (Lemma 2.5) to $w|_{\tilde{E}_1}$ and $w|_{\tilde{E}_{i,j}}$ to derive the following lemma.

**Lemma 4.7.** If there are open sets $U \subset \tilde{E}_1$ and $V \subset \tilde{E}_{i,j}$ such that $w(U) = w(V)$, then

$$w(\tilde{E}_1) = w(\tilde{E}_{i,j}).$$

In particular,

$$w(\partial \tilde{E}_1) = w(\partial \tilde{E}_{i,j}).$$

Using Claim I and Lemma 4.7, we can choose disjoint collar neighborhoods of $B_1$ and $B_2$ in $\tilde{E}_1$ with the same image (see Figure 14).

**Claim II.** For each $i$, we can choose disjoint collar neighborhoods $U_{B_1}$ and $V_{B_2}$ of $B_1$ and $B_2$ respectively such that

$$\text{Int } U_{B_1} \cup \text{Int } V_{B_2} \subset \tilde{E}_1 \quad \text{and} \quad w(U_{B_1}) = w(V_{B_2}).$$
Proof. First note that \( w(B_1) \subset bA = w(F^i) \) by Claim I for any \( i \). Therefore for any \( \mu_j \in \{ \mu_j \}_{j=1}^t \), there exists an arc \( \gamma_j \subset F^i \setminus X \) such that there are collar neighborhoods \( U_j \subset \overline{E}_1 \) and \( V_j^i \) of \( \mu_j \) and \( \gamma_j \) respectively with

\[
(4.7) \quad w(U_j) = w(V_j^i) \quad \text{and} \quad w(\mu_j) = w(\gamma_j).
\]

Here \( \text{Int} \ V_j^i \) may either be contained in \( \tilde{E}_1 \) or in \( \tilde{E}_{i,j} \) for some \( \ell_j \), as we mentioned above. But, we now prove that we can choose them so that

\[
(4.8) \quad \gamma_j \subset B_2^i \quad \text{and} \quad \text{Int} \ V_j^i \subset \tilde{E}_1.
\]

Assume that \( V_j^i \subset \tilde{E}_{i,j} \).

By applying Proposition 3.5 to \( w|_{\tilde{E}_1} \) and \( w|_{\tilde{E}_{i,j}} \) repeatedly along \( B_1 \) and \( \partial \tilde{E}_{i,j} \), we get collar neighborhoods \( U \) and \( V \) of \( B_1 \) and \( \partial \tilde{E}_{i,j} \) respectively such that

\[
\text{Int} \ U \subset \tilde{E}_1, \quad \text{Int} \ V \subset \tilde{E}_{i,j} \quad \text{and} \quad w(U) = w(V).
\]

In particular,

\[
(4.9) \quad w(B_1) = w(\partial \tilde{E}_{i,j}).
\]

And, by Lemma 4.7,

\[
(4.10) \quad w(\tilde{E}_1) = w(\tilde{E}_{i,j}) \quad \text{and} \quad w(\partial \tilde{E}_1) = w(\partial \tilde{E}_{i,j}).
\]
Since $B_2^i \subset \partial \tilde{E}_1$, from (4.9) and (4.10),

$$w(B_2^i) \subset w(B_1).$$

Moreover, from (4.10), we can choose an arc $\tilde{\gamma}_j \subset B_2^i$ and a collar neighborhood $\tilde{V}_j^i \subset \tilde{E}_1$ of $\tilde{\gamma}_j$ such that

$$w(\tilde{\gamma}_j) = w(\gamma_j) = w(\mu_j) \quad \text{and} \quad w(\tilde{V}_j^i) = w(V_j^i) = w(U_j).$$

Hence comes the proof of (4.8).

Now, we apply Proposition 3.5 to $w|_{\tilde{E}_1}$ repeatedly along $B_1$ and $B_2^i$, then we get collar neighborhoods $U_{B_1}$ and $V_{B_2^i}$ of $B_1$ and $B_2^i$ respectively such that

$$\text{Int } U_{B_1} \cup \text{Int } V_{B_2^i} \subset \tilde{E}_1 \quad \text{and} \quad w(U_{B_1}) = w(V_{B_2^i}).$$

By taking $U_{B_1}$ and $V_{B_2^i}$ smaller if necessary, we may assume that they are disjoint from one another. This finishes the proof of Claim II.

By applying Claim II for each $i$, we can choose disjoint collar neighborhoods $U_{B_1}$ and $V_{B_2^i}$ of $B_1$ and $B_2^i$ in $\tilde{E}_1$ respectively such that

$$w(U_{B_1}) = w(V_{B_2^i}),$$

$$\text{Int } U_{B_1} \cup \text{Int } V_{B_2^i} \subset \tilde{E}_1$$

$$w|_{\tilde{E}_1}^{-1}(w|_{\tilde{E}_1}(U_{B_1})) = U_{B_1} \cup \left( \cup_i V_{B_2^i} \right).$$

Here the last condition is possible because the multiplicity of $\kappa_{\tilde{E}_1} : w(\tilde{E}_1) \to \mathbb{Z}$ is constant (on an open dense subset of $\tilde{E}_1 \setminus X$) from the construction of $\tilde{E}_1$.

Denote by $\overline{U}_{B_1}$ be the closure of $U_{B_1}$ in $\tilde{E}_1$. If $\overline{U}_{B_1} \cup \left( \cup_i \overline{V}_{B_2^i} \right) \neq \tilde{E}_1$, there exists $z_0 \in \overline{U}_{B_1}$ with $dw(z_0) \neq 0$ such that $B_\epsilon(z_0) \cap \left( \cup_i \overline{V}_{B_2^i} \right) = \emptyset$ for some small $\epsilon > 0$. (Note that $w(\overline{U}_{B_1}) = w(\overline{V}_{B_2^i})$.)
Then for any $z \in w^{-1}(w(z_0))$ with $z \in (\overline{U_{B_1}} \cup (\cup_i V_{B_2^i})) \setminus (U_{B_1} \cup (\cup_i V_{B_2^i}))$ there exists some $\delta = \delta_z > 0$ such that $B_\delta_z(z)$ has intersection with only one of the elements in $\{\overline{U_{B_1}}, \overline{V_{B_2^i}}\}$. Therefore, we can analytically continue $U_{B_1}$ and $V_{B_2^i}$ across $z_0 \in \overline{U_{B_1}}$ and each $z \in w^{-1}(w(z_0))$ in $\cup_i \overline{V_{B_2^i}}$ so that

(i) there exists some $\epsilon > 0$, $B_\epsilon(z_0) \cap (\cup_i \overline{V_{B_2^i}}) = \emptyset$.

(ii) $U_{B_1}$, $V_{B_2^i}$ are still mutually disjoint.

(iii) $w(U_{B_1}) = w(V_{B_2^i})$ for all $i$.

(iv) $w^{-1}(w(U_{B_1})) = U_{B_1} \cup (\cup_i V_{B_2^i})$.

By taking a maximal such extension of $U_{B_1}$ and $V_{B_2^i}$, we may conclude that there are mutually disjoint connected collar neighborhoods $U_{B_1}$, $V_{B_2^i}$ of $B_1$ and $B_2^i$ respectively such that

$$\overline{E_1} = (\overline{U_{B_1}} \cup (\cup_i \overline{V_{B_2^i}}))$$

and

$$w(\overline{U_{B_1}}) = w(\overline{V_{B_2^i}}) = w(\overline{E_1})$$

for all $i$. Moreover, we have

$$\partial U_{B_1} = B_1 \coprod C_1 \quad \partial V_{B_2^i} = B_2^i \coprod C_2^i,$$
where $C_i, C^i_2 \subset \tilde{E}_1$ are some connected union of closed piecewise smooth arcs contained in $\tilde{E}_1$ (See the following example). This finishes the proof of Proposition 4.5.

**Figure 15.**

### 4.2. Step II: Reduction.

For the notational convenience, we denote
\[
C^0_i = C_i, B^0_i = B_i, V^0_{B^i} = U_{B_i}
\]
and
\[
C^i_2 \setminus (X \cup S_0) = \bigsqcup_j \lambda^i_j.
\]

Note that since $C^i_2$ is a compact subset of $\Delta = \text{Int} \, D^2$, $C^i_2 \cap (X \cup S_0)$ is finite by the result in [M4], the above union is a finite union.

**Lemma 4.8.** Let $i$ be fixed. For each $\lambda^i_j$, there is $\lambda^i_{k,j}$ which is different from $\lambda^i_j$ such that
\[
(4.11) \quad w(\lambda^i_{k,j}) = w(\lambda^i_j)
\]
and \((w|_{\lambda^i_{k,j}})^{-1} \circ w|_{\lambda^i_j} : \lambda^i_j \to \lambda^i_{k,j}\) reverses the induced orientations.
Proof. Note that $\lambda^i_j$ is shared by $V_{B^i_2}$ and $V_{B^i_2'}$ for some $i' \neq i$. Let $V^i \subset V_{B^i_2} \subset \tilde{E}_1 \setminus V_{B^i_2}$ be a collar neighborhood of $\lambda^i_j$. Since $w(V_{B^i_2}) = w(V_{B^i_2'})$ and so $w(C^i_j) = w(C^i_{j'})$, there exist some $k_j$ and a collar neighborhood $U^k_j \subset V_{B^i_2}$ of $\lambda^i_{k_j}$ such that $w(V^i) = w(U^k_j)$. By the local injectivity of $w$ applied to a regular point $z_1 \in \lambda^i_j$, it follows that from Corollary 2.7 that the map $(w|_{\lambda^i_{k_j}})^{-1} \circ w|_{\lambda^i_j} : \lambda^i_j \to \lambda^i_{k_j}$ must reverse the induced orientation. 

Note that $\lambda^i_j$ may not be unique in general. We now fix $\ell$ and denote by $\delta^i_\ell$ an arc $\lambda^i_{k_\ell}$ corresponding to $\lambda^i_\ell$ as in Lemma 4.6. Due to (4.11) and to the choice of $\delta^i_\ell$, for a given collar neighborhood $U^i_{\ell} \subset V_{B^i_2}$ of $\lambda^i_\ell$, there must exist a collar neighborhood $V^i_{\ell} \subset V_{B^i_2}$ for some $i' \neq i$ such that

\begin{equation}
(4.12) \quad w(U^i_{\ell}) = w(V^i_{\ell}).
\end{equation}

By continuing $w|_{V^i_{\ell}}$ across $\delta^i_\ell$ into $B^i_2$, we can find a (bi-collar) neighborhood $W^i_{\ell}$ of $\delta^i_\ell$ so that

\begin{equation}
W^i_{\ell} \setminus V^i_{\ell} \subset V_{B^i_2}
\end{equation}

and the images of $w|_{U^i_{\ell}}$ and $w|_{W^i_{\ell} \setminus V^i_{\ell}}$ match smoothly along $w(\lambda^i_{\ell}) = w(\delta^i_\ell)$.

We call a sequence $\lambda^1_1, \ldots, \lambda^i_j$ a chain, provided that

1. each consecutive pair $\overline{\lambda^i_{k_1}}, \lambda^i_{k_{\ell+1}}$ have a common boundary point $x_{\lambda_{k, \ell}}$, $k = 1, \ldots, \ell - 1$

2. $\{\delta^i_1, \ldots, \delta^i_\ell\}$ are as in Lemma 4.6 and and each consecutive pair $\overline{\delta^i_{k_1}}, \delta^i_{k_{\ell+1}}$ share a common boundary point $x_{\delta_{k, \ell}}$, $k = 1, \ldots, \ell - 1$

3. the set $\{U^i_1, \ldots, U^i_{\ell}, V^i_1, \ldots, V^i_{\ell}\}$ can be chosen to be pairwise disjoint.

We denote by $x_{\lambda_0}$ (respectively $x_{\delta_0}$) the other end point of $\lambda^i_1$ (respectively $\delta^i_1$), by $x_{\lambda_{\ell}}$ (respectively $x_{\delta_{\ell}}$) the other end point of $\lambda^i_{\ell}$ (respectively $\delta^i_{\ell}$). Since there are only finite number of $\lambda^i_j$'s, there exists a maximal chain.

**Lemma 4.9.** If $\{\lambda^i_1, \ldots, \lambda^i_\ell\}$ is a maximal chain, then

\begin{equation}
(4.13) \quad \left( \bigcup_{j} \lambda^i_j \right) \cup \left( \bigcup_{j} \delta^i_j \right) = C^i
\end{equation}

and

\begin{equation}
(4.14) \quad x_{\lambda_0} = x_{\delta_0}, \quad x_{\lambda_{\ell}} = x_{\delta_{\ell}}.
\end{equation}
Proof. First note that if (4.14) holds, then it follows from the connectedness of $C^i$ that (4.13) must also hold. Suppose the contrary that at least one of the identities in (4.14) does not hold, say

\[(4.15) \quad x_{\lambda\ell} \neq x_{\delta\ell}.\]

It follows from (4.15) that there exists an arc $\lambda^i_{\ell+1} \subset C^i \setminus \Lambda_{\ell+1}$ be the arc attached to $x_{\lambda\ell}$ and $\delta^i_{\ell+1}$ be the corresponding arc chosen as in Lemma 4.6. We will show that $\delta^i_{\ell+1}$ can be attached to $x_{\delta\ell}$. If only two edges of $\{C^j_2\}$ meet at $x_{\delta\ell}$ we can choose collar neighborhoods $U^i_{\ell+1}$, $V^i_{\ell+1}$ of $\lambda^i_{\ell+1}$, $\delta^i_{\ell+1}$ such that

$$w(U^i_{\ell+1}) = w(V^i_{\ell+1}), \quad \text{Int} U^i_{\ell+1} \subset V^i_{B^i_2} \quad \text{and} \quad \text{Int} V^i_{\ell+1} \subset V^i_{B^i_2}$$

for some $i'$ by a similar argument as in the proof of Proposition 3.5 (See Lemma 3.5.2). When more than two edges meet at $x_{\delta\ell}$, we can still apply Proposition 3.5 to the domain containing $V^i_{\ell+1}$ and prove that there is an arc $\delta'^i_{\ell+1}$ attached to $\delta^i_{\ell}$ such that

$$w(\lambda^i_{\ell} \cup \lambda^i_{\ell+1}) = w(\lambda^i_{\ell} \cup \lambda^i_{\ell+1})$$

and collar neighborhoods $U^i_{\ell+1}$, $V^i_{\ell+1}$ of $\lambda^i_{\ell+1}$, $\delta'^i_{\ell+1}$ such that

$$w(U^i_{\ell+1}) = w(V^i_{\ell+1}), \quad \text{Int} U^i_{\ell+1} \subset V^i_{B^i_2} \quad \text{and} \quad \text{Int} V^i_{\ell+1} \subset V^i_{B^i_2}.$$

(See Figure 16.) Since $w(C^i_2) = w(C'^i_2)$, there is an arc $\delta'^i_{\ell+1} \subset C^i_2$ attached to $\delta^i_{\ell}$ such that

$$w(\delta^i_{\ell+1}) = w(\delta'^i_{\ell+1})$$

and collar neighborhood $V^i_{\ell+1}$ of $\delta^i_{\ell+1}$ such that

$$w(V^i_{\ell+1}) = w(V^i_{\ell+1}).$$

It is easy to check that \(\text{Int} V^i_{\ell+1} \subset \overline{\delta^i_1} \setminus \overline{V^i_{B^i_2}}\). It follows that $\{\lambda^i_1, \cdots, \lambda^i_\ell, \lambda^i_{\ell+1}\}$ and $\{\delta^i_1, \cdots, \delta^i_\ell, \delta^i_{\ell+1}\}$ satisfy (1) and (2). We now show (3), which will contradict to maximality of the chain $\{\lambda^i_1, \cdots, \lambda^i_\ell\}$. If (3) fails, i.e., $U^i_{\ell+1}$ and $V^i_{\ell+1}$ cannot be chosen to be disjoint, we must have

$$\lambda^i_{\ell+1} = \delta^i_{\ell+1}.$$ 

Because of the definition of $\delta^i_j$ in Lemma 4.6, this implies that the image of $w$ must “fold” along this arc and so there must exist a critical point on
this arc which contradicts that the arcs are free of critical points (See the beginning of Step II: Reduction). This finishes the proof.
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We now define an equivalence relation ~ on $V_{B_i}$: for $x \in \cup_{j=1}^{t} \lambda_j$, and $y \in \cup_{j=1}^{t} \delta_j$ by

\[(4.16) \quad x \sim y \quad \text{iff} \quad x \in \lambda_j, \quad y \in \delta_j, \quad w(x) = w(y).\]

We may assume without loss of generality that $\partial V_{B_2}$ is a piecewise smooth simple closed circle. It follows from Lemma 4.9 that $D_{B_2} := V_{B_2}/\sim$ has a topological boundary $B_2^i$ and its interior is topologically a disc. Recall that for some neighborhoods $W_j$ of $\delta_j$ such that $W_j \setminus V_j \subset V_{B_2}$, $w(U_j)$ and $w(W_j \setminus \text{Int} V_j)$ matches smoothly along $w(\lambda_j)$ and that $(w|_{\delta_j})^{-1} \circ w|_{\lambda_j} : \lambda_j \to \delta_j$ reverses the orientation. Therefore $\text{Int} D_{B_2}$ has a complex structure away from at most finite possible singularities, which is induced from $\text{Int} V_{B_2}$. We extend the complex structure across the finite points and find a Riemann map

$$\phi_i : \Delta \to \text{Int} D_{B_2}$$

which extends continuously up to the boundary.

We define a continuous map $\tilde{w}^i : \text{Int} V_{B_2}/\sim \to M$ by

$$\tilde{w}^i([x]) = w(x)$$
which is $J$-holomorphic with respect to the induced complex structure on $\mathrm{Int} \bar{V}_{B_i}/\sim$ away from the finite points, and which is continuous up to the boundary whose boundary image is contained in $R$. Finally we define the map $w^i: \Delta \to M$ by the composition

$$w^i = \hat{w}^i \circ \phi^i.$$ 

This map is continuous up the boundary whose boundary image is contained in the totally real submanifold $R$, and $J$-holomorphic away from at most finite points. By the boundary regularity theorem and the removable singularity theorem [O1, Y1], $w^i$ becomes $J$-holomorphic everywhere on $\Delta$ and is smooth up to boundary. This finishes the proof of the following

**Proposition 4.10.** $w|_{U_{B_1}}$ and $w|_{V_{B^\prime}}$ can be reduced to maps from $(D^2, \partial D^2)$ to $(M, R)$ and in particular their images are the same as the images of $J$-holomorphic discs with boundary in $R$.

So far we have shown that by further decomposing the innermost non-simply connected component $\tilde{E}_1$ into

$$U_{B_1} \cup \left( \bigcup_i V_{B^\prime}_i \right),$$

$w|_{U_{B_1}}$ and $w|_{V_{B^\prime}_i}$'s can be reduced to maps from the unit disc according to the above equivalence relation (4.13). We note that

$$\partial D_{B_1} = B_1 = \text{the outer boundary of } \tilde{E}_1.$$ 

We glue $D^2 \setminus \tilde{E}_1$ and $D_{B_1}$ along $B_1$ and form the union $(D^2 \setminus \tilde{E}_1) \cup D_{B_1}$. This union has a naturally induced complex structure and is again topologically a disc. Hence it is biholomorphic to the standard disc. Since the above arguments applied $\tilde{E}_1$ depends only on the fact that $\partial \tilde{E}_1$ consists of one outer boundary and a finite number of inner boundaries such that each inner boundary only contains simply connected $E_k$'s in its inside, we can repeat the whole process to an innermost non-simply connected component, if any, of the union (4.14). This finally finishes the proof of Theorem 4.4 by setting $\tilde{E}^i_j$ to be the discs we have obtained in (4.16).

In the above, we have used the connected region $D^2 \setminus \tilde{E}_1$ to glue with $D_{B_1}$ to produce a topological disc.
Now let us choose, if any, the connected regions in $D^2$ which are inside of $B^2_2$ and have their boundaries in $B^i_2$ (see Figure 10). Consider $D^i$ that is the union of these regions and $\overline{V_{B^2_2}}$. This is a topologically disc with boundary $\partial \overline{V_{B^2_2}} \cap \overline{E_i}$. Hence, if we quotient $D^i$ by the equivalence relation (4.16), $D^i/\sim$ becomes a sphere $S^2$, which has a naturally induced complex structure. Moreover $w$ naturally induces a $J$-holomorphic map from the union, $u : S^2 \to M$. Since $w(U_{B_i})$ and $w(V_{B^2_2})$’s coincide as a set, the unique continuation theorem implies that the image of $w$ and $u$ coincide, i.e.,

$$u(S^2) = w(D^2).$$

Hence, we get

**Corollary 4.11.** If one of $\tilde{E}_j$’s is not simply connected, then we can reduce $w$ to a map $u : S^2 \to M$ such that $\text{Image } u = \text{Image } w$. In particular, if $(M, J)$ (e.g., $\mathbb{C}^n$) does not admit a $J$-holomorphic sphere, all $\tilde{E}_j$ becomes simply connected. In particular, when $(M, J) = \mathbb{C}^n$, all $\tilde{E}_j$ are simply connected.

**5. Proof of Theorem III.**

By Theorem 4.4, we now know that each connected component $\tilde{E}_j$ in $(\Delta \setminus w^{-1}(bA)) \cup S'_0$ can be decomposed to $\cup_i \tilde{E}^i_j$. We will abuse our notation to denote by $\tilde{E}^i_j$ the discs we obtain in (4.16). In this section, we further study the finer structure of the “net” $w^{-1}(bA)$ and the image of $w : (D^2, \partial D^2) \to (M, R)$.

Let $\phi^i_j : \Delta \to \tilde{E}^i_j$ be a Riemann map and denote

$$w^i_j = w|_{\tilde{E}^i_j} \circ \phi^i_j : \Delta \to M$$

Since $w|_{\tilde{E}^i_j}$ is continuous up to boundary and so the Riemann map $\phi^i_j : \Delta \to \tilde{E}^i_j, w^i_j$ is continuous up to boundary with $w^i_j(\partial D^2) \subset R$. By the boundary regularity theorem, $w^i_j$ is smooth up to boundary and by the definition of $\tilde{E}^i_j, w^i_j$ allows a factorization like (1.3). We denote the corresponding simple map by $\tilde{w}^i_j$ and the Blaschke product by $b^i_j$, i.e.,

$$(5.1) \quad w^i_j = \tilde{w}^i_j \circ b^i_j.$$ 

We first quote the following theorem proved in [O4], which describes structure of the images of simple maps.
Proposition 5.1 [Theorem II, O4]. Let \( \tilde{w} : (D^2, \partial D^2) \to (M, R) \) be a simple \( J \)-holomorphic map. Then the following alternative holds:

(i) there is a point \( z \in \partial D^2 \) such that

\[
\tilde{w}^{-1}(\tilde{w}(z)) \cap \partial D^2 = \{z\} \quad \text{and} \quad D\tilde{w}(z) \neq 0.
\]

(ii) the multiplicity of \( \kappa : bA \setminus X \to \mathbb{Z}_+ \) is two except at a discrete set of points where \( X \) is the set of critical values. Furthermore, the image \( A=\text{Image } \tilde{w} \) becomes a smooth immersed branched Riemann surface.

In particular, If \((M, J)\) does not carry any closed \( J \)-holomorphic Riemann surface (e.g. like \( \mathbb{C}^n \)), then only the alternative (i) must hold.

Definition 5.2. We call a simple map satisfying (i) type I and one satisfying (ii) type II.

This is the main theorem we prove in this section.

Theorem 5.3. Let \( \bigcup_{k=1}^{k} \tilde{E}_j^k \) be the decomposition in Theorem 4.4, and \( w_j, \tilde{w}_j \) and \( b_j^i \) defined as above, Then we have the alternative:

(i) all \( \tilde{w}_j^i \)'s are of type I

(ii) all \( \tilde{w}_j^i \)'s are of type II: In this case, the images of all \( \tilde{w}_j \)'s coincide as a set. Furthermore, in this case, the multiplicity of \( \kappa : A \to \mathbb{Z}_+ \) is constant( on the open dense set of \( A \setminus X \)).

Proof. From Proposition 5.1, each \( \tilde{w}_j^i \) is either type I or type II. Suppose that there is at least one \( \tilde{w}_j^i \) of type II. Then since \( \tilde{w}_j^i \) is simple, we can decompose

\[
\partial \Delta_j^i \setminus X = (\cup_k \lambda_k) \cup (\cup_k \delta_k)
\]

so that \((\tilde{w}_j^i|\delta_k)^{-1} \circ \tilde{w}_j^i|\lambda_k : \lambda_k \to \delta_k \) is orientation reversing, where \( \Delta_j^i = (\phi_j^i)^{-1}(\tilde{E}_j^i) \) and \( X \) is the set of critical points.

The domains \( \tilde{E}_j^i \) which also come from of the decomposition of \( \tilde{E}_j \), satisfy

\[
w(\partial \tilde{E}_j^i) = w(\partial \tilde{E}_j^i')
\]

It implies that \( \Delta_j^i \)'s can be decomposed as (5.3) and hence \( w_j^i \)'s are of type II.
Assume that $\tilde{E}_k^i$ is adjacent to $E_j$. Let $\partial \Delta^i_k = \cup_t t_t$ such that $\tilde{w}^i_k | t_t$ is smooth. From the assumption that $\tilde{E}_k^i$ is adjacent to $E_j$, in particular $E_j^{i_0}$ with the decomposition (5.3), there is some $t_m$ such that $\tilde{w}^i_k (t_m) = \tilde{w}^{i_0}_j (\lambda_{m'}) = \tilde{w}^{i_0}_j (\delta_{m'})$. Since $\left(\tilde{w}^{i_0}_j | \delta_{m'}\right)^{-1} \circ \tilde{w}^{i_0}_j | \lambda_{m'}$ is orientation reversing, either $(\tilde{w}^i_k | t_m)^{-1} \circ \tilde{w}^{i_0}_j | \lambda_{m'}$ or $(\tilde{w}^i_k | t_m)^{-1} \circ \tilde{w}^{i_0}_j | \delta_{m'}$ must be orientation preserving. Without loss of any generality, we may assume $(\tilde{w}^i_k | t_m)^{-1} \circ \tilde{w}^{i_0}_j | \lambda_{m'}$ is orientation preserving, i.e., there are collar neighborhoods $U_m$ of $\lambda_{m'}$ in $\Delta^{i_0}_j$ and $V_m$ of $t_m$ in $\Delta^i_k$ such that

$$\tilde{w}^{i_0}_j (U_m') = \tilde{w}^i_k (V_m).$$

Applying Proposition 3.5 inductively along $\partial \Delta^{i_0}_j$ and $\partial \Delta^i_k$, we have

$$\tilde{w}^{i_0}_j (\partial \Delta^{i_0}_j) = \tilde{w}^i_k (\partial \Delta^i_k).$$

So, we find an arc $s_m$ in $\partial \Delta^i_k$ such that

$$\left(\tilde{w}^i_k | s_m\right)^{-1} \circ \tilde{w}^{i_0}_j | \delta_j$$

is orientation preserving. This implies that

$$\tilde{w}^i_k (t_m) = \tilde{w}^i_k (s_m).$$

Clearly, $t_m$ is not equal to $s_m$. Since $\tilde{w}^{i_0}_j (\partial \Delta^{i_0}_j) = \tilde{w}^i_k (\partial \Delta^i_k)$, for each arc component $t_t$ of $\partial \Delta^i_k \setminus X$, there is an arc component $s_t \neq t_t$ such that $\tilde{w}^i_k (t_t) = \tilde{w}^i_k (s_t)$. So we can conclude that $\tilde{w}^i_k$ is also of type II.

By repeating this for each pair of adjacent domains, we have proven that all $\tilde{w}^i_j$ must be of type II if there is one $\tilde{w}^i_j$ of type II. The other statement in (ii) can be proven by similar arguments and hence the proof of Theorem 5.3.

\[ \square \]

6. The case of integrable $J$ and real-analytic $R$.

In this section we restrict to the classical case in which the almost complex structure $J$ is integrable (at least near $R$) and the totally real submanifold $R$ is real-analytic, unless otherwise stated.

For the integrable $J$ and real-analytic $R$, we can refine Theorem 5.3 (i) as follows:
**Theorem 6.1.** Suppose that $J$ is integrable near $R$ and $R$ is real-analytic. Then in the case of Theorem 5.3 (i), the union of the images of any two consecutive $\overline{w}_j$, $\overline{w}_k$ such that $j \neq k$ can be reduced to the image of a $J$-holomorphic sphere.

We first state several immediate corollaries of Theorem 5.3 and 6.1.

**Corollary 6.2.** We assume the same for $R$ and $J$ as in Theorem 6.1. For any $J$-holomorphic disc $w : (D^2, \partial D^2) \rightarrow (M, R)$, there always exist a simple disc $\tilde{w} : (D^2, \partial D^2) \rightarrow (M, R)$ such that the image $\tilde{w}$ is the same as that of $w$ as a set (without counting multiplicity).

**Proof.** If $w$ is already simple or the number of components in the decomposition (4.3) is 1, then there is nothing to prove and so we assume that $w$ is not simple and the number of components is greater than 1. In this case, $w$ must belong to one of the two cases in Theorem 5.3.

In the case of (ii), the image of $w$ coincide with the image of any $\overline{w}_j^k$. By composing this with the Riemann map from $\Delta$ to $\overline{E}_j^k$, we are done.

In the case of (i), we apply Theorem 6.1. Then for any two consecutive $\overline{w}_j^i$, $\overline{w}_k^i$, $i \neq k$, let $\tilde{E}$ be a domain containing $\overline{E}_j^i$, $\overline{E}_k^i$ and some open arcs in $\partial \overline{E}_j^i \cap \partial \overline{E}_k^i$ so that $\tilde{E}$ is simply connected. Since $w_j^i(\partial \overline{E}_j^i) = w_k^i(\partial \overline{E}_k^i)$, we may consider $w|_{\tilde{E}}$ as a map $w' : S^2 \rightarrow M$ which is $J$-holomorphic map. So, there is a map $\tilde{w}' : S^2 \rightarrow M$ which is injective away from a set of points which is discrete in $S^2 \setminus \{\text{critical points}\}$ and has the same image with $w'$. Let $\lambda$ be a connected arc in $S^2$ such that $\tilde{w}'(\lambda) \subset R$. Now $\phi$ be a Riemann map $\Delta \rightarrow S^2 \setminus \lambda$. Then $\tilde{w}' \circ \phi$ will be such a required map. $\square$

Note that for the map $w : (D^2, \partial D^2) \rightarrow (\mathbb{C}^n, R)$ with respect to an almost complex structure $J$ tamed with the standard symplectic structure, the alternative (ii) was ruled out in Proposition 5.1. Furthermore from Theorem 6.1, it also follows that there cannot be more than one connected component in the above decomposition, provided $J$ is integrable and $R$ is real-analytic. This immediately implies the following result which seems to be new in the classical context of several complex variables.

**Corollary 6.3.** Consider $\mathbb{C}^n$ with its standard complex structure $J_0$ and let $R$ be a real-analytic totally real submanifold in $\mathbb{C}^n$. Then for any $J_0$-holomorphic disc $w : (D^2, \partial D^2) \rightarrow (\mathbb{C}^n, R)$, $\Delta \setminus w^{-1}(bA)$ is connected and simply connected (after adding a discrete set of points) and so allows the factorization (1.3).
Remark 6.4. It follows from the example in the appendix that the result Theorem 6.1 fails to hold (and so Corollary 6.3, 6.5 and 6.7 below) for the smooth cases. The main obstruction comes from the fact that one cannot perform the reflection argument for non-integrable $J$ or not real-analytic $R$. This reflection principle is needed to prove Proposition 6.6 below. The example in the appendix also shows that Proposition 6.6 does not hold for the smooth cases.

Another interesting corollary of Theorem 6.1 is the structure of the "net" in the case of (i).

Corollary 6.5. Assume that $w : (D^2, \partial D^2) \to (M, R)$ satisfies (i) in Theorem 5.3. Then the "net" $w^{-1}(bA)$ allows a black-and-white coloring on $\Delta$ such that the images of $w_j$ from $E_j$'s with the same color are all the same as a set. In particular, all the interior nodes have even number of edges coming out.

The remaining section will be spent to prove Theorem 6.1.

Let $\overline{D}_\epsilon(0)$ be the semi-disk centered at 0 with boundary $(-\epsilon, \epsilon)$ in the lower half plane of $\mathbb{C}$. We will need to prove an analogue to Lemma 3.5.2 for the maps

$$w_1 : (D_\epsilon(0), \partial D_\epsilon(0)) \to (M, R)$$
$$w_2 : (\overline{D}_\epsilon(0), \partial \overline{D}_\epsilon(0)) \to (M, R)$$

satisfying all the hypothesis on Proposition 3.5.
Proposition 6.6. Let
\[ w_1 : (D_{e_1}(0), \partial D_{e_1}(0)) \to (M, R) \]
\[ w_2 : (\overline{D}_{e_2}(0), \partial \overline{D}_{e_2}(0)) \to (M, R) \]
be $J$-holomorphic maps satisfying (i) – (v) in Proposition 3.5. Suppose that there exist collar neighborhoods $U_i$ of $(-\epsilon_i, 0)$ in $D_{e_i}(0)$ with $\partial U_i = (-\epsilon_i, 0)$ for $i = 1, 2$ and $w_i|_{\partial U_i}$ is an embedding, and that the diffeomorphism $(w_1|_{(-\epsilon_1, 0)})^{-1} \circ w_2|_{(-\epsilon_2, 0)} : (-\epsilon_2, 0) \to (-\epsilon_1, 0)$ preserves the orientations induced from the complex orientations on $D_{e_1}(0)$ and $D_{e_2}(0)$ respectively. Then we can find collar neighborhoods $V_i$ of $(-\epsilon_i, \delta_i)$ such that $\delta_i > 0$ and
\[ w_1(\partial V_1) = w_2(\partial V_2). \]

In particular, by Corollary 2.7 (ii), the union $w_1(V_1) \cup w_2(V_2)$ forms a smooth surface possibly with a branched point at 0.

Proof. Since we assume that $J$ is integrable, $R$ is real-analytic and $w_2(\partial \overline{D}_{e_2}) \subset R$, we can apply the classical reflection principle to $w_2$ to get a map $\tilde{w}_2 : (D_{e_2}(0), \partial D_{e_2}(0)) \to (M, R)$. We can check that $w_1$ and $\tilde{w}_2$ satisfy the assumptions in Proposition 3.5. So, from Proposition 3.5, there are $\delta_i \in (0, \epsilon_i)$ and collar neighborhoods $W_i$ of $(-\epsilon_i, \delta_i)$ for $i = 1, 2$ such that
\[ w_1(W_1) = \tilde{w}_2(W_2). \]
Since $w_2(-\epsilon_2, \delta_2) = \tilde{w}_2(-\epsilon_2, \delta_2)$, This finishes the proof. \qed

From this proposition together with the argument used in the proof of (4.8) or (4.10), we get the following.

Corollary 6.7. Let $w^j_i : \tilde{E}^i_j \to M$ and $w^k_j : \tilde{E}^k_j \to M$ be two restriction of $w$ such that $\partial \tilde{E}^i_j$ and $\partial \tilde{E}^k_j$ share at least one edge. Then
(i) \[ w^j_i(\partial \tilde{E}^i_j) = w^k_j(\partial \tilde{E}^k_j). \]
In particular, the union $B := w^j_i(\partial \tilde{E}^i_j) = w^k_j(\partial \tilde{E}^k_j)$ becomes a compact closed branched Riemann surface.

(ii) The multiplicity of $B$ becomes one for the case of type I and two for the case of type II.

Now, the proof of Theorem 6.1 can be achieved by applying Corollary 6.7 inductively with respect to an ordering of $\tilde{E}^i_j$ by a connected chain of $\tilde{E}^i_j$'s. This finishes the proof of Theorem 6.1.
Appendix 1 (by Jean-Pierre Rosay).

We show that the hypothesis of real analyticity of \( R \) is needed in Proposition 6.6 (and so in Theorem 6.1, and Corollaries 6.3, 6.5, and 6.7.) The results do not generalize to the case when \( R \) is only smooth. It is not completely clear whether the real analyticity of \( R \) is needed for Corollary 6.2.

By \( \Delta \) we denote the open unit disk, \( b\Delta \) is the unit circle and \( \overline{\Delta} = \Delta \cup b\Delta \). A (smooth) holomorphic disk in \( \mathbb{C}^2 \) is a smooth map from \( \overline{\Delta} \) into \( \mathbb{C}^2 \), whose restriction to \( \Delta \) is holomorphic.

**Proposition A.1.** There exists a non-constant (smooth) holomorphic disk in \( \mathbb{C}^2 \), and \( M_2 \) a 2-dimensional totally real manifold in \( \mathbb{C}^2 \) such that \( f(b\Delta) \subset M_2 \) and \( f^{-1}(f(b\Delta)) \) disconnects \( \Delta \).

**Remark A.2.** This cannot happen, by Corollary 6.3, if \( M_2 \) is real analytic.

**Construction of \( f \) and \( M_2 \).**

1) Let \( D^+ \) and \( \Omega^+ \) be smooth by bounded, simply connected, regions in \( \{ \Im z > 0 \} \) (in \( \mathbb{C} \)) such that

\[
\begin{align*}
  bD^+ \cap \mathbb{R} &= [-1, +1] \\
  b\Omega^+ \cap \mathbb{R} &= [-1/2, +1/2]
\end{align*}
\]

Let \( h^+ \) be a conformal map from \( D^+ \) to \( \Omega^+ \), normalized so that \( h^+[-1/2, 1/2] = [-1/2, +1/2] \), (\( h^+ \) extending smoothly to \( bD^+ \)). The main fact is that \( \Im h^+ = 0 \) on \([ -1/2, +1/2 ] \) and \( \Im h^+ > 0 \) on \( ([-1, +1] - [-1/2, +1/2]) \).
2) Define $D^-, \Omega^-$ by symmetry with respect to the real axis and $f^-$ by Schwartz reflection:

$$D^- = \{ z \in \mathbb{C}, \bar{z} \in D^+ \}$$
$$\Omega^- = \{ z \in \mathbb{C}, \bar{z} \in \Omega^- \}$$

$$h^- : D^- \to \Omega^-, \quad h^-(z) = \overline{h^+(\bar{z})}.\)**

3) Let $D = D^+ \cup D^- \cup (-1/2, +1/2)$. By Schwartz reflection, there exists $h$ holomorphic on $D$ such that $h|D^\pm = h^\pm$. For later use, set also $h(\pm1/2) = h^+(\pm1/2) = h^-(\pm1/2)$.

4) Construction of $M_2$.

**Claim.** There exists a smooth totally real manifold $M_2$ in $\mathbb{C}^2$ such that $(z, h^+(bD^+))$ and $(z, h^-(bD^-)) \subset M_2$. (Where $(z, h^\pm)$ denotes the maps $z \mapsto (z, h^\pm(z))$.

The only difficulty is at the points $x = \pm1/2$, where $(x, h^+(x))$ and $(x, h^-(x))$ "bifurcate". Let $M_2^0 = \{(x, h^+(x)) + i(0, t), -1 < x < +1, \quad t \in \mathbb{R}\}$. This is a smooth totally real manifold. Taking $t = 0$, we see that it contains $(z, h^+([-1, +1]))$. Taking $t = -2\Im h_0(x)$, we see that it contains $(z, h^-([-1, +1]))$, since $h^+(x) - h^-(x)$ is purely imaginary, for $-1 \leq x \leq +1$. 

![Figure 18.](image)
Extending $M_2^0$ to a totally real manifold containing $(z, h^\pm)(bD^\pm)$ is now “soft”. One can, for example, set, for $\epsilon$ small enough: $M_2 = M_2^0 \cup M_2^+ \cup M_2^-$. 

$$M_2^\pm = \{(z, h^\pm(z)) + i(0, t), \; z \in bD^\pm - (-1, +1), \; -\epsilon < t < \epsilon\}.$$ 

**Note.** The above construction shows that the real analyticity of $R$ is needed in Proposition 6.6.

5) *End of construction.* 

Let $G$ be a conformal map from $\Delta$ into $D$. For simplicity impose $G(0) = 0, G'(0) > 0$. This yields $G([0,1)) = [0,1/2)$, by symmetry. Let $F$ be the holomorphic map from $\Delta$ into $\mathbb{C}^2$ defined by 

$$F(z) = (G(z^2), h(G(z^2))).$$ 

Notice that $F$ extends continuously to $b\Delta$ by 

$$F(z) = (G(z^2), h^\pm(G(z^2))),$$ 

$\pm$ depending whether $\exists G(z_1^2) \geq 0$ or $\leq 0$ for $z_1 \in \Delta$, $z_1$ close to $z$ (if $G(z^2) = \pm 1/2$, $F(z) = (\pm 1/2, h(\pm 1/2))$. Since $z \in b\Delta$ implies that $G(z^2) \in bD, F(b\Delta) \subset M_2$. But also 

$$F([-1,+1]) = \{(x, h(x)), 0 \leq x \leq 1/2\} \subset M_2.$$ 

Let $\Delta_1 = \Delta - [0,1]$. It follows from the above that $F(b\Delta_1) = F(b\Delta \cup [0,1]) \subset M_2$. But since $F$ is even $F^{-1}F([0,1]) \supset [-1,+1]$. So $F^{-1}(F([0,1]))$ disconnects $\Delta_1$. Let $\psi$ be a conformal map from $\Delta$ onto $\Delta_1$. Set $f = F \circ \psi$. The pair $(f, M_2)$ gives the desired example.

**Note.** Although the smoothness of $f$ could be checked by following the construction, it also follows immediately from the continuity of $f$ and the fact that $f(b\Delta) \subset M_2$ ($M_2$ totally real, and smooth).

**Appendix 2.**

Rosay’s example in Appendix 1 however still has constant multiplicity 2 and allows the factorization. In this appendix, we provide an example that has points of two different multiplicities and so does not allow the factorization. We will follow the same notations as in Appendix 1.
We consider the map
\[ \chi : \Delta^+ \to \Delta, \quad \chi(z) = z^3 \]
where \( \Delta^+ = \{ z \in \Delta \mid \Re z > 0 \} \), the upper semi-disc. Note that
\[ \chi(b\Delta^+) = b\Delta \cup [-1,1]. \]
Let \( M_2 \) be the totally real submanifold and \( G \) be the map from \( \Delta \) into \( D \) in Appendix 1. Define the map \( \tilde{F}(z) : \Delta^+ \to \mathbb{C}^2 \) by
\[ \tilde{F}(z) = (G(\chi(z)), h(G(\chi(z)))). \]
Since \( \chi(b\Delta^+) = b\Delta \cup [-1,1] \), we have correct boundary condition \( \tilde{F}(b\Delta^+) \subset M_2 \). Then it follows that \( \tilde{F} \) has points of two different multiplicities (in fact, 1 and 2). Composing \( \tilde{F} \) with a conformal map \( \phi : \Delta \to \Delta^+ \), we have obtained the seeked example \( g = \tilde{F} \circ \phi : \Delta \to \mathbb{C}^2 \) with \( g(b\Delta) \subset M_2 \).

Appendix 3.

Since the decomposition in Theorem 4.4 uses cutting and pasting, it is not apriori clear that the homology class is preserved under decomposition. In this appendix, we prove that this is indeed the case.

**Theorem A.3.** The homology class is preserved under the decomposition in Theorem 4.4. (Theorem II).

Let \( \tilde{E} \) be the (innermost) non-simply connected component used in 4.1 (Decomposition). Let \( B_1 \) be the outer boundary and \( \cup_i B_2^i \) be the inner boundaries of \( \tilde{E} \). Then \( \cup_i B_2^i \)'s bound simply connected domains \( G_i \) such that \( \partial G_i = B_2^i \). As in 4.1 (decomposition), we decompose
\[ \tilde{E} = \cup_i \widetilde{E}_i \]
and denote by \( w^i : (D^2, \partial D^2) \to (M, R) \) the reduction of \( w|_{\tilde{E}_i} \) defined as in 4.2 (Reduction).

By the way how we obtain the decomposition in Theorem 4.4, Theorem A.3 will be an immediate consequence of

**Proposition A.4.** Let \( \tilde{E} \) and \( w^i \) be as above. Then we have
\[ [w|_{\tilde{E}^i}] = \sum_0^l [w^i] \]
in \( H_2(M, R; \mathbb{Z}) \).
Proof. As in 4.1 (decomposition) and 4.2 (reduction), we decompose

\[ \partial \tilde{E}^i = B_2^i \coprod C^i \]

where \( C^i \subset \tilde{C}^i \) and \( B_2^0 = B_1 \) (See figure 15.)

Recall that in 4.2 (reduction), we have decomposed each \( C^i \) into the union of two connected piecewise smooth arcs

\[ C^i = C^i_\lambda \cup C^i_\delta \]

such that

\[ w(C^i_\lambda) = w(C^i_\delta). \]

Furthermore we also have

\[ w(C^i_j) = w(C^k_j) \quad \text{for all } i, k. \]

More precisely, we have

\[ C^i_\lambda = \cup_k \lambda^i_k \quad C^i_\delta = \cup_k \delta^i_k \]

for a maximal chain \( \{\lambda^i_1, \cdots, \lambda^i_l\} \) chosen 4.2 (Reduction). Since both \( C^i_\lambda \) and \( C^i_\delta \) are arcs (and so contractible to points) with the same images under \( w \) and by the way how the maximal chain is defined, we can continuously deform \( w \) into \( \tilde{w} : (\tilde{E}, \partial \tilde{E}) \to (M, R) \) so that

\[ \tilde{w}(\cup C^i) = \{ \text{one point} \} \]

and

\[ [w] = [\tilde{w}] \quad \text{in } H_2(M, R; \mathbb{Z}). \]

Obviously we also have

\[ [\tilde{w}|_{\tilde{E}_i}] = [w|_{E_i}] \quad \text{in } H_2(M, R; \mathbb{Z}). \]

Now it is immediate to check that

\[ [\tilde{w}|_{\tilde{E}_i}] = [w^i] \quad \text{in } H_2(M, R; \mathbb{Z}). \]

Hence the proof of Proposition A.4. \( \square \)
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