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1. Introduction.

Let \((M, g)\) be an \(n\) dimensional compact, smooth, Riemannian manifold without boundary. For \(n = 2\), the Uniformization Theorem of Poincaré says that there exist metrics on \(M\) which are pointwise conformal to \(g\) and have constant Gauss curvature. For \(n \geq 3\), the well known Yamabe conjecture states that there exist metrics on \(M\) which are pointwise conformal to \(g\) and have constant scalar curvature. The Yamabe conjecture has been proved through the work of Yamabe [Y], Trudinger [T], Aubin [A], and Schoen [S1]. See Lee and Parker [LP] for a survey. See also Bahri and Brezis [BB], Bahri [B], and Schoen [S2-3] for works on the problem and related ones.

Analogues of the Yamabe problem for compact Riemannian manifolds with boundary have been studied by Cherrier, Escobar, and others. In particular, Escobar proved in [E2] that a large class of compact Riemannian manifolds with boundary are conformally equivalent to one with constant scalar curvature and zero mean curvature on the boundary. See also [E3]-[E5] for related results.

From now on in the paper, \((M, g)\) denotes some smooth compact \(n\) dimensional Riemannian manifold with boundary, unless we specify otherwise. We use \(M^\circ\) to denote the interior of \(M\), and \(\partial M\) the boundary of \(M\). We use \(L_g\) to denote \(\Delta_g - c(n)R_g\), where \(c(n) = \frac{n-2}{4(n-1)}\), \(B_g\) to denote \(\frac{\partial}{\partial \nu} + \frac{n-2}{2}h_g\), where \(\nu\) is the outward unit normal on \(\partial M\) with respect to \(g\), and \(h_g\) to denote the mean curvature of \(\partial M\) with respect to the inner normal (balls in \(\mathbb{R}^n\) have positive mean curvatures).
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Let \( u > 0 \) be some positive function on \( M \), and consider the metric \( \tilde{g} = u^{4/(n-2)} g \). The scalar curvature \( R_{\tilde{g}} \) can be calculated as

\[
R_{\tilde{g}} = -\frac{4(n-1)}{n-2} u^{\frac{n+2}{n-2}} L_g u,
\]
and the mean curvature \( h_{\tilde{g}} \) can be calculated as

\[
h_{\tilde{g}} = \frac{2}{n-2} u^{\frac{n}{n-2}} B_g u.
\]

Thus the boundary value problem

\[
\begin{cases}
- L_g u = n(n-2) \tilde{R} u^{(n+2)/(n-2)}, & u > 0, \quad \text{in } M^\circ, \\
\quad B_g u = cu^{n/(n-2)}, & \text{on } \partial M,
\end{cases}
\]

for some constants \( \tilde{R} \) and \( c \), is equivalent to saying that \( (M, \tilde{g}) \) has constant scalar curvature in \( M^\circ \) and constant mean curvature on \( \partial M \). We remark that \( \tilde{R} \) can be taken to be 0, or \( \pm 1 \) after scaling.

Consider the following eigenvalue problem on \((M, g)\):

\[
\begin{cases}
- L_g \varphi = \lambda \varphi, & \text{in } M^\circ, \\
\quad B_g \varphi = 0, & \text{on } \partial M.
\end{cases}
\]

Let \( \lambda_1(M) \) denote the first eigenvalue. It is well know that

\[
\lambda_1(M) = \min_{\varphi \in H^1(M) \setminus \{0\}} \frac{\int_M (|\nabla \varphi|^2 + c(n) R_{g} \varphi^2) + \frac{n-2}{2} \int_{\partial M} h_{\tilde{g}} \varphi^2}{\int_M \varphi^2}.
\]

We say that a manifold \( M \) is of positive (negative, zero) type if \( \lambda_1(M) > 0 \) (\( < 0 \), \( = 0 \)). This notion is conformally invariant. The \( \tilde{R} \) will be scaled to 1, \(-1\), or 0, according to whether \( M \) is of positive, negative, or zero type. We will use \( \mathcal{M}_c \) to denote the set of solutions of (1.1) in \( C^2(M) \).

Consider

\[
Q(\varphi) = \frac{\int_M (|\nabla \varphi|^2 + c(n) R_{g} \varphi^2)}{\left( \int_M |\varphi|^{\frac{2n}{n-2}} \right)^{\frac{n-2}{n}}},
\]

for \( \varphi \in H^1(M) \setminus \{0\} \). It is clear that, up to some harmless positive constant, \( \varphi \in \mathcal{M}_0 \) for any positive critical point of the functional \( Q \).

The Sobolev quotient of \((M, g)\) is given by

\[
Q(M, g) = \inf \{Q(\varphi) \mid \varphi \in H^1(M) \setminus \{0\} \}.
\]
It is clear that $Q(M,g)$ is positive if the first eigenvalue of $-L_g$ is positive, is negative if the first eigenvalue of $-L_g$ is negative, and is zero if the first eigenvalue of $-L_g$ is zero.

Cherrier proved in [C] that, similar to the Yamabe problem, $Q(M,g)$ is achieved if

$$Q(M,g) < Q(S_{+}^n, g_0),$$

where $(S_{+}^n, g_0)$ denotes the standard half sphere. In the same paper he also showed the regularity of solutions to such problems. For a large class of manifolds, Escobar established (1.2) in [E2], thus showed $\mathcal{M}_0 \neq \phi$. In [E3], Escobar obtained existence of solutions of (1.1) for the case of $\bar{R} = 0$ and $c$ an arbitrary constant. More recently, Escobar showed in [E4] that, under the same hypotheses as in [E2], there exist $c^+ > 0$ and $c^- < 0$ such that $\mathcal{M}_{c^+} \neq \phi$ and $\mathcal{M}_{c^-} \neq \phi$. Naturally one wonders whether $\mathcal{M}_c \neq \phi$ for all $c \in \mathbb{R}^n$. We proposed in [HL1] two conjectures concerning this. Before stating the conjectures and the main result there, we first give the following natural subcritical approximation of (1.1), introduced in [HL1],

$$\begin{cases}
-L_g u = n(n-2)u^p, & u > 0, \quad \text{in } M^o, \\
B_g u = cu^{(p+1)/2}, & \text{on } \partial M,
\end{cases}$$

where $c \in \mathbb{R}$ and $1 < p \leq (n+2)/(n-2)$. Let $\mathcal{M}_{p,c}$ denote the set of solutions of $(*)_{p,c}$ in $C^2(M)$. Here, we have set $\bar{R} = 1$ to restrict ourselves to the case for manifolds of positive type. As is well known, the existence problems are more difficult for this case.

**Conjecture 1.** Let $(M, g)$ be a smooth compact $n$ dimensional Riemannian manifold with boundary of positive type. Then for all $c \in \mathbb{R}$, $\mathcal{M}_c \neq \phi$.

**Conjecture 2.** Let $(M, g)$ be a smooth compact $n$ dimensional Riemannian manifold with boundary of positive type which is not conformally equivalent to the standard half sphere. Then for all $\bar{c} > 0$, there exist positive constants $\delta_0 = \delta_0(M, g, \bar{c})$ and $C = C(M, g, \bar{c}) > 0$ such that

$$1/C \leq u(x) \leq C, \quad \forall \ x \in M; \quad \|u\|_{C^2(M)} \leq C,$$

for all $u \in \left( \bigcup_{\delta_0 \leq \rho \leq (n+2)/(n-2)} \bigcup_{|c| \leq \bar{c} \mathcal{M}_{p,c}} \right)$.

We have established in [HL1] both Conjecture 1 and Conjecture 2 when $(M, g)$ is a smooth compact $n$ ($n \geq 3$) dimensional locally conformally
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flat Riemannian manifold of positive type with umbilic boundary, and have shown in [HL1] that Conjecture 1 can be deduced from Conjecture 2. We recall that $M$ has umbilic boundary if every boundary point is umbilic, i.e., the second fundamental form at the point is a constant multiple of the metric. In this paper, we establish Conjecture 1 when $(M, g)$ is a smooth compact $n$ $(n \geq 5)$ dimensional Riemannian manifold of positive type with at least one non-umbilic point on $\partial M$. More precisely, we have

**Theorem 1.1.** For $n \geq 5$, let $(M, g)$ be a smooth compact $n$ dimensional Riemannian manifold of positive type with at least one non-umbilic point on $\partial M$. Then $\mathcal{M}_c \neq \emptyset$ for all $c \in \mathbb{R}$.

**Remark 1.1.** Further existence results will be given in a forthcoming paper [HL3].

In the remaining of this section, we describe our approach to the proof of Theorem 1.1 and the issues involved.

We establish Theorem 1.1 by variational methods. It is easy to verify that a nontrivial critical point of the functional

$$I(u) = \frac{1}{2} \int_M \left[ |\nabla u|^2 + \frac{n-2}{4(n-1)} R_g u^2 \right] + \frac{n-2}{4} \int_{\partial M} h_g u^2 - \frac{(n-2)^2}{2} \int_M (u^+) \frac{2n}{n-2} - \frac{(n-2)}{2(n-1)} c \int_{\partial M} (u^+) \frac{2(n-1)}{n-2}$$

is a solution of (1.1). It is known that $I \in C^2(H^1(M), \mathbb{R})$.

We find a nontrivial critical point of $I(u)$ using the following Mountain Pass Lemma of Amborsetti and Rabinowitz [AR].

**Mountain Pass Lemma (MPL).** Let $X$ be a Banach space and $I \in C^1(X, \mathbb{R})$. Suppose that $I(0) = 0$ and that there exists $0 \neq u_0 \in X$ such that $I(u_0) \leq 0$. Let $\Gamma$ denote the set of continuous paths in $X$ connecting $0$ and $u_0$ and define $I_{mp} = \inf_{\gamma \in \Gamma} \sup_{u \in \gamma} I(u)$. Suppose that $I_{mp} > 0$ and that $I$ satisfies the (PS) condition at level $I_{mp}$. Then $I_{mp}$ is a critical value of $I$.

The nonlinearities in our functional $I$ are of critical growth. It is known that, in general, the (PS) condition is not satisfied in the presence of such nonlinearities. However, it will be verified in Appendix A (see Lemma 1.2 below) that $I$ satisfies the (PS) condition below certain threshold level $S_c$. Recovery of compactness of (PS) sequences below certain threshold level was used by Brezis and Nirenberg in [BN], and has since been used in many
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contexts. Our contribution lies in reducing the verification of $I_{mp}$'s staying below the threshold to an extremal problem on spherical caps with the standard metric. See the end of this section and the beginning of section 3 for details.

Let us first introduce some quantities and define $S_c$. Let

$$u_1(z) = \left(\frac{1}{1 + |z'|^2 + |z_n - T|^2}\right)^{\frac{n-2}{2}}$$

where $T = -\frac{c}{n-2}$. Then $u_1$ solves

$$\begin{cases}
-\Delta u_1 = n(n-2)u_1^{(n+2)/(n-2)}, & \text{in } \mathbb{R}^n_+,

\frac{\partial u_1}{\partial z_n} = -cu_1^{n/(n-2)}, & \text{on } z_n = 0.
\end{cases}$$

We also define

$$a_0 = \int_{\mathbb{R}^n_+} |\nabla u_1|^2; \quad b_0 = \int_{\mathbb{R}^n_+} u_1^{2n/(n-2)}; \quad \text{and} \quad d_0 = c \int_{\partial \mathbb{R}^n_+} u_1^{2(n-1)/(n-2)}.$$

If we multiply the equation of $u_1$ by $u_1$ and integrate by parts, we obtain the relation

$$a_0 = n(n-2)b_0 + d_0. \tag{1.4}$$

Now we set

$$S_c = \frac{a_0}{2(n-1)} + \frac{(n-2)^2b_0}{2(n-1)}.$$

This is the threshold level mentioned earlier.

As stated earlier, $I$ satisfies (PS) at levels below $S_c$. For simplicity, we do not prove this here, instead we establish the following weaker result which is, as well known, enough in establishing the existence result via (MPL).

**Lemma 1.2.** Suppose $\lambda_1(M) > 0$. Let $\{u_i\} \subset H^1(M)$ be a sequence of functions satisfying,

$$I(u_i) \to b < S_c, \tag{1.5}$$

and

$$\max_{v \in H^1(M) \setminus \{0\}} \frac{|I'(u_i)v|}{\|v\|} \to 0. \tag{1.6}$$

Then after passing to a subsequence, either $\{u_i\}$ weakly converges in $H^1(M)$ to some solution of (1.1) or converges strongly to 0 in $H^1(M)$. 

The proof will be deferred to Appendix A. Since we are assuming \( \lambda_1(M) > 0 \), it is easy to see that for some \( r_0 > 0 \) and \( \epsilon_0 > 0 \), we have \( I(u) \geq \epsilon_0, \forall u \) with \( ||u|| = r_0 \). For any nonzero \( u \) in \( H^1(M) \), due to the explicit form of \( I \), \( I(tu) < 0 \) for large \( t \). Therefore, for any nonzero \( u \), we can take \( u_0 = t\hat{u} \) for sufficiently large \( t \) and define \( I_{\text{mp}} \) as in the statement of MPL. All we are left to prove is that

\[
\max_{0 < t < \infty} I(tu) < S_c
\]

for appropriate choice of \( u \).

In the cases to be treated in this paper, i.e., when \( \partial M \) is assumed to have a non-umbilic point, we are going to choose a localized test function to achieve (1.7) as follows. In local coordinates near a non-umbilic point of \( \partial M \), we choose \( u \) in the form of

\[
u(x) = \epsilon^{-n/2} \psi(x) \left[ u_1(x/\epsilon) + \delta \phi(x/\epsilon) \right],
\]

for some appropriate choice of \( \phi \), where \( \epsilon \) and \( \delta \) are small parameters, \( \psi \) is a cut-off function to be specified later. For any \( u \) given in (1.8), if we take \( \phi \) to be smooth with compact support, then we will show that, for \( \epsilon, \delta > 0 \) small, we have

\[
\max_{0 < t < \infty} I(tu) = S_c + Q_1 \epsilon \delta + Q_2 \delta^2 + Q_3 \epsilon^2 + o(\epsilon^2 + \delta^2),
\]

where \( Q_1 \) is a linear functional in \( \phi \) given in (2.4), \( Q_2 \) is a quadratic functional in \( \phi \) given in (??), and \( Q_3 \) is a number expressed in terms of \( n, c \), and geometric data of \( \partial M \) at the point, as given in (2.9). We remark that \( Q_2 \geq 0 \), for any choice of \( \phi \), as will be shown in section 3. It is clear from (1.9) that a sufficient condition to achieve (1.7) is to find a \( \phi \) such that

\[
Q_1^2(\phi) - 4Q_2(\phi)Q_3 > 0.
\]

When \( c \leq 0, Q_3 \leq 0 \) from the explicit expressions of \( Q_3 \), and there is an easy choice of \( \phi \) to achieve (1.10). For \( c > 0, Q_3 > 0 \), and there is no obvious choice of \( \phi \) to achieve (1.10).

The novelty of our systematic search of the test function \( u \) in the form (1.8) is to have reduced the search to an extremal problem in the Euclidean half space. It comes from extremizing (1.10) in the form of

\[
4Q_3 \left( \inf_{Q_1(\phi) \neq 0} \frac{Q_2(\phi)}{Q_1^2(\phi)} \right) < 1.
\]
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This leads to the analysis of an eigenvalue problem on spherical caps with Robin type boundary conditions. This is set up as (3.7) in section 3. (1.11) can be expressed in terms of the eigenvalues \( \mu_k \)'s, as given in (3.8). In section 3, we obtain recursive formulae for computing the eigenvalues \( \mu_k \) and the corresponding eigenfunctions. We also prove that the quadratic form \( Q_2 \) is non-negative definite, and identify its kernel. For the verification of (3.8), we need to express the first two terms in (3.8) explicitly in terms of the eigenfunctions associated with \( \mu_2 \) and \( \mu_3 \). We also need some estimate on \( \mu_2 \) and \( \mu_3 \). These are done in section 4. At the end of section 4, we complete our proof of Theorem 1.1.

2. Expressions for \( Q_1, Q_2, Q_3 \) and the case of \( c \leq 0 \).

In this section, we derive the expressions for \( Q_1, Q_2, \) and \( Q_3 \). As a preliminary step, we will choose a test function \( u \) and compute \( \max_{0 < t < \infty} I(tu) \). We will specify \( u \) later. For the moment, we have, schematically, for \( t > 0 \),

\[
I(tu) = \frac{a}{2} t^2 - \frac{(n-2)^2}{2} b t^{\frac{2n}{n-2}} - \frac{(n-2)}{2(n-1)} d t^{\frac{2(n-1)}{n-2}},
\]

where

\[
a = \int_M \left[ \nabla u |^2_g + \frac{n-2}{4(n-1)} R_g u^2 \right] dv_g + \frac{n-2}{2} \int_{\partial M} h_g u^2 dv_{\partial M},
\]

\[
b = \int_M (u^+) \frac{2n}{n-2} dv_M,
\]

and

\[
d = c \int_{\partial M} (u^+) \frac{2(n-1)}{n-2} dv_{\partial M}.
\]

Simple calculus shows that

\[
\max_{0 < t < \infty} I(tu) = \frac{a}{2} t^2 + \frac{(n-2)^2 b t^{\frac{2n}{n-2}}}{2(n-1)} - \frac{(n-2)}{2(n-1)} d t^{\frac{2(n-1)}{n-2}},
\]

where \( t > 0 \) solves

\[
a = n(n-2)b t^{\frac{4}{n-2}} + d t^{\frac{2}{n-2}},
\]

from which we obtain

\[
t = \left\{ \frac{-d + \sqrt{d^2 + 4n(n-2)ab}}{2n(n-2)b} \right\}^{\frac{n-2}{2}}.
\]
We are going to choose \( u \) in the form of 
\[ e^{-\frac{n-2}{2}\psi(x)} [u_1(x/e) + \delta \phi(x/e)] \] 
in local coordinates near a non-umbilic point, where \( \epsilon \) and \( \delta \) are small parameters, \( \psi \) is a cut-off function, \( \equiv 1 \) near the point, and \( \phi \in C_\infty^\infty(\mathbb{R}^n) \). We will show in the following that, for \( n \geq 5 \),

\[
\begin{align*}
a &= a_0 + A_0 \epsilon + A_1 \delta + A_2 \delta^2 + A_3 \epsilon^2 + o(\epsilon^2 + \delta^2), \\
b &= b_0 + B_0 \delta + B_1 \epsilon \delta + B_2 \delta^2 + B_3 \epsilon^2 + o(\epsilon^2 + \delta^2), \\
d &= d_0 + D_0 \delta + D_1 \epsilon \delta + D_2 \delta^2 + D_3 \epsilon^2 + o(\epsilon^2 + \delta^2),
\end{align*}
\]

where the \( A_i, B_i \), and \( D_i \) are explicitly given in terms of \( \phi \), but independent of \( \epsilon, \delta \). From the equation satisfied by \( t \), we find the relation

\[
t = 1 + T_0 \delta + T_1 \epsilon \delta + T_2 \delta^2 + T_3 \epsilon^2 + o(\epsilon^2 + \delta^2),
\]

where

\[
\begin{align*}
T_0 &= \frac{A_0 - n(n-2)B_0 - D_0}{4nb_0 + \frac{2}{n-2}d_0}, \\
T_1 &= \frac{A_1 - n(n-2)B_1 - D_1}{4nb_0 + \frac{2}{n-2}d_0}, \\
T_2 &= \frac{A_2 - n(n-2)B_2 - D_2 - (4nB_0 + \frac{2}{n-2}D_0)T_0 - \left( \frac{2n(6-n)}{n-2}b_0 + \frac{4-n}{n-2}d_0 \right)T_0^2}{4nb_0 + \frac{2}{n-2}d_0}, \\
T_3 &= \frac{A_3 - n(n-2)B_3 - D_3}{4nb_0 + \frac{2}{n-2}d_0}.
\end{align*}
\]

Putting these into the expansion for \( \max_{0 < t < \infty} I(tu) \), we obtain

\[
(2.1) \quad \max_{0 < t < \infty} I(tu)
\]

\[
= S_c + \frac{\delta}{2} \left[ A_0 - (n-2)^2B_0 - \frac{n-2}{n-1}D_0 \right] + \frac{\epsilon \delta}{2} \left[ A_1 - (n-2)^2B_1 - \frac{n-2}{n-1}D_1 \right] \\
+ \frac{\delta^2}{2} \left[ A_2 - (n-2)^2B_2 - \frac{n-2}{n-1}D_2 + \frac{n-2}{a_0 + n(n-2)b_0} \right] \\
+ \frac{\epsilon^2}{2} \left[ A_3 - (n-2)^2B_3 - \frac{n-2}{n-1}D_3 \right] + o(\epsilon^2 + \delta^2).
\]
To evaluate the $A_i, B_i,$ and $D_i$ in terms of $\phi$, we first set up convenient coordinate systems. As in [E1], we can assume that $g$ has the property $h(0) = 0$, and $R_{ij}(0) = 0$. Let $(x_1, \cdots, x_n)$ be normal coordinates around $0 \in \partial M$, such that the second fundamental form of $\partial M$ at $0$ has a diagonal form. Then $\partial M$ can be expressed near $0$ by

$$x_n = f(x_1, \cdots, x_{n-1}) = \sum_{i=1}^{n-1} \frac{1}{2} \lambda_i x_i^2 + \sum_{1 \leq i, j, k \leq n-1} a_{ijk} x_i x_j x_k + O(|x'|^4).$$

So $\sum_{i=1}^{n-1} \lambda_i = 0$. Recall that in a normal coordinate, $g^{ij}$ has the following expansion

$$g^{ij} = \delta^{ij} - \frac{1}{3} R_{iklj} x_l + O(|x|^3),$$

where $R_{iklj}$ denote the coefficients of the Riemann curvature tensor at $0$; and $\sqrt{g} = \sqrt{\det(g_{ij})}$ has the expansion

$$(2.2) \quad \sqrt{g} = 1 - \frac{1}{6} R_{ij} x_i x_j + O(|x|^3).$$

Let $\rho_0$ be a positive number and consider the cylinder

$$C_{\rho_0} = C_{\rho_0}(0) = \{(x_1, \cdots, x_n)| x_1^2 + \cdots + x_{n-1}^2 + x_n^2 < \rho_0^2, -\rho_0 < x_n < \rho_0 \}$$

and

$$C_{\rho_0}^+ = C_{\rho_0}^+(0) = \{(x_1, \cdots, x_n) \in C_{\rho_0}| x_n > 0 \}.$$

Let $\psi$ be a smooth cut-off function such that $\psi \equiv 1$ on $C_{\rho_0}$, is supported in $C_{2\rho_0}$, and $|\nabla \psi| \leq C/\rho_0, |\nabla^2 \psi| \leq C/\rho_0^2$ for some constant $C$. In the following, we will assume $n \geq 4$ and will choose $u = \psi(x) \epsilon^{-\frac{n-2}{2}} [u_1(x/\epsilon) + \delta \phi(x/\epsilon)]$ and evaluate the $A_i, B_i, D_i, i = 0, 1, 2, 3$, $\epsilon, \delta > 0$ will be chosen small, $\psi$ is a cut-off function, and $\phi$ is assumed to have compact support and will be chosen later.

$$\int_M |\nabla u|^2_{g} dv_g = \int_{C_{\rho_0} \cap M} |\nabla u|^2_{g} dv_g + \int_{M \setminus C_{\rho_0}} |\nabla u|^2_{g} dv_g.$$

We calculate the two integrals above separately. First

$$\int_{M \setminus C_{\rho_0}} |\nabla u|^2_{g} dv_g = O(\rho_0^{2-n} \epsilon^{n-2})$$
by a simple computation. Next

\[ \int_{C_{p_0} \cap M} |\nabla u|^2 dv_g \]

\[ = \int_{C_{p_0} \cap M} |\nabla u|^2 dx_n dx' - \frac{1}{3} \sum R_{ijkl} \int_{C_{p_0} \cap M} u_i u_j x_k dx_n dx' \]

\[ + O(\int_{C_{p_0} \cap M} |x|^3 |\nabla u|^2 dx_n dx') \].

The first integral gives

\[ \int_{C_{p_0} \cap M} |\nabla u|^2 dx_n dx' = \int_{C_{p_0}^+} |\nabla u|^2 dx_n dx' - \int_{B_{p_0}^{-1}} \int_0^{f(x')} |\nabla u|^2 dx_n dx' \]

with

\[ \int_{C_{p_0}^+} |\nabla u|^2 dx_n dx' \]

\[ = \int_{C_{p_0}^{+}} |\nabla u|^2 dz_n dz' + \delta^2 \int_{C_{p_0}^{+}} |\nabla \phi|^2 dz_n dz' + 2\delta \int_{C_{p_0}^{+}} \nabla u_1 \cdot \nabla \phi \]

\[ = a_0 + \delta^2 \int_{R_1^n} |\nabla \phi|^2 + 2\delta \int_{R_1^n} \nabla u_1 \cdot \nabla \phi + O(\rho_0^{-n} \epsilon^{n-2}) + o(\delta^2 + \epsilon^2) \]

and

\[ \int_{B_{p_0}^{-1}} \int_0^{f(x')} |\nabla u|^2 dx_n dx' = \int_{B_{p_0}^{-1}} \int_0^{f(x')/\epsilon} \{ |\nabla u_1|^2 + 2\delta |\nabla u_1| \nabla \phi + \delta^2 |\nabla \phi|^2 \}. \]

We evaluate them separately.

\[ \int_{B_{p_0}^{-1}} \int_0^{f(x')/\epsilon} |\nabla u_1|^2 \]

\[ \begin{align*}
= \frac{\epsilon}{2} \sum_{i=1}^{n-1} \lambda_i \int_{B_{p_0}^{-1}} \frac{(n-2)(z_i'^2 + T_{c}^2)}{(1 + |z'|^2 + T_{c}^2)^{n+1}} z_i^2 \\
+ \text{const.} \epsilon^2 \int_{B_{p_0}^{-1}} \frac{(n-2)(z_i'^2 + T_{c}^2)}{(1 + |z'|^2 + T_{c}^2)^{n+1}} z_i z_j z_k \\
+ \frac{(n-2)^2 \epsilon^2 T_c}{4} \int_{B_{p_0}^{-1}} \frac{(n-1)(z_i'^2 + T_{c}^2)}{(1 + |z'|^2 + T_{c}^2)^{n+1}} - 1 \sum_{i=1}^{n-1} \lambda_i z_i^2 + E(\epsilon) \\
= \frac{(n-2)^2 \epsilon^2 T_c}{4} \int_{R^{-1}} \frac{(n-1)(z_i'^2 + T_{c}^2)}{(1 + |z'|^2 + T_{c}^2)^{n+1}} - 1 \sum_{i=1}^{n-1} \lambda_i z_i^2 + E(\epsilon),
\end{align*} \]
The existence of conformal metrics with constant scalar curvature due to $\sum_{i=1}^{n-1} \lambda_i = 0$ and symmetry, here and in the following $E(\epsilon)$ denotes a quantity with the following estimate

$$E(\epsilon) = \begin{cases} O(\epsilon^3) & \text{when } n \geq 6, \\ O(\epsilon^3 \log \frac{p_0}{\epsilon}) & \text{when } n = 5, \\ O(\epsilon^2 p_0) & \text{when } n = 4. \end{cases}$$

The other two terms are estimated as

$$\int_{B^n_{p_0^1/\epsilon}} \int_0^{f(\epsilon^3)/\epsilon} |\nabla \phi|^2 = O(\epsilon),$$

and

$$\int_{B^n_{p_0^1/\epsilon}} \int_0^{f(\epsilon^3)/\epsilon} \nabla u_1 \cdot \nabla \phi = \frac{\epsilon}{2} \sum_{i=1}^{n-1} \lambda_i \int_{R^n_{n-1}} \nabla u_1(z',0) \cdot \nabla \phi(z',0) z_i^2 + o(\epsilon).$$

A simple estimate gives

$$\int_{C_{p_0} \cap M} |\nabla u|^2 |x|^3 \, dx_n \, dx' = E(\epsilon),$$

and

$$(n - 2)^{-2} \sum_{i,j,k,l} R_{ijkl} \int_{C_{p_0} \cap M} u_i u_j x_k x_l \, dx_n \, dx'$$

$$= \epsilon^2 \int_{C_{p_0}^+} \left\{ \sum_{i,j,k,l} R_{ijkl} \frac{z_i z_j z_k z_l}{(1 + |z'|^2 + |z_n - T_c|^2)^n} \right. + \sum_{i,j,k,l} R_{ijkl} \frac{(z_n - T_c) z_i z_j z_k z_l}{(1 + |z'|^2 + |z_n - T_c|^2)^n} + \sum_{i,j,k,l} R_{ijkl} \frac{(z_n - T_c)^2 z_i z_j z_k z_l}{(1 + |z'|^2 + |z_n - T_c|^2)^n} + E(\epsilon) + o(\epsilon^2 + \delta^2).$$

Using the symmetry of the Riemann curvature tensor and $R_{nn}(0) = 0$, the first 4 terms of the right hand side above can be combined to become

$$\epsilon^2 \int_{C_{p_0}^+} \left\{ \sum_{i,j,k,l} R_{ijkl} \frac{z_i z_j z_k z_l}{(1 + |z'|^2 + |z_n - T_c|^2)^n} + \sum_{i,j,k} R_{ijk} \frac{(T_c^2 - 2T_c z_n) z_i z_k}{(1 + |z'|^2 + |z_n - T_c|^2)^n} - 2 \sum_{i,j,k} R_{ijk} \frac{T_c z_i z_j z_k}{(1 + |z'|^2 + |z_n - T_c|^2)^n} \right\}.$$
They all vanish because of the symmetry of the Riemann curvature tensor
and $R_{nm}(0) = 0$. Therefore

$$
\sum R_{ijkl} \int_{C_{r0} \cap M} u_i u_j x_k \ dx_n dx' = E(\epsilon) + o(\epsilon^2 + \delta^2).
$$

The other two terms in the expression for $a$ can be estimated simply as

$$
\int_M R_g u^2 = O \left( \int_{M \cap C_{r0}} |x| u^2 \right) + O \left( \int_{(C_{2r0} \setminus C_{r0}) \cap M} \rho_0 u^2 \right)

= O \left( \epsilon^3 \int_0^{\rho_0/\epsilon} (1 + r)^{4-n} dr \right) + O \left( \epsilon^2 \int_0^{2\rho_0/\epsilon} (1 + r)^{3-n} dr \right)

= E(\epsilon),
$$

using $R_g(0) = 0$. Using the fact that $g$ is geodesic normal coordinate near 0
and that $h_g(0) = 0$, we have

$$
\int_{\partial M} h_g u^2 = \int_{B_{2\rho_0}^{n-1}} h_g(x', f(x')) u(x', f(x'))^2 \ dx'

+ O \left( \int_{B_{2\rho_0}^{n-1}} h_g(x', f(x')) u(x', f(x'))^2 |x'|^2 \ dx' \right)

+ E(\epsilon) + o(\epsilon^2 + \delta^2)

= \int_{B_{2\rho_0}^{n-1}} \sum_{i=1}^{n-1} a_i x_i u(x', f(x'))^2

+ O \left( \int_{B_{2\rho_0}^{n-1}} u(x', f(x'))^2 |x'|^2 \ dx' \right) + E(\epsilon) + o(\epsilon^2 + \delta^2),
$$

where in the last estimate we used the Taylor expansion for $h_g(x', f(x'))$
near $x' = 0$. Now

$$
O \left( \int_{B_{2\rho_0}^{n-1}} u(x', f(x'))^2 |x'|^2 \ dx' \right) = O \left( \int_{B_{2\rho_0}^{n-1}} \frac{\epsilon}{\epsilon^2 + |x'|^2}^{n-2} |x'|^2 \ dx' \right)

= E(\epsilon),
$$
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and

\[
\int_{B_{2\rho_0}} \sum_{i=1}^{n-1} a_i z_i u(x', f(x'))^2 \\
= \epsilon^2 \int_{B_{2\rho_0}} \sum_{i=1}^{n-1} a_i z_i \psi(\epsilon z', f(\epsilon z'))^2 \{ u_1(z', f(\epsilon z'))/\epsilon \}^2 \\
+ 2 \delta u_1(z', f(\epsilon z'))/\epsilon \phi(z', f(\epsilon z'))/\epsilon + \delta^2 \phi(z', f(\epsilon z'))/\epsilon^2 \\
= \epsilon^2 \int_{B_{2\rho_0/\epsilon}} \sum_{i=1}^{n-1} a_i z_i \psi(\epsilon z', f(\epsilon z'))^2 u_1(z', f(\epsilon z'))/\epsilon^2 \\
+ O \left( \epsilon^2 \delta \int_{B_{2\rho_0/\epsilon}} \frac{|z'|}{(1 + |z'|^2)^{n-2}} dz' \right) \\
+ O \left( \epsilon^2 \delta^2 \int_{B_{2\rho_0/\epsilon}} \frac{|z'|}{(1 + |z'|^2)^{n-2}} dz' \right) \\
= \epsilon^2 \int_{B_{2\rho_0/\epsilon}} \sum_{i=1}^{n-1} a_i z_i \psi(\epsilon z', f(\epsilon z'))^2 u_1(z', f(\epsilon z'))/\epsilon^2 + O(\epsilon^2 + \delta^2).
\]

We require that \( \psi(x) = \psi(|x|) \) for the following estimate. Using the theorem of the mean on \( \psi(\epsilon z', f(\epsilon z'))^2 u_1(z', f(\epsilon z'))/\epsilon^2 \) with respect to the last component, we compute the remaining integral above by

\[
\epsilon^2 \int_{B_{2\rho_0/\epsilon}} \sum_{i=1}^{n-1} a_i z_i \psi(\epsilon z', f(\epsilon z'))^2 u_1(z', f(\epsilon z'))/\epsilon^2 \\
= \epsilon^2 \int_{B_{2\rho_0/\epsilon}} \sum_{i=1}^{n-1} a_i z_i \psi(\epsilon z', 0)^2 u_1(z', 0)^2 dz' \\
+ O \left( \epsilon^2 \int_{B_{2\rho_0/\epsilon}} \frac{|z'|^2 |f(\epsilon z')/\epsilon|^2 + |T_c||f(\epsilon z')/\epsilon|}{(1 + |z'|^2)^{n-1}} dz' \right) \\
+ O \left( \epsilon^4 / \rho_0 \frac{|z'|^2 |f(\epsilon z')/\epsilon|}{(1 + |z'|^2)^{n-2}} \right) \\
= 0 + O \left( \epsilon^4 \int_{B_{2\rho_0/\epsilon}} \frac{|z'|^5}{(1 + |z'|^2)^{n-1}} dz' \right) + O \left( \epsilon^3 |T_c| \int_{B_{2\rho_0/\epsilon}} \frac{|z'|^3}{(1 + |z'|^2)^{n-1}} dz' \right) \\
+ O \left( \epsilon^5 / \rho_0 \int_{B_{2\rho_0/\epsilon}} \frac{|z'|^4}{(1 + |z'|^2)^{n-2}} dz' \right) \\
= E(\epsilon) + o(\epsilon^2),
\]
where on the third line of the above computation, we used the symmetry of $\psi u_1$ and the oddness of $z_i$. Putting these together, we obtain, for $n \geq 5$,

\[
A_0 = 2 \int_{\mathbb{R}^n_+} \nabla u_1 \cdot \nabla \phi,
\]
\[
A_1 = -\sum_{i=1}^{n-1} \lambda_i \int_{\mathbb{R}^{n-1}} \nabla u_1(z', 0) \cdot \nabla \phi(z', 0) z_i^2,
\]
\[
A_2 = \int_{\mathbb{R}^n_+} |\nabla \phi|^2,
\]
\[
A_3 = -\frac{(n-2)^2 T_c}{4} \int_{\mathbb{R}^{n-1}} \frac{(n-1)(|z'|^2 + T_c^2) - 1}{(1 + |z'|^2 + T_c^2)^{n+1}} \left(\sum_{i=1}^{n-1} \lambda_i z_i^2\right)^2.
\]

Next we compute the expansion for $b$. Since $\phi$ is assumed to have compact support, we have $u^+ = u$ as long as we choose $\delta$ small. Then

\[
b = \int_{C_{p_0} \cap M} u^{n-2} dv_g + \int_{M \setminus C_{p_0}} u^{n-2} dv_g
\]
\[
= \int_{C_{p_0} \cap M} u^{n-2} dv_g + O(\epsilon^3).
\]

In view of $R_{ij}(0) = 0$ and (2.2), it follows that

\[
\int_{C_{p_0} \cap M} u^{2n \n-2} dv_g = \int_{C_{p_0}^+} u^{2n \n-2} dx_n dx' - \int_{D_{p_0}^{n-1}} \int_0^{f(x')} u^{2n \n-2} dx_n dx'
\]
\[
+ O \left( \int_{C_{p_0} \cap M} |x|^3 u^{2n \n-2} dv_g \right) + O(\epsilon^3)
\]
\[
= \int_{C_{p_0}^+} u^{n-2} dx_n dx' - \int_{D_{p_0}^{n-1}} \int_0^{f(x')} u^{n-2} dx_n dx' + O(\epsilon^3).
\]
The first integral can be computed as

\[ \int_{C_{p_0}^+} u^{n-2} \]

\[ = \int_{C_{p_0}^+/\epsilon} (u_1 + \delta \phi)^{n-2} \]

\[ = \int_{C_{p_0}^+/\epsilon} \left\{ \frac{2n}{n-2} u_1^{n-2} \phi + \frac{\delta^2 n(n+2)}{(n-2)^2} u_1^{n-2} \phi^2 \right\} + o(\epsilon^2 + \delta^2) \]

\[ = \int_{R^n_+} \left\{ u_1^{n-2} + \frac{2n}{n-2} u_1^{n-2} \phi + \frac{\delta^2 n(n+2)}{(n-2)^2} u_1^{n-2} \phi^2 \right\} + o(\epsilon^2 + \delta^2), \]

and the second integral can be computed as

\[ \int_{B_{p_0}^{n-1}} \int_0^f u^{n-2} = \int_{B_{p_0}^{n-1}} \int_0^{f(\epsilon'/\epsilon)} (u_1 + \delta \phi)^{n-2} \]

\[ = \frac{n \epsilon \delta}{n-2} \sum_{i=1}^{n-1} \lambda_i \int_{R^{n-1}} u_1^{n-2} (z', 0) \phi(z', 0) z_i^2 \]

\[ + \frac{\epsilon^2 n T_c}{4} \int_{R^{n-1}} \frac{\left( \sum_{i=1}^{n-1} \lambda_i z_i^2 \right)^2}{1 + |z'|^2 + T_c^2} dz' + E(\epsilon) + o(\epsilon^2 + \delta^2). \]

Consequently, for \( n \geq 5 \),

\[ B_0 = \frac{2n}{n-2} \int_{R^n_+} \frac{u_1^{n+2}}{u_1^{n-2}} \phi, \]

\[ B_1 = -\frac{n}{n-2} \sum_{i=1}^{n-1} \lambda_i \int_{R^{n-1}} u_1^{n-2} (z', 0) \phi(z', 0) z_i^2, \]

\[ B_2 = \frac{n(n+2)}{(n-2)^2} \int_{R^n_+} u_1^{n-2} \phi^2, \]

\[ B_3 = -\frac{n T_c}{4} \int_{R^{n-1}} \frac{\left( \sum_{i=1}^{n-1} \lambda_i z_i^2 \right)^2}{1 + |z'|^2 + T_c^2} dz'. \]

To compute \( d \), we note, using the expansion of \( g \) and of \( \partial M \) around 0, that the volume form of \( \partial M \) has the following expansion on \( \partial M \cap C_{2p_0} \),

\[ d \text{ vol}_{\partial M} = \left( 1 + \frac{1}{6} \sum_{i,j=1}^{n-1} (R_{nij} - R_{ij}) x_i x_j + \frac{1}{2} \sum_{i=1}^{n-1} \lambda_i^2 x_i^2 + o(|x'|^2) \right) dx'. \]
Recall again that $R_{ij}(0) = 0$, so we have

$$d = c \int_{\partial M} u^{2(n-1)/n-2} d \text{vol}_{\partial M}$$

$$= c \int_{\partial M \cap C_{p_0}} u^{2(n-1)/n-2} d \text{vol}_{\partial M} + c \int_{\partial M \setminus C_{p_0}} u^{2(n-1)/n-2} d \text{vol}_{\partial M}$$

$$= c \int_{B_{p_0/\epsilon}^{n-1}} \left\{ (u_1 + \delta \phi) \left( z', \frac{f(\epsilon z')}{\epsilon} \right) \right\}^{2(n-1)/n-2}$$

$$\left( 1 + \frac{\epsilon^2}{6} \sum_{i,j=1}^{n-1} R_{i,j} z_i z_j + \epsilon^2 \frac{\sum_{i=1}^{n-1} \lambda_i^2 z_i^2}{2} \right) dz' + o(\epsilon^2 + \delta^2)$$

$$= c \int_{B_{p_0/\epsilon}^{n-1}} \left\{ \frac{2(n-1)}{n-2} u_1^{n-2} \delta \phi + \frac{(n-1)n}{(n-2)^2} u_1^{2(n-1)/n-2} \delta^2 \phi^2 \right\}$$

$$\left( z', \frac{f(\epsilon z')}{\epsilon} \right) \left( 1 + \frac{\epsilon^2}{6} \sum_{i,j=1}^{n-1} R_{i,j} z_i z_j + \epsilon^2 \frac{\sum_{i=1}^{n-1} \lambda_i^2 z_i^2}{2} \right) dz' + o(\epsilon^2 + \delta^2)$$

$$= c \int_{B_{p_0/\epsilon}^{n-1}} \left\{ \frac{2(n-1)}{n-2} u_1^{n-2} \left( z', \frac{f(\epsilon z')}{\epsilon} \right) \right\} \left( 1 + \frac{\epsilon^2}{6} \sum_{i,j=1}^{n-1} R_{i,j} z_i z_j + \epsilon^2 \frac{\sum_{i=1}^{n-1} \lambda_i^2 z_i^2}{2} \right) dz'$$

$$+ \frac{2(n-1)c}{(n-2)} \int_{B_{p_0/\epsilon}^{n-1}} u_1^{n-2} \left( z', \frac{f(\epsilon z')}{\epsilon} \right) \phi \left( z', \frac{f(\epsilon z')}{\epsilon} \right) dz'$$

$$+ \frac{(n-1)n c \delta^2}{(n-2)^2} \int_{B_{p_0/\epsilon}^{n-1}} u_1^{n-2} \left( z', \frac{f(\epsilon z')}{\epsilon} \right) \phi^2 \left( z', \frac{f(\epsilon z')}{\epsilon} \right) dz' + o(\epsilon^2 + \delta^2).$$

We calculate the right hand side of the above term by term,

$$c \int_{B_{p_0/\epsilon}^{n-1}} \left\{ u_1^{2(n-1)/n-2} \left( z', \frac{f(\epsilon z')}{\epsilon} \right) \right\} dz'$$

$$= c \int_{B_{p_0/\epsilon}^{n-1}} \left\{ u_1^{2(n-1)/n-2} (z', 0) + \frac{\partial}{\partial z_n} \left[ u_1(z', z_n) \frac{2(n-1)}{n-2} \right] \frac{f(\epsilon z')}{\epsilon} \right\}$$

$$+ \frac{1}{2} \frac{\partial^2}{\partial z_n^2} \left[ u_1(z', z_n) \frac{2(n-1)}{n-2} \right] \frac{f(\epsilon z')}{\epsilon} dz' + o(\epsilon^2 + \delta^2)$$

$$= c \int_{B_{p_0/\epsilon}^{n-1}} \left\{ u_1^{2(n-1)/n-2} (z', 0) + \frac{\partial}{\partial z_n} \left[ u_1(z', z_n) \frac{2(n-1)}{n-2} \right] \frac{f(\epsilon z')}{\epsilon} \right\}$$

$$+ \frac{1}{2} \frac{\partial^2}{\partial z_n^2} \left[ u_1(z', z_n) \frac{2(n-1)}{n-2} \right] \frac{f(\epsilon z')}{\epsilon} dz' + o(\epsilon^2 + \delta^2)$$
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\[ + \frac{1}{2} \frac{\partial^2}{\partial z_n^2} \left[ u_1(z', z_n) \frac{2(n-1)}{n-2} \right] \bigg|_{z_n=0} \left( \frac{\epsilon}{2} \sum_{i=1}^{n-1} \lambda_i z_i^2 \right)^2 \right) dz' + o(\epsilon^2 + \delta^2) \]

\[ = d_0 + \frac{c \epsilon^2}{8} \int_{B_{p_0/\epsilon}^{n-1}} \frac{\partial^2}{\partial z_n^2} \left[ u_1(z', z_n) \frac{2(n-1)}{n-2} \right] \bigg|_{z_n=0} \left( \sum_{i=1}^{n-1} \lambda_i z_i^2 \right)^2 dz' + o(\epsilon^2 + \delta^2) \]

where we have used the fact that \( \sum_{i=1}^{n-1} \lambda_i = 0 \), and the radial symmetry of \( u_1 \) to conclude that one of the integrals is zero. The second term in the expansion for \( d \) is easy:

\[ c \int_{B_{p_0/\epsilon}^{n-1}} \frac{2(n-1)}{n-2} \left( z', f(\epsilon z') \right) \left( \frac{\epsilon^2}{3} \sum_{i,j=1}^{n-1} R_{n ij z_i z_j} + \sum_{i=1}^{n-1} \epsilon^2 \lambda_i^2 z_i^2 \right) dz' \]

\[ = \frac{c \epsilon^2}{2} \int_{B_{p_0/\epsilon}^{n-1}} u_1^{n-2}(z', 0) \left( \frac{1}{3} \sum_{i,j=1}^{n-1} R_{n ij z_i z_j} + \sum_{i=1}^{n-1} \lambda_i^2 z_i^2 \right) dz' + o(\epsilon^2 + \delta^2) \]

\[ = \frac{c \epsilon^2}{2} \int_{R^{n-1}} u_1^{n-2}(z', 0) \left( \frac{1}{3} \sum_{i,j=1}^{n-1} R_{n ij z_i z_j} + \sum_{i=1}^{n-1} \lambda_i^2 z_i^2 \right) dz' + o(\epsilon^2 + \delta^2) \]

\[ = \frac{c \epsilon^2}{2} \int_{R^{n-1}} u_1^{n-2}(z', 0) \left( \frac{1}{3} R_{nn z_1^2 + \sum_{i=1}^{n-1} \lambda_i^2 z_i^2} \right) dz' + o(\epsilon^2 + \delta^2) \]

\[ = \frac{c \epsilon^2}{2} \left( \sum_{i=1}^{n-1} \lambda_i^2 \right) \int_{R^{n-1}} u_1^{n-2}(z', 0) dz' + o(\epsilon^2 + \delta^2). \]

In the above we have used the symmetry of \( u_1 \) and \( R_{nn} = 0 \). Next we calculate the third term in the expansion for \( d \).

\[ \frac{2(n-1)c}{(n-2)} \frac{\delta}{(n-1)} \int_{B_{p_0/\epsilon}^{n-1}} u_1^{n-3}(z', f(\epsilon z')/\epsilon) \phi(z', f(\epsilon z')) dz' \]

\[ = \frac{2(n-1)c}{(n-2)} \frac{\delta}{(n-1)} \int_{B_{p_0/\epsilon}^{n-1}} u_1^{n-2}(z', 0) \phi(z', 0) \]
\[ + \frac{\partial}{\partial z_n} \left[ u_1(z', z_n)^{n-2} \phi(z', z_n) \right] \bigg|_{z_n=0} \left[ \frac{f(\varepsilon z')}{\varepsilon} \right] \bigg) \, dz' + o(\varepsilon^2 + \delta^2) \]
\[ = \frac{2(n-1)c}{(n-2)} \delta \int_{R^{n-1}} u_1^{n-2}(z', 0) \phi(z', 0) \, dz' \]
\[ + \frac{(n-1)c}{(n-2)} \delta \varepsilon \sum_{i=1}^{n-1} \int_{R^{n-1}} \frac{\partial}{\partial z_n} \left[ u_1(z', z_n)^{n-2} \phi(z', z_n) \right] \bigg|_{z_n=0} \lambda_i z_i^2 \]
\[ + o(\varepsilon^2 + \delta^2). \]

The last term in the expansion for \( d \) is
\[ \frac{(n-1)nc}{(n-2)^2} \delta^2 \int_{B_{\rho_0/\varepsilon}^{n-1}} u_1^{2(n-1)} \left( z', \frac{f(\varepsilon z')}{\varepsilon} \right) \phi^2 \left( z', \frac{f(\varepsilon z')}{\varepsilon} \right) \, dz' \]
\[ = \frac{(n-1)nc}{(n-2)^2} \delta^2 \int_{R^{n-1}} u_1^{n-2}(z', 0) \phi^2(z', 0) \, dz' + o(\varepsilon^2 + \delta^2). \]

Putting these together, we have
\[ d = d_0 + \frac{c\varepsilon^2}{8} \int_{R^{n-1}} \frac{\partial^2}{\partial z_n^2} \left[ u_1(z', z_n)^{2(n-1)} \right] \bigg|_{z_n=0} \left( \sum_{i=1}^{n-1} \lambda_i z_i^2 \right)^2 \, dz' \]
\[ + \frac{c\varepsilon^2}{2} \int_{R^{n-1}} u_1^{2(n-1)} (z', 0) \left( \sum_{i=1}^{n-1} \lambda_i z_i^2 \right) \, dz' \]
\[ + \frac{2(n-1)c}{(n-2)} \delta \int_{R^{n-1}} u_1^{n-2}(z', 0) \phi(z', 0) \, dz' \]
\[ + \frac{(n-1)c}{(n-2)} \delta \varepsilon \sum_{i=1}^{n-1} \int_{R^{n-1}} \frac{\partial}{\partial z_n} \left[ u_1(z', z_n)^{n-2} \phi(z', z_n) \right] \bigg|_{z_n=0} (\lambda_i z_i^2) \]
\[ + \frac{(n-1)nc}{(n-2)^2} \delta^2 \int_{R^{n-1}} u_1^{n-2}(z', 0) \phi^2(z', 0) \, dz' + o(\varepsilon^2 + \delta^2). \]

Thus
\[ D_0 = \frac{2(n-1)c}{(n-2)} \int_{R^{n-1}} u_1^{n-2}(z', 0) \phi(z', 0) \, dz', \]
\[ D_1 = \frac{(n-1)c}{(n-2)} \sum_{i=1}^{n-1} \lambda_i \int_{R^{n-1}} \frac{\partial}{\partial z_n} \left[ u_1(z', z_n)^{n-2} \phi(z', z_n) \right] \bigg|_{z_n=0} z_i^2 \, dz' \]
\[ D_2 = \frac{(n-1)nc}{(n-2)^2} \int_{R^{n-1}} u_1^{n-2}(z', 0) \phi^2(z', 0) \, dz', \]
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\[ D_3 = \frac{c}{2} \sum_{i=1}^{n-1} \lambda_i^2 \int_{\mathbb{R}^{n-1}} \frac{2(n-1)}{u_1^{n-2}} (z', 0) z_i^2 \, dz' \]

\[ + \frac{c}{8} \int_{\mathbb{R}^{n-1}} \frac{\partial^2}{\partial z_n^2} \left[ u_1(z', z_n) \frac{2(n-1)}{n-2} \right] \bigg|_{z_n=0} \left( \sum_{i=1}^{n-1} \lambda_i z_i^2 \right)^2 \, dz'. \]

Recall that

\[ (2.3) \quad \max_{0 < t < \infty} I(t) = S_c + Q_0 \delta + Q_1 \varepsilon \delta + Q_2 \delta^2 + Q_3 \varepsilon^2 + o(\varepsilon^2 + \delta^2), \]

where

\[ Q_0 = \frac{1}{2} \left( A_0 - (n - 2)^2 B_0 - \frac{n - 2}{n - 1} D_0 \right), \]

\[ Q_1 = \frac{1}{2} \left( A_1 - (n - 2)^2 B_1 - \frac{n - 2}{n - 1} D_1 \right), \]

\[ Q_2 = \frac{1}{2} \left\{ A_2 - (n - 2)^2 B_2 - \frac{n - 2}{n - 1} D_2 \right. \]

\[ + \frac{n - 2}{2a_0 + 2n(n - 2)b_0} \left[ A_0 - n(n - 2) B_0 - D_0 \right]^2 \left\}, \right. \]

\[ Q_3 = \frac{1}{2} \left( A_3 - (n - 2)^2 B_3 - \frac{n - 2}{n - 1} D_3 \right). \]

We evaluate the \( Q_i \)'s in terms of \( \phi \), using the above calculations.

\[ Q_0 = \int_{\mathbb{R}^n_+} \nabla u_1 \nabla \phi - n(n - 2) \int_{\mathbb{R}^n_+} u_1^{n+2} \phi - c \int_{\mathbb{R}^{n-1}} u_1^{-n+2} \phi = 0, \]

and

\[ Q_1 = \frac{1}{2} \sum_{i=1}^{n-1} \lambda_i \int_{\mathbb{R}^{n-1}} \left\{ -\nabla u_1(z', 0) \cdot \nabla \phi(z', 0) z_i^2 + n(n - 2) u_1^{n+2} (z', 0) \phi(z', 0) z_i^2 \right. \]

\[ -c \frac{\partial}{\partial z_n} \left[ u_1(z', z_n) \frac{n}{n-2} \phi(z', z_n) \right] \bigg|_{z_n=0} z_i^2 \}\, dz' \]

\[ = \frac{1}{2} \sum_{i=1}^{n-1} \lambda_i \int_{\mathbb{R}^{n-1}} \left\{ -\nabla' u_1(z', 0) \cdot \nabla' \phi(z', 0) + n(n - 2) u_1^{n+2} (z', 0) \phi(z', 0) \right. \]

\[ -c \frac{n}{n-2} \frac{1}{n+2} u_1^{n+2} \frac{\partial u_1}{\partial z_n} \phi(z', 0) \right\} z_i^2 \]
\[ Q_1 = \sum_{i=1}^{n-1} \frac{\lambda_i}{2} \int_{\mathbb{R}^{n-1}} \left\{ \left( \sum_{j=1}^{n-1} \partial_{ij} u_1(z',0) \right) \phi(z',0) z_i^2 + \nabla' u_1(z',0) \cdot \nabla' z_i^2 \phi(z',0) \\
+ n(n-2)(1 + T_c^2)u_1^{n-2}(z',0)\phi(z',0)z_i^2 \right\} \]

where we have used the boundary condition satisfied by \( u_1 \) and \( \nabla' u_1(z',0) \) to denote \( \left( \frac{\partial u_1}{\partial z_1}(z',0), \ldots, \frac{\partial u_1}{\partial z_{n-1}}(z',0) \right) \). Integrating by parts in the first integral above, we obtain

\[ (2.4) \]

\[ Q_2 = \frac{1}{2} \left\{ \int_{\mathbb{R}_+^n} |\nabla \phi|^2 - n(n+2) \int_{\mathbb{R}_+^n} u_1^{\frac{n-2}{2}} \phi^2 + nT_c \int_{\mathbb{R}^{n-1}} u_1^{\frac{n+2}{2}}(z',0)\phi^2(z',0) \right\} \]

\[ + \frac{n-2}{2a_0 + 2n(n-2)b_0} \left[ 2 \int_{\mathbb{R}_+^n} \nabla u_1 \cdot \nabla \phi - 2n^2 \int_{\mathbb{R}_+^n} u_1^{\frac{n+2}{2}} \phi \right] \]

\[ - \frac{2(n-1)c}{n-2} \int_{\mathbb{R}^{n-1}} u_1^{\frac{n-2}{2}}(z',0)\phi(z',0) \]

Next

\[ Q_2 = \frac{1}{2} \left\{ \int_{\mathbb{R}_+^n} |\nabla \phi|^2 - n(n+2) \int_{\mathbb{R}_+^n} u_1^{\frac{n-2}{2}} \phi^2 + nT_c \int_{\mathbb{R}^{n-1}} u_1^{\frac{n+2}{2}}(z',0)\phi^2(z',0) \right\} \]
The existence of conformal metrics with constant scalar curvature

\[ + \frac{n - 2}{2a_0 + 2n(n - 2)b_0} \left[ -4n \int_{\mathbb{R}^n_+} u_1^{\frac{n+2}{2}} \phi \right. \]

\[ + 2T_c \int_{\mathbb{R}^{n-1}} u_1^{\frac{n}{n-2}} (z',0) \phi(z',0) \left. \right]^2 \right\}.

Finally

\[ Q_3 = \frac{1}{2} \left\{ -\frac{(n - 2)^2 T_c}{4} \int_{\mathbb{R}^{n-1}} \frac{(n - 1)(|z'|^2 + T_c^2)}{(1 + |z'|^2 + T_c^2)^{n+1}} \left( \sum_{i=1}^{n-1} \lambda_i z_i^2 \right)^2 \right. \]

\[ + \frac{n(n - 2)^2 T_c}{4} \int_{\mathbb{R}^{n-1}} \frac{(\sum_{i=1}^{n-1} \lambda_i z_i^2)^2}{(1 + |z'|^2 + T_c^2)^{n+1}} dz' \]

\[ - \frac{c(n - 2)}{2(n - 1)} \sum_{i=1}^{n-1} \lambda_i^2 \int_{\mathbb{R}^{n-1}} u_1^{\frac{2(n-1)}{n-2}} (z',0) z_i^2 dz' \]

\[ - \frac{c(n - 2)}{8(n - 1)} \int_{\mathbb{R}^{n-1}} \frac{\partial^2}{\partial z_i^2} \left[ u_1(z', z_n) \left( \frac{z_i}{z_n} \right)^{\frac{2(n-1)}{n-2}} \right] \bigg|_{z_n=0} \left( \sum_{i=1}^{n-1} \lambda_i z_i^2 \right)^2 dz' \}

\[ = \frac{(n - 2)^2 T_c}{8} \int_{\mathbb{R}^{n-1}} \frac{n(1 + T_c^2 - |z'|^2)}{(1 + |z'|^2 + T_c^2)^{n+1}} \left( \sum_{i=1}^{n-1} \lambda_i z_i^2 \right)^2 \]

\[ - \frac{c(n - 2)}{4(n - 1)} \sum_{i=1}^{n-1} \lambda_i^2 \int_{\mathbb{R}^{n-1}} u_1^{\frac{2(n-1)}{n-2}} (z',0) z_i^2 dz' \]

\[ = \frac{(n - 2)^2 T_c}{8} \int_{\mathbb{R}^{n-1}} \frac{n(1 + T_c^2 - |z'|^2)}{(1 + |z'|^2 + T_c^2)^{n+1}} \left( \sum_{i=1}^{n-1} \lambda_i z_i^2 \right)^2 \]

\[ + \frac{(n - 2)^2 T_c}{4(n - 1)} \int_{\mathbb{R}^{n-1}} \frac{\sum_{i=1}^{n-1} \lambda_i z_i^2}{(1 + |z'|^2 + T_c^2)^{n+1}}. \]

Writing the integrals in polar coordinates, and using the following elementary relations (the proof of which will be sketched in Appendix C)

\[ (2.6) \quad \int_0^\infty \frac{r^{n+2}}{(1 + r^2)^{n+1}} dr = \frac{n - 3}{2n} \int_0^\infty \frac{r^{n+2}}{(1 + r^2)^n} dr, \text{ for } n \geq 4, \]

\[ (2.7) \quad \int_0^\infty \frac{r^n}{(1 + r^2)^{n-1}} dr = \frac{2n - 1}{n+1} \int_0^\infty \frac{r^{n+2}}{(1 + r^2)^n} dr, \text{ for } n \geq 4, \]

\[ (2.8) \quad \int_{S^{n-2}} \xi_1^4 d\xi = 3 \int_{S^{n-2}} \xi_1^2 \xi_2^2 d\xi = \frac{3}{n+1} \int_{S^{n-2}} \xi_1^2 d\xi = \frac{3\sigma_{n-2}}{n^2 - 1}. \]
where $\sigma_{n-2}$ denotes the area of the standard sphere $S^{n-2}$, $Q_3$ can be simplified as

$$Q_3 = \frac{n(n-2)^2T_c}{8} \left(1 + T_c^2\right)^{\frac{3-n}{2}} \left(\int_0^\infty \frac{(1-r^2)r^{n+2}}{(1+r^2)^{n+1}} dr\right) \left(\int_{S^{n-2}} \left(\sum_{i=1}^{n-1} \lambda_i \xi_i^2\right)^2 d\xi\right)$$

$$+ \frac{(n-2)^2T_c}{4(n-1)} \left(1 + T_c^2\right)^{\frac{3-n}{2}} \left(\int_0^\infty \frac{r^n}{(1+r^2)^{n-1}} dr\right) \left(\int_{S^{n-2}} \sum_{i=1}^{n-1} \lambda_i^2 \xi_i^2 d\xi\right)$$

$$= -\frac{\sigma_{n-2}(n-2)^2T_c}{8(n-1)^2} \left(1 + T_c^2\right)^{\frac{3-n}{2}} \left(\sum_{i=1}^{n-1} \lambda_i^2\right) \left(\int_0^\infty \frac{r^n}{(1+r^2)^{n-1}} dr\right)$$

$$= -q_nT_c \left(1 + T_c^2\right)^{\frac{3-n}{2}} \sum_{i=1}^{n-1} \lambda_i^2,$$

here, $q_n$ denotes $\frac{\sigma_{n-2}(n-2)^2}{8(n-1)^2} \left(\int_0^\infty \frac{r^n}{(1+r^2)^{n-1}} dr\right)$. In the above, we have also used $\sum_{i=1}^{n-1} \lambda_i = 0$ to obtain the relation

$$\int_{S^{n-2}} \left(\sum_{i=1}^{n-1} \lambda_i \xi_i^2\right)^2 d\xi = 2 \sum_{i=1}^{n-1} \lambda_i^2 \int_{S^{n-2}} \xi_i^2 \xi_2^2 d\xi.$$

We note that $Q_3$ is a constant depending only on $n, T_c$, and $\sum_{i=1}^{n-1} \lambda_i^2$. In particular, it is independent of $\phi$.

We would like to choose $\phi$ and $\epsilon \geq 0, \delta \geq 0$ small such that

$$\max_{0 < t < \infty} I(tu) < S_c,$$

which would lead to $I_{mp} < S_c$. It is clear from (2.3) that, in order for (2.10) to hold, it suffices to find a $\phi$ such that

$$Q_1^2 - 4Q_2Q_3 > 0.$$

From the expression of $Q_3$, it is clear that if $c \leq 0$, then $Q_3 \leq 0$ and (2.11) can be satisfied easily. This proves the existence of a solution of (1.1) in the case $c \leq 0$. So we are only left to deal with the case of $c > 0$. Since $Q_3$ is independent of $\phi$, $Q_1$ is a linear functional of $\phi$, and $Q_2$ is a quadratic functional of $\phi$, the verification of (2.11) in this case leads to an eigenvalue problem on $\mathbb{R}^n_+$, which may have independent interest. We will formulate and study this eigenvalue problem in the next section. Before we leave this section, we summarize our results of this section as
Proposition 2.1. For \( c \leq 0 \), there exists a solution of (1.1). For \( c > 0 \), if

\[
4Q_3 \left( \inf_{Q_1(\phi) \neq 0} \frac{Q_2(\phi)}{Q_1(\phi)^2} \right) < 1,
\]

then (1.1) has a solution.

Remark 2.1. We remark that, although we required \( \phi \) to have compact support in evaluating the \( Q_i \)'s, there is no need to restrict \( \phi \) to have compact support in the extremal problem in Proposition 2.1. For, if (2.12) holds, a density argument can easily produce a \( \phi \) with compact support satisfying (2.11). The precise space for \( \phi \) is spelled out in the next section.

3. A related eigenvalue problem on spherical caps.

Because of the geometric invariance properties of the conformal Laplace operator, it is more transparent to translate the expressions for \( Q_1, Q_2 \) onto the round sphere. This is done as follows. Let \( \Pi \) be the stereographic projection from the unit sphere in \( \mathbb{R}^{n+1} \) centered at \((0, \ldots, 0, T_c, 0)\) onto the hyperplane \( \xi_{n+1} = 0 \). More specifically, let \((\xi_1, \ldots, \xi_{n+1})\) be the coordinates of \( \mathbb{R}^{n+1} \) taking \((0, \ldots, 0, T_c, 0)\) as its origin and \((z_1, \ldots, z_n)\) be the coordinates of \( \mathbb{R}^n \), which is identified with the hyperplane \( \xi_{n+1} = 0 \). We take the unit sphere to be

\[
S^n = \{ (\xi_1, \ldots, \xi_{n+1}) \in \mathbb{R}^{n+1} | \xi_1^2 + \cdots + \xi_n^2 + \xi_{n+1}^2 < 1 \}.
\]

Then, under the transformation \( \Pi : (\xi_1, \ldots, \xi_{n+1}) \rightarrow (z_1, \ldots, z_n) \), we have

\[
\begin{align*}
\xi_i &= \frac{2z_i}{1 + |z'|^2 + |z_n - T_c|^2}, \quad 1 \leq i \leq n - 1, \\
\xi_n &= \frac{2(z_n - T_c)}{1 + |z'|^2 + |z_n - T_c|^2}, \\
\xi_{n+1} &= \frac{|z'|^2 + |z_n - T_c|^2 - 1}{1 + |z'|^2 + |z_n - T_c|^2}.
\end{align*}
\]

Let \( \Sigma = \Pi^{-1}(\mathbb{R}_+^n) \). It is a spherical cap on \( S^n \). For a function \( \phi(z) \) defined on \( \mathbb{R}_+^n \), we define a function \( \Phi(\xi) \) on \( \Sigma \) by

\[
\phi(z) = \Phi(\xi) \left( \frac{2}{1 + |z'|^2 + |z_n - T_c|^2} \right)^{n-2}. 
\]
Note that the standard metric on $\Sigma$ is given by

$$\begin{align*}
(3.2) \quad ds^2_{\text{sphere}} &= \left( \frac{2}{1 + |z'|^2 + |z_n - T_c|^2} \right)^2 |dz|^2.
\end{align*}$$

The conformal Laplace operators $(L_g, B_g)$ enjoy the following conformal invariance property:

$$\begin{align*}
L_{u^{\frac{n}{n-2}} g} (u^{-1} \phi) &= u^{-\frac{n+2}{n-2}} L_g (\phi), \\
B_{u^{\frac{n}{n-2}} g} (u^{-1} \phi) &= u^{-\frac{n}{n-2}} B_g (\phi).
\end{align*}$$

Using (3.3), we can compute the mean curvature of $\partial \Sigma$ to be

$$\begin{align*}
- \frac{2}{n-2} \left( \frac{2}{1 + |z'|^2 + |z_n - T_c|^2} \right)^{-\frac{n}{2}} \\
\frac{\partial}{\partial z_n} \bigg|_{z_n=0} \left\{ \left( \frac{2}{1 + |z'|^2 + |z_n - T_c|^2} \right)^{\frac{n-2}{2}} \right\} &= -T_c,
\end{align*}$$

and

$$\begin{align*}
\int_{\mathbb{R}^n_+} |\nabla \phi|^2 &= - \int_{\mathbb{R}^n_+} \phi \Delta \phi + \int_{\partial \mathbb{R}^n_+} \phi \frac{\partial \phi}{\partial \nu} \\
&= - \int_{\mathbb{R}^n_+} \phi L_{|dz|^2} (\phi) + \int_{\partial \mathbb{R}^n_+} \phi B_{|dz|^2} (\phi) \\
&= \int_{\Sigma} \left[ |\nabla \Phi|^2 + \frac{n(n-2)}{4} \Phi^2 \right] - \frac{n-2}{2} T_c \int_{\partial \Sigma} \Phi^2.
\end{align*}$$

Using (3.1), it is elementary to conclude that the linear functional $Q_1$ of $\phi$ given in (2.4) satisfies

$$\begin{align*}
Q_1 &= - \sum_{i=1}^{n-1} \frac{(n-2) \lambda_i}{2^{\frac{n+2}{2}}} \int_{\partial \Sigma} \Phi (\xi) z_i^2 \\
&= \int_{\partial \Sigma} f (\xi) \Phi (\xi),
\end{align*}$$

where $f (\xi) = - \sum_{i=1}^{n-1} \frac{(n-2) \lambda_i}{2^{\frac{n+2}{2}}} z_i^2$. In the following, we may abuse notation to write $Q_1 (\Phi)$ for $Q_1$ to indicate its linear dependence on $\Phi$. Using (3.1) again, we find, for $u_1$ as given in (1.3),

$$\begin{align*}
\int_{\mathbb{R}^n_+} u_1^{\frac{n}{n-2}} \phi^2 &= \frac{1}{4} \int_{\Sigma} \Phi^2,
\end{align*}$$
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\[ \int_{\partial \mathbb{R}^n_+} u_1^{n-2} \phi^2 = \frac{1}{2} \int_{\partial \Sigma} \Phi^2, \]

\[ \int_{\mathbb{R}^n_+} u_1^{n-2} \phi = \frac{1}{2} \int_{\Sigma} \Phi, \]

\[ \int_{\partial \mathbb{R}^n_+} u_1^{n-2} \phi = \frac{1}{2n^2} \int_{\partial \Sigma} \Phi. \]

Putting these together, we find that the quadratic form \( Q_2 \) of \( \phi \) given in \((??)\) satisfies

\[ Q_2 = \frac{1}{2} \left\{ \int_{\Sigma} (|\nabla \Phi|^2 - n \Phi^2) + T_c \int_{\partial \Sigma} \Phi^2 \right\} + \frac{n-2}{2^n [a_0 + n(n-2)b_0]} \left\{ T_c \int_{\partial \Sigma} \Phi - n \int_{\Sigma} \Phi \right\}^2. \]

Again, we will write \( Q_2(\Phi, \Phi) \) for \( Q_2 \) above to indicate its quadratic dependence on \( \Phi \). We also use \( Q_2(\Phi, \Psi) \) to denote the bilinear form obtained from symmetrization from the quadratic form \( Q_2(\Phi, \Phi) \), i.e.,

\[ Q_2(\Phi, \Psi) = \frac{1}{4} [Q_2(\Phi + \Psi, \Phi + \Psi) - Q_2(\Phi - \Psi, \Phi - \Psi)]. \]

Let \( |\Sigma|, |\partial \Sigma| \) denote the volumes of \( \Sigma \) and \( \partial \Sigma \), respectively, with respect to the standard metric on \( S^n \). From the metric relation (3.2), it is elementary to check that

\[ |\Sigma| = \int_{\mathbb{R}^n_+} \left( \frac{2}{1 + |\zeta|^2 + |z_n - T_c|^2} \right)^n = 2^n \int_{\mathbb{R}^n_+} u_1^{2n-2} = 2^n b_0, \]

\[ c|\partial \Sigma| = c \int_{\partial \mathbb{R}^n_+} \left( \frac{2}{1 + |\zeta|^2 + |z_n - T_c|^2} \right)^{n-1} = 2^{n-1} c \int_{\partial \mathbb{R}^n_+} u_1^{2(n-1)} = 2^{n-1} d_0. \]

Using \( c = -(n-2)T_c \) and (1.4), we easily obtain

\[ a_0 + n(n-2)b_0 = \frac{n-2}{2n-1} (|\Sigma| - T_c|\partial \Sigma|). \]

Define a linear operator \( \mathcal{M} \) by

\[ \mathcal{M}(\Phi) = -\frac{T_c \int_{\partial \Sigma} \Phi - n \int_{\Sigma} \Phi}{T_c|\partial \Sigma| - n|\Sigma|}. \]

Note that \( \mathcal{M}(1) = -1 \). Define \( \hat{\Phi} = \Phi + \mathcal{M}(\Phi) \). Then \( \mathcal{M}(\hat{\Phi}) = 0 \), and it is routine to check that

\[ Q_2(\Phi, \Phi) = \frac{1}{2} \left\{ \int_{\Sigma} (|\nabla \Phi|^2 - n \Phi^2) + T_c \int_{\partial \Sigma} \Phi^2 \right\} + \frac{n|\Sigma| - T_c|\partial \Sigma|}{2} \mathcal{M}(\Phi)^2 \]
Because of \( \sum_{i=1}^{n-1} \lambda_i = 0 \) and the coordinate symmetry, it is also easy to see that

\[ Q_1(\Phi) = Q_1(\hat{\Phi}). \]

Therefore we may work on the space \( X = \{ \Phi \in H^1(\Sigma) : \mathcal{M}(\Phi) = 0 \} \) and drop the \(^*\) on \( \Phi \). Define, for \( \lambda_1, \cdots, \lambda_{n-1} \in \mathbb{R} \), with \( \sum_{i=1}^{n-1} \lambda_i = 0 \),

\[ Q(n, c, \lambda_1, \cdots, \lambda_{n-1}) = \inf_{\Phi \in H^1(\Sigma), Q_1(\Phi) \neq 0} \frac{Q_2(\Phi, \Phi)}{Q_1^2(\Phi)}. \]

(3.4)

We first state

**Proposition 3.1.** \( Q(n, c, \lambda_1, \cdots, \lambda_{n-1}) > 0 \). Furthermore, a minimizer \( \Phi \in X \) of (3.4) exists, and \( \Phi \) satisfies

\[
\begin{cases}
\Delta \Phi + n \Phi = 0, \\
\partial_{\nu}\Phi + Tc\Phi = \mu f,
\end{cases}
\]

(3.5)

with some Lagrange multiplier \( \mu \neq 0 \). Here \( \nu \) denotes the unit outward normal of \( \partial \Sigma \).

We will provide an elementary proof of Proposition 3.1 later. For now we remark that, if \( \Phi \) is as in Proposition 3.1, then \( \Phi / \mu \in X \) is also a minimizer of \( Q(n, c, \lambda_1 \cdots, \lambda_{n-1}) \). It satisfies (3.5) with \( f \) replacing \( \mu f \). For convenience, we will use this normalization \( \mu = 1 \) in (3.5).

The homogenous version of (3.5) is of relevance:

\[
\begin{cases}
\Delta \Phi + n \Phi = 0, \\
\partial_{\nu}\Phi + Tc\Phi = 0.
\end{cases}
\]

(3.6)

Integrating both sides of the first equation of (3.6) over \( \Sigma \) and using the boundary condition in the second equation, we find that any solution of (3.6) is in \( X \). We observe that the kernel of the quadratic form \( Q_2 \) in \( H^1(\Sigma) \) consists of linear combinations of constants and solutions of (3.6). This can be easily seen by writing

\[ Q_2(\Phi, \Psi) = \frac{1}{2} \left\{ \int_\Sigma \left[ -\Delta \Phi - n(\Phi + \mathcal{M}(\Phi)) \right] \Psi \right\} \]
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\[ + \int_{\partial \Sigma} [\partial_\nu \Phi + T_c(\Phi + M(\Phi))] \Psi \],

and noting that if \( \Phi \) is in the kernel of \( Q_2 \), then \( \Phi + M(\Phi) \) is a solution of (3.6), thus \( \Phi \), modulo a constant \( M(\Phi) \), is a solution of (3.6). Conversely, by noting that any solution of (3.6) is in \( X \) and that \( 1 + M(1) = 0 \), it is obvious that the sum of any solution of (3.6) and any constant is in the kernel of \( Q_2 \). It will be shown below that, if we choose the center of \( \Sigma \) as the north pole and choose corresponding Euclidean coordinates \( (\xi_1, \cdots, \xi_{n+1}) \), then the restrictions of \( \{\xi_1, \cdots, \xi_n\} \) to \( \Sigma \) form a basis of the space of solutions of (3.6). Consequently, \( \text{Ker} \ Q_2 := \{ \Phi \in H^1(\Sigma) \mid Q_2(\Phi, \Psi) = 0, \forall \Psi \in H^1(\Sigma) \} = \text{span}\{1, \xi_1, \xi_2, \cdots, \xi_n\} \). More generally, we will consider the eigenvalue problem

\[
\begin{align*}
\Delta \Phi + n\Phi &= 0, \\
\partial_\nu \Phi + T_c \Phi &= \mu \Phi.
\end{align*}
\]

We summarize the relevant results concerning (3.7) in

**Proposition 3.2.** In the case of \( T_c < 0 \), the eigenvalues of (3.7) have the distribution \( \{\mu_0 < 0 = \mu_1 < \mu_2 \cdots\} \), with \( \mu_0 = T_c + \frac{1}{T_c} \), and \( \lim_{i \to \infty} \mu_i = \infty \). We can choose a complete set of eigenfunctions, \( \Phi^{(1)}, \cdots, \Phi^{(k_0)}, \Phi_1^{(1)}, \cdots, \Phi_1^{(k_1)}, \Phi_2^{(1)}, \cdots \), so that their restrictions to \( \partial \Sigma \) form an orthonormal basis of \( L^2(\partial \Sigma) \). Here \( k_i \) denotes the multiplicity of the eigenvalue \( \mu_i \). Furthermore, \( k_0 = 1 \), and the eigenspace associated with \( \mu_0 \) is spanned by the restriction of \( \xi_{n+1} \) to \( \Sigma \); \( k_1 = n \), and the eigenspace associated with \( \mu_1 \) is spanned by the restrictions of \( \xi_1, \cdots, \xi_n \) to \( \Sigma \).

**Remark 3.1.** In the case of \( T_c \geq 0 \), the statements in Proposition 3.2, modulo obvious modifications, continue to hold. In particular, in the case of \( T_c = 0 \), a modification is that the restrictions of the eigenfunctions to \( \partial \Sigma \) span the \( L^2 \) orthogonal complement of constants in \( L^2(\partial \Sigma) \). The proof is also essentially the same as the proof of Proposition 3.2, which we will give after we first use the set up here to simplify the condition in Proposition 2.1. In section 4 we will also give explicit forms of eigenfunctions associated with \( \mu_2 \) and \( \mu_3 \), which are needed for explicit verification of the condition in Proposition 2.1.

For now we remark that, due to Proposition 3.2, we could choose \( \Phi^{(1)}_0 \) to be a constant multiple of \( \xi_{n+1} \). Expand \( f = \sum_{i \geq 0, 1 \leq j \leq k_i} f_j^{(i)} \Phi_j^{(i)} \). Then \( f_j^{(i)} = \int_{\partial \Sigma} f \Phi_j^{(i)} \). Since the restriction of \( \xi_{n+1} \) to \( \partial \Sigma \) is a constant and
\[ \int_{\partial \Sigma} f = 0 \text{ due to } \sum_{i=1}^{n-1} \lambda_i = 0 \text{ and the symmetry of } \partial \Sigma, \text{ so } f_1^{(0)} = 0. \]

Let \( \Phi \) be a solution of (3.5) with \( \mu = 1 \). Then, multiplying the first equation of (3.5) by \( \Phi \) and integrating by parts, we obtain

\[ Q_2(\Phi, \Phi) = \frac{1}{2} Q_1(\Phi). \]

Thus

\[ Q(n, c, \lambda_1, \cdots, \lambda_{n-1}) = \frac{1}{2Q_1(\Phi)}. \]

Multiplying \( \Phi_i^{(j)} \) to the first equation in (3.5) and integrating by parts, we obtain

\[ \int_{\partial \Sigma} f \Phi_i^{(j)} = \mu_i \int_{\partial \Sigma} \Phi \Phi_i^{(j)}. \]

Thus

\[ \int_{\partial \Sigma} f \Phi = \sum_{i \geq 1, 1 \leq j \leq k_i} f_j^{(i)} \int_{\partial \Sigma} \Phi \Phi_i^{(j)} = \sum_{\mu_i \geq 0, 1 \leq j \leq k_i} \frac{|f_j^{(i)}|^2}{\mu_i}. \]

Therefore, the condition in Proposition 2.1 is equivalent to

\[ (3.8) \sum_{\mu_i \geq 0, 1 \leq j \leq k_i} \frac{|f_j^{(i)}|^2}{\mu_i} > 2Q_3. \]

We now give the proof of Proposition 3.2.

**Proof of Proposition 3.2.** We first derive the formulas for the eigenvalues of (3.7). Let \((r, \theta)\) be the geodesic polar coordinates on \( \Sigma \) centered at the center of \( \Sigma \), where \( r \) is the geodesic distance on \( \Sigma \) from the center. We remark that \( \cos r = -T_c / \sqrt{1 + T_c^2} \) on \( \partial \Sigma \). We can write

\[ ds_{\text{sphere}}^2 = dr^2 + \sin^2 r \, d\theta^2, \quad \theta \in S^{n-1}. \]

Thus

\[ \Delta_{\text{sphere}} \Phi = \Phi_{rr} + (n - 1) \cot r \, \Phi_r + \frac{1}{\sin^2 r} \Delta_\theta \Phi. \]

Using the method of separation of variables, we write \( \Phi(r, \theta) = E(r)\Psi(\theta) \). Then, from the first equation of (3.7), we obtain

\[
\left\{ \begin{array}{l}
E_{rr} + (n - 1) \cot r \, E_r + nE + \frac{\lambda}{\sin^2 r} E = 0, \\
\Delta_\theta \Psi = \lambda \Psi.
\end{array} \right.
\]
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From the second equation above, it is standard that \( \lambda = \lambda_k = -k(n+k-2) \), for \( k = 0, 1, 2, \ldots \). The second equation of (3.7) becomes

\[
\mu = T_\Sigma + \left. \frac{E_r(r)}{E(r)} \frac{\partial}{\partial \Sigma} \right|_{\partial \Sigma}.
\]

We make a change of variable \( \zeta = \cos r \) and set \( F(\zeta) = E(r) \). We remark that, since we are considering only the case of \( T_\Sigma < 0 \), the relevant range for \( \zeta \) in Proposition 3.2 is \( 0 < \zeta \leq 1 \). However, most of what follows holds for \( -1 < \zeta < 1 \). Using

\[
E_r = -\sin r F'(\zeta),
\]

\[
E_{rr} = -\cos r F'(\zeta) + \sin^2 r F''(\zeta),
\]

the equation for \( E \) transforms into

\[
(3.9) \quad (1 - \zeta^2)F''(\zeta) - n\zeta F'(\zeta) + nF(\zeta) - \frac{k(n+k-2)}{1-\zeta^2}F(\zeta) = 0.
\]

\( \zeta = \pm 1 \) are the singular points of (3.9). The indicies of (3.9) at \( \zeta = \pm 1 \) can be easily found to be \( \alpha = k/2 \), or \( \alpha = -(n+k-2)/2 \). Since we look for \( F \) which is regular near \( \zeta = 1 \), the latter index is discarded. Set \( F(\zeta) = (1 - \zeta^2)^{k/2}G(\zeta) \). From (3.9), we obtain

\[
(EV_k) \quad (1 - \zeta^2)G''(\zeta) - (2k + n)\zeta G'(\zeta) + (1 - k)(k + n)G(\zeta) = 0.
\]

Denote a solution of \((EV_k)\) by \( G_k \). Differentiating both sides of \((EV_k)\), we find that \( G_k'(\zeta) \) satisfies \((EV_{k+1})\). We will use this relation to find the solutions of \((EV_k)\). \((EV_1)\) is the easiest to solve. Setting \( k = 1 \) in \((EV_k)\), we obtain

\[
(1 - \zeta^2)G''_1(\zeta) - (2 + n)\zeta G'_1(\zeta) + (1 - k)(k + n)G_1(\zeta) = 0,
\]

from which we easily obtain

\[
G'_1(\zeta) = A(1 - \zeta^2)^{-\frac{n+2}{2}},
\]

for some constant \( A \). Thus

\[
G_1(\zeta) = A \int_0^\zeta (1 - \eta^2)^{-\frac{n+2}{2}} d\eta + B,
\]

for some constant \( B \). Since we need a regular \( F_1 \), we set \( A = 0 \) and \( B = 1 \) to obtain

\[
F_1 = (1 - \zeta^2)^{\frac{1}{2}}.
\]
$G_1$ is a singular solution of (EV$_2$). However, using standard ODE theory, we find the general solution of (EV$_2$) to be

$$(1 - \zeta^2)^{-\frac{n+2}{2}} \left\{ A \int_{\zeta}^{1} (1 - \eta^2)^{n/2} d\eta + B \right\},$$

for some constants $A$ and $B$. The obvious choice is to set

$$G_2(\zeta) = (1 - \zeta^2)^{-\frac{n+2}{2}} \int_{\zeta}^{1} (1 - \eta^2)^{n/2} d\eta.$$ 

Thus

$$F_2(\zeta) = (1 - \zeta^2)^{-n/2} \int_{\zeta}^{1} (1 - \eta^2)^{n/2} d\eta.$$ 

Now it is obvious that we should set, for $k \geq 2$,

$$G_k(\zeta) = \frac{d^{k-2}G_2(\zeta)}{d\zeta^{k-2}}.$$ 

Therefore,

$$F_k(\zeta) = (1 - \zeta^2)^{k/2} \frac{d^{k-2}G_2(\zeta)}{d\zeta^{k-2}}.$$ 

We remark that the $G_k$ defined above will not be identically zero and thus we have obtained nontrivial solutions for (EV$_k$) which is smooth near $\zeta = 1$ for any $k \geq 2$. This is because $G_2(\zeta)$ is smooth in $-1 < \zeta \leq 1$ and is not a polynomial in $\zeta$, which can be seen either from the explicit expression of $G_2$ or from the following argument: if $G_2$ were a polynomial of order $l$, then, $G_{l+2}$ is a nonzero constant which should be a solution of (EV$_{l+2}$). That is impossible by direct inspection.

We will also need the following properties of $G_k$:

$$(3.10) \quad \text{for } k \geq 2, \quad G_k(\zeta) \neq 0, \quad \text{and } G'_k(\zeta)/G_k(\zeta) < 0,$$

in the range $-1 < \zeta < 1$. We now establish these properties. Suppose the contrary, i.e., $G_k(\zeta_0) = 0$, or $G'_k(\zeta_0)/G_k(\zeta_0) \geq 0$ at some $-1 < \zeta_0 < 1$. In the first situation, we may assume that $G'_k(\zeta_0) > 0$, and in the second situation, we may assume that $G_k(\zeta_0) > 0$. We note from $(EV_k)$ that $G''_k(\zeta) > 0$ whenever $G'_k(\zeta) = 0$ and $G_k(\zeta)$ is positive. Using this observation, it is easy to prove that $G_k(\zeta)$ can not have a positive local maxima in $\zeta_0 < \zeta < 1$ and therefore $G'_k(\zeta)$ and $G_k(\zeta)$ will be positive for $\zeta_0 < \zeta \leq 1$. Since $G_k$ is smooth near $\zeta = 1$, sending $\zeta$ to 1 in $(EV_k)$ would lead to a contradiction.
Next we derive the formula for $G_Q$. Since $G'_Q$ is a solution of $(E V_1)$, it is easy to figure out the choice for $G_0$ should be $G_0(\zeta) = \zeta$, which implies that $F_0(\zeta) = \zeta$.

At this point we introduce $\mu_k$ to denote the eigenvalue of (3.7) associated with $\lambda_k$. Using the fact that $\zeta = -T_c/\sqrt{1 + T_c^2}$ on $\partial \Sigma$, we have the formula

$$\mu_k = T_c + F_k^{-1}(\zeta) \frac{dF_k(\zeta)}{d\zeta} \frac{d\zeta}{dr}$$

(3.11)

$$= T_c - \frac{dF_k(\zeta)/d\zeta}{\sqrt{1 + T_c^2 F_k(\zeta)}}$$

with $\zeta$ evaluated at $-T_c/\sqrt{1 + T_c^2}$. Therefore,

$$\mu_0 = T_c + \frac{1}{T_c},$$

and

$$\mu_1 = T_c - T_c = 0.$$  

From (3.11), we also deduce

$$\mu_k = (1 - k)T_c - \frac{G'_k(\zeta)}{\sqrt{1 + T_c^2 G_k(\zeta)}},$$

(3.12)

with $\zeta$ evaluated at $-T_c/\sqrt{1 + T_c^2}$.

We next prove that $\mu_k < \mu_l$ for $1 \leq k < l$. Since we have proved that $F_k, F_l \neq 0$ in the range $-1 < \zeta < 1$, we may assume $F_k, F_l > 0$ for $-1 < \zeta < 1$. From (3.9), we deduce easily

$$\left[ (F'_k F_l - F_k F'_l)(1 - \zeta^2)^{\frac{3}{2}} \right]'$$

$$+ [l(n + l - 2) - k(n + k - 2)] (1 - \zeta^2)^{\frac{3}{2} - 2} F_k F_l = 0,$$

which gives, for $k < l$,

$$\left[ (F'_k F_l - F_k F'_l)(1 - \zeta^2)^{\frac{3}{2}} \right]' < 0, \quad \text{for} \quad -1 < \zeta < 1,$$

from which we obtain $F'_k(\zeta)/F_k(\zeta) > F'_l(\zeta)/F_l(\zeta)$. With (3.11), we conclude that $\mu_k < \mu_l$.

We now observe that, since $L^2(\partial \Sigma)$ has a complete basis in terms of the eigenfunctions $\Psi_k^{(l)}$ of the Laplace operator $\Delta_{S^{n-1}}$, the corresponding $\Phi_k^{(l)}(r, \theta) = E_k(r)\Psi_k^{(l)}(\theta)$, when restricted to $\partial \Sigma$, naturally form a basis of
In particular, the corresponding eigenfunctions associated with $\mu_0$ are spanned by
\[
\Phi^{(1)}_0(r, \theta) = \cos r,
\]
and those associated with $\mu_1$ are spanned by
\[
\Phi^{(l)}_1(r, \theta) = \sin r \Psi^{(l)}_1(\theta), \quad l = 1, \ldots, n,
\]
where \{\psi^{(1)}_1(\theta), \psi^{(2)}_1(\theta), \ldots, \psi^{(n)}_1(\theta)\} can be taken as the coordinate functions of $S^{n-1}$ and forms a basis of the space of eigenfunctions of $\Delta_{S^{n-1}}$ associated with $\lambda_1 = 1 - n$. We remark that $\Phi^{(1)}_1(r, \theta), \Phi^{(2)}_1(r, \theta), \ldots, \Phi^{(n)}_1(r, \theta)$ are precisely the coordinate functions $\zeta_1, \zeta_2, \ldots, \zeta_n$, and $\Phi_0$ is $\zeta_{n+1}$, when we rotate the Euclidean coordinate $\xi_1, \ldots, \xi_{n+1}$ so that the $\zeta_{n+1}$-axis passes through the center of $\Sigma$. We also denote by \{\Phi^{(l)}_k\} a basis of eigenfunctions associated with $\mu_k$ obtained as above through separation of variables, and remark that, for notational simplicity, we do not normalize the $\Phi^{(l)}_k$'s to have unit $L^2(\partial \Sigma)$ norm at this moment.

To complete the proof of Proposition 3.2, we only need to show that the eigenvalues \{\mu_k\} we have found above are the only eigenvalues of (3.7), and that the eigenfunctions obtained for each $\mu_k$ using separation of variables span the eigenspace associated with $\mu_k$. Let $\Phi$ be an eigenfunction of (3.7) associated with some $\mu$. Multiplying the first equation of (3.7) by $\Phi$ and integrating by parts over $\Sigma$, we obtain
\[
(\mu - \mu_k) \int_{\partial \Sigma} \Phi \Phi^{(l)} = 0.
\]
Writing $\Phi = \sum_{k,l} a^{l}_k \Phi^{(l)}_k$ on $\partial \Sigma$. It follows that $\mu = \mu_i$ for some $i$, and $a^{l}_k = 0$ for any $k \neq i$ and arbitrary $l$. Then $\Phi - \sum_l a^{l}_i \Phi^{(l)}_i$ satisfies the first equation in (3.7) and vanishes on $\partial \Sigma$ together with its normal derivative on $\partial \Sigma$. This implies that $\Phi - \sum_l a^{l}_i \Phi^{(l)}_i \equiv 0$ in $\Sigma$. Proposition 3.2 is thus established.

Before we proceed further, we also deduce a recursion formula for $\mu_k$, which may be of independent interest.

**Lemma 3.3.**

\[
\mu_{k+1} = (n + k) \frac{(1 + T^2_c)(k - 1) + T_c \mu_k}{T_c(k - 1) + \mu_k}, \quad k \geq 2.
\]
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Furthermore, when $T_c < 0$, we have the estimates

$$(3.14) \quad -T_c(k - 1) < \mu_k < \left( -T_c - \frac{1}{T_c} \right)(k - 1), \quad k \geq 2.$$ 

Proof of Lemma 3.3. For $k \geq 2$, we divide both sides of $(EV_k)$ by $G'_k$ to obtain

$$(1 - \zeta^2)\frac{G''_k(\zeta)}{G'_k(\zeta)} - (2k + n)\zeta + (1 - k)(k + n)\frac{G_k(\zeta)}{G'_k(\zeta)} = 0.$$ 

Expressing $G_k/G'_k$ in terms of $\mu_k$, and $G''_k/G'_k$ in terms of $\mu_{k+1}$, and also noting $\zeta = \frac{-T_c}{\sqrt{1 + T_c^2}}$, $1 - \zeta^2 = \frac{1}{1 + T_c^2}$, we have

$$\frac{-kT_c - \mu_{k+1}}{\sqrt{1 + T_c^2}} + (n + 2k)\frac{T_c}{\sqrt{1 + T_c^2}} + \frac{(n + k)(1 - k)}{\sqrt{1 + T_c^2}[T_c(k - 1) - \mu_k]} = 0,$$

from which we deduce (3.13). The first inequality of (3.14) follows from (3.12) and (3.10). This inequality implies, in particular, that $\mu_k > 0$, for $k \geq 2$. Using this in (3.13), we obtain the second inequality of (3.14).

Before providing the proof of Proposition 3.1, we first state another useful

**Proposition 3.4.** For all $\Phi \in H^1(\Sigma)$,

$$Q_2(\Phi, \Phi) \geq 0.$$ 

Furthermore, $Q_2(\Phi, \Phi) = 0$ iff $\Phi$ is a linear combination of $1, \zeta_1, \zeta_2, \ldots, \zeta_n$, and for some $\lambda > 0, Q_2(\Phi, \Phi) \geq \lambda\|\Phi\|_{H^1(\Sigma)}^2, \forall \Phi \in (\text{Ker } Q_2)^\perp$, where $(\text{Ker } Q_2)^\perp$ is the orthogonal complement of Ker $Q_2$ in $H^1(\Sigma)$ under $H^1$ inner product.

Proof of Proposition 3.4. We will provide a proof using the knowledge of the eigenvalues of (3.7). We first make the

Claim: $\min \left\{ Q_2(\Phi, \Phi) \bigg| \Phi \in H^1(\Sigma), \int_{\partial \Sigma} \Phi^2 = 1 \right\}$ is achieved.

Assuming the Claim for the moment, and letting $\Phi$ be a minimizer, then

$$\begin{cases} \Delta \Phi + n(\Phi + \mathcal{M}(\Phi)) = 0, \\ \partial_n \Phi + T_c(\Phi + \mathcal{M}(\Phi)) = \mu \Phi, \end{cases}$$

where $\mathcal{M}(\Phi)$ is the solution to

$$\begin{cases} -\Delta \mathcal{M}(\Phi) + n \mathcal{M}(\Phi) = \mu \mathcal{M}(\Phi), \\ \mathcal{M}(\Phi)|_{\partial \Sigma} = 0. \end{cases}$$
where the Lagrange multiplier $\mu$ is $\min\{Q_2(\Phi, \Phi)|\Phi \in H^1(\Sigma), \int_{\partial \Sigma} \Phi^2 = 1\}$. Integrating both sides of the first equation over $\Sigma$ and using the boundary condition in the second equation, we see easily that $\mu \int_{\partial \Sigma} \dot{\Phi} = 0$. If $\Phi$ is a non-zero constant on $\partial \Sigma$, then $\mu$ has to be zero and we are done. If $\Phi$ is not a constant, then $\dot{\Phi} = \Phi + \mathcal{M}(\Phi)$ is a nontrivial solution of

$$\begin{cases}
\Delta \dot{\Phi} + n \dot{\Phi} &= 0, \\
\partial_\nu \dot{\Phi} + T_c \dot{\Phi} &= \mu \left( \dot{\Phi} - \frac{1}{|\partial \Sigma|} \int_{\partial \Sigma} \dot{\Phi} \right).
\end{cases}$$

If $T_c \neq 0$, we multiply the first equation above by $\Phi_0$ and integrate by parts over $\Sigma$ to obtain $\mu \int_{\partial \Sigma} \Phi_0 \dot{\Phi} = 0$. Here we have used the observation that $\Phi_0$ is a non-zero constant on $\partial \Sigma$. Using this observation again, we conclude that $\int_{\partial \Sigma} \dot{\Phi} = 0$. If $T_c = 0$, then $\Phi_0 = 0$ on $\partial \Sigma$, and $\partial_\nu \Phi_0$ is a constant on $\partial \Sigma$. Multiplying the first equation above by $\Phi_0$ and integrating by parts over $\Sigma$, we obtain again $\int_{\partial \Sigma} \dot{\Phi} = 0$. Going back to the equation satisfied by $\dot{\Phi}$ and recalling that $\dot{\Phi}$ is nontrivial in this situation, we conclude from Proposition 3.2 that $\mu = \mu_i$, and $\mu_i \geq 0$ because the only possible negative eigenvalue is $\mu_0$ when $T_c < 0$ and non-trivial eigenfunctions associated with $\mu_0$ take non-zero constant values on $\partial \Sigma$, but we have just proved that $\int_{\partial \Sigma} \Phi = 0$. So we have proved that $\min_{\int_{\partial \Sigma} \Phi^2 = 1} Q_2(\Phi, \Phi) = \mu \geq 0$. In fact, it is equal to 0 because of the presence of the kernel of $Q_2$. This provides a proof for the first part of Proposition 3.4. The second part of Proposition 3.4 follows from our knowledge of solutions of (3.6).

**Proof of the Claim.** Let $\Phi_i$ be a minimizing sequence for $\min\{Q_2(\Phi, \Phi)|\Phi \in H^1(\Sigma), \int_{\partial \Sigma} \Phi^2 = 1\}$. It will subconverge to a minimizer, provided that $\int_{\Sigma} \Phi_i^2$ stays bounded. Suppose, on the contrary, that $\int_{\Sigma} \Phi_i^2 \to \infty$. Define $\tilde{\Phi}_i = \Phi_i/\|\Phi_i\|_{L^2(\Sigma)}$. Then, after passing to a subsequence, $\tilde{\Phi}_i \rightharpoonup \tilde{\Phi}_\infty$ weakly in $H^1(\Sigma)$, and $\tilde{\Phi}_i \to \tilde{\Phi}_\infty$ in $L^2(\Sigma)$, where $\tilde{\Phi}_\infty$ satisfies

$$\begin{cases}
Q_2(\tilde{\Phi}_\infty, \tilde{\Phi}_\infty) &\leq 0, \\
\|\tilde{\Phi}_\infty\|_{L^2(\Sigma)} &= 1, \\
\tilde{\Phi}_\infty |_{\partial \Sigma} &= 0.
\end{cases}$$

(3.15)

This implies, from the last boundary condition above and the expression of $Q_2$, that

$$\int_{\Sigma} |\nabla \tilde{\Phi}_\infty|^2 - n \tilde{\Phi}_\infty^2 + \frac{n^2}{n|\Sigma| - T_c|\partial \Sigma|} \left( \int_{\Sigma} \tilde{\Phi}_\infty \right)^2 \leq 0.$$  

(3.16)
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In the case $T_c < 0$, (3.16) implies that the first eigenvalue, $\lambda_1(\Sigma)$, of $\Delta_{S_n}$ on $\Sigma$ with the zero Dirichlet boundary condition is less than or equal to $n$. On the other hand, the first eigenvalue, $\lambda_1(S^n_+)$, of $\Delta_{S^n_+}$ on the half-sphere $S^n_+$ with the zero Dirichlet boundary condition is equal to $n$, and from the variational characterization for such eigenvalues, $\lambda_1(\Sigma) > \lambda_1(S^n_+)$, since $\Sigma \subset S^n_+$. This is a contradiction.

In the case $T_c \geq 0$, (3.16), together with the obvious fact

\begin{equation}
0 < n|\Sigma| - T_c|\partial \Sigma| < n\sigma_n,
\end{equation}

implies that

\[
\int_{S^n} |\nabla \tilde{\Phi}_\infty|^2 - n \int_{S^n} \left( \tilde{\Phi}_\infty - \frac{1}{\sigma_n} \int_{S^n} \tilde{\Phi}_\infty \right)^2 = \int_{\Sigma} |\nabla \tilde{\Phi}_\infty|^2 - n\tilde{\Phi}_\infty^2 + \frac{n}{\sigma_n} \left( \int_{\Sigma} \tilde{\Phi}_\infty \right)^2 \leq 0,
\]

here we have extended $\tilde{\Phi}_\infty$ to be 0 on $S^n \setminus \Sigma$ noting $\tilde{\Phi}_\infty \big|_{\partial \Sigma} = 0$ from (3.15). However, the first eigenvalue estimate on $S^n$ says

\[
\int_{S^n} |\nabla f|^2 - n \int_{S^n} \left( f - \frac{1}{\sigma_n} \int_{S^n} f \right)^2 \geq 0,
\]

with equality iff $f$ is a first degree spherical harmonic. The extended $\tilde{\Phi}_\infty$, being equal to 0 on an open set, obviously can't be a first degree spherical harmonic. Thus we have reached a contradiction. The Claim thus holds in all cases.

Remark 3.2. (3.17) actually holds without the restriction of $T_c \geq 0$, so the proof of the Claim in that paragraph works for all cases. Separate proofs were given above to avoid a necessary (though simple) calculation to verify (3.17).

Proof of Proposition 3.1. Observe that, from the coordinate symmetry and the assumption $\sum_{i=1}^{n-1} \lambda_i = 0$, we find $Q_1(\Phi - \Phi') = 0$, if $\Phi - \Phi' \in \operatorname{Ker}Q_2$. Thus, for a minimizing sequence $\{\Phi_i\}$ for (3.4), we may assume that $\Phi_i \in (\operatorname{Ker}Q_2)^\perp$. We may also assume that $Q_1(\Phi_i) = 1$ by scaling. From Proposition 3.4, $Q_2(\Phi, \Phi) \geq \lambda ||\Phi||_{H^1(\Sigma)}^2$ for any $\Phi \in (\operatorname{Ker}Q_2)^\perp$. It follows
easily from this that a subsequence of \( \{\Phi_i\} \) weakly converges in \( H^1(\Sigma) \) to a minimizer \( \Phi \). It is routine to check that \( \Phi \) satisfies the Euler-Lagrange equation (3.5). The \( \mu \) in (3.5) can’t be zero, otherwise, \( \Phi \) is in the kernel of \( Q_2 \), which implies \( Q_1(\Phi) = 0 \) in view of the observation above. This violates the constraint \( Q_1(\Phi) = 1 \). The positivity of \( Q(n, c, \lambda_1, \cdots, \lambda_{n-1}) \) is obvious now.

4. The case of \( c > 0 \).

We will proceed to estimate \( Q(n, c, \lambda_1, \cdots, \lambda_{n-1}) \). We first write down the precise transformation from \( \xi \) to \( \zeta \):

\[
\begin{align*}
\zeta_i &= \xi_i, \quad i = 1, \cdots, n - 1, \\
\zeta_n &= \frac{T_c \xi_n + \xi_{n+1}}{\sqrt{1 + T_c^2}}, \\
\zeta_{n+1} &= \frac{\xi_n - T_c \xi_{n+1}}{\sqrt{1 + T_c^2}}.
\end{align*}
\]

Therefore, on \( \partial \Sigma \), we have

\[
x_i^2 = \frac{\xi_i^2}{(1 - \xi_{n+1})^2} = \frac{(1 + T_c^2)^2 \zeta_i^2}{(1 + \sqrt{1 + T_c^2})^2 \zeta_n^2}, 1 \leq i \leq n - 1.
\]

We will make use of the eigenvalues \( \mu_2 \) and \( \mu_3 \). For this purpose, we first remark that a basis for the space of eigenfunctions of \( \Delta_{S^{n-1}} \) associated with \( \lambda_2 = -2n \) can be taken as the restrictions to \( \partial \Sigma \) of \( \{\zeta_j^2 - \frac{1}{n(1 + T_c^2)}, j = 1, \cdots, n-1; \zeta_i \zeta_j, 1 \leq i < j \leq n\} \). The \( \zeta_i \zeta_j \)’s are mutually orthogonal to each other, and are orthogonal to the \( \zeta_k^2 - \frac{1}{n(1 + T_c^2)} \)’s, in \( L^2(\partial \Sigma) \). However, the \( \zeta_k^2 - \frac{1}{n(1 + T_c^2)} \)’s are not orthogonal to each other. Note, however, that in (3.8) all we need to compute is the square of the \( L^2(\partial \Sigma) \) norm of the component \( f^{(2)} \) of \( f \) in \( \text{span}\{\zeta_j^2 - \frac{1}{n(1 + T_c^2)}, j = 1, \cdots, n-1; \zeta_i \zeta_j, 1 \leq i < j \leq n\} \). For obvious symmetry reasons, the integrals on \( \partial \Sigma \) of \( z_k^2 \) with \( \zeta_i \zeta_j \) is zero, for \( i \neq j \). So if we set \( \Psi^{(j)}_2 = \zeta_j^2 - \frac{1}{n(1 + T_c^2)}, j = 1, \cdots, n \), we can write \( f^{(2)} = \sum_{j=1}^{n-1} f_j^{(2)} \Psi^{(j)}_2 \). A direct calculation, using (2.8), shows that

\[
\int_{\partial \Sigma} |\Psi^{(j)}_2|^2 = \int_{\partial \Sigma} \left\{ \zeta_j^4 - \frac{2 \zeta_j^2}{n(1 + T_c^2)} + \frac{1}{n^2(1 + T_c^2)^2} \right\}
\]

\[
= \frac{1}{(1 + T_c^2)^{n+3}} \int_{S^{n-1}} \left\{ \theta_j^4 - \frac{2 \theta_j^2}{n} + \frac{1}{n^2} \right\}
\]
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\[
\begin{align*}
\left( \text{letting } \zeta &= \frac{\theta}{\sqrt{1 + T_c^2}} \right) \\
&= \frac{1}{(1 + T_c^2)^{n+3}} \left\{ \frac{3\sigma_{n-1}}{n(n+2)} - \frac{2\sigma_{n-1}}{n^2} + \frac{\sigma_{n-1}}{n^2} \right\} \\
&= \frac{2(n-1)\sigma_{n-1}}{n^2(n+2)(1 + T_c^2)^{n+3}},
\end{align*}
\]

which is independent of \( j \) and will be denoted as \( I_2 \). A similar computation gives, for \( i \neq j \),

\[
\int_{\partial \Sigma} \Psi_2^{(i)} \Psi_2^{(j)} = \int_{\partial \Sigma} \left\{ \zeta_i^2 \zeta_j^2 - \frac{\zeta_i^2 + \zeta_j^2}{n(1 + T_c^2)} + \frac{1}{n^2(1 + T_c^2)^2} \right\} \\
= \frac{1}{(1 + T_c^2)^{n+3}} \int_{\Sigma^{n-1}} \left\{ \frac{\sigma_{n-1}}{n(n+2)} - \frac{2\sigma_{n-1}}{n^2} + \frac{\sigma_{n-1}}{n^2} \right\} \\
= -\frac{2\sigma_{n-1}}{n^2(n+2)(1 + T_c^2)^{n+3}}.
\]

which is also independent of \( i, j \), and is actually equal to \( -\frac{I_2}{n-1} \). Now

\[
\int_{\partial \Sigma} |f^{(2)}|^2 = \sum_{j=1}^{n-1} |f_j^{(2)}|^2 \int_{\partial \Sigma} |\Psi_2^{(j)}|^2 + \sum_{i \neq j} f_i^{(2)} f_j^{(2)} \int_{\partial \Sigma} \Psi_2^{(i)} \Psi_2^{(j)} \\
= \left( \sum_{j=1}^{n-1} |f_j^{(2)}|^2 \right) I_2 - \frac{I_2}{n-1} \left( \sum_{i \neq j} f_i^{(2)} f_j^{(2)} \right) \\
= \frac{nI_2}{n-1} \left( \sum_{j=1}^{n-1} |f_j^{(2)}|^2 \right) - \frac{I_2}{n-1} \left( \sum_{j=1}^{n-1} f_j^{(2)} \right)^2.
\]

The \( f_i^{(2)} \)'s are determined by

\[
\sum_{i=1}^{n-1} f_i^{(2)} \int_{\partial \Sigma} \Psi_2^{(i)} \Psi_2^{(j)} = \int_{\partial \Sigma} f \Psi_2^{(j)}.
\]
The coefficient matrix of this linear system of algebraic equations is

\[
\begin{pmatrix}
I_2 & -\frac{I_2}{n-1} & \cdots & \cdots & -\frac{I_2}{n-1} \\
-\frac{I_2}{n-1} & I_2 & -\frac{I_2}{n-1} & \cdots & -\frac{I_2}{n-1} \\
\vdots & \vdots & \ddots & \ddots & \vdots \\
-\frac{I_2}{n-1} & \cdots & \cdots & I_2 & -\frac{I_2}{n-1}
\end{pmatrix},
\]

whose inverse is given as (it will be verified that \(I_2 \neq 0\))

\[
\frac{(n-1)}{nI_2} \begin{pmatrix}
2 & 1 & \cdots & 1 \\
1 & 2 & \cdots & 1 \\
\vdots & \vdots & \ddots & \vdots \\
1 & 1 & \cdots & 2
\end{pmatrix}
\]

Therefore

\[
f_i^{(2)} = \frac{(n-1)}{nI_2} \left\{ \int_{\partial \Sigma} f\Psi_2^{(i)} + \sum_{j=1}^{n-1} \int_{\partial \Sigma} f\Psi_2^{(j)} \right\}.
\]

Observe that \(\sum_{j=1}^{n-1} \Psi_2^{(j)} = -\Psi_2^{(n)}\). Using \(\sum_{j=1}^{n-1} \lambda_j = 0\) and coordinate symmetry, we find that

\[
\sum_{j=1}^{n-1} \int_{\partial \Sigma} f\Psi_2^{(j)} = 0.
\]

Thus

\[
f_i^{(2)} = \frac{(n-1)}{nI_2} \int_{\partial \Sigma} f\Psi_2^{(i)},
\]

and

\[
\sum_{i=1}^{n-1} f_i^{(2)} = 0.
\]

We now obtain a simplified expression for

\[
\int_{\partial \Sigma} |f^{(2)}|^2 = \frac{nI_2}{n-1} \left( \sum_{j=1}^{n-1} |f_j^{(2)}|^2 \right)
\]

\[
(4.1) = \frac{n-1}{nI_2} \sum_{j=1}^{n-1} \left( \int_{\partial \Sigma} f\Psi_2^{(j)} \right)^2.
\]

We next carry out a similar computation using the third eigenvalue of \(\Delta_{S^{n-1}}\).

Let \(\Psi_3^{(j)} = (z_j^2 - \frac{1}{(n+2)(1+z_j^2)}) \zeta_n, 1 \leq j < n\). Then \(\Psi_3^{(j)}\) are eigenfunctions of
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\[ \Delta_{S^{n-1}} \text{ corresponding to } \lambda_3 = -3(n+1). \]

Similar to the computation done for \( \Psi_2^{(j)} \)'s, we denote by \( f^{(3)} \) the component of \( f \) in \( \text{span}\{\Psi_3^{(1)}, \Psi_3^{(2)}, \ldots, \Psi_3^{(n-1)}\} \), and write \( f^{(3)} = \sum_{j=1}^{n-1} f_j^{(3)} \Psi_3^{(j)} \). We first compute, for \( 1 \leq j < n \),

\[
\int_{\partial \Sigma} [\Psi_3^{(j)}]^2 = \int_{\partial \Sigma} \left( \zeta_j^2 - \frac{1}{(n+2)(1+T_c^2)} \right)^2 \zeta_n^2 \\
= \frac{1}{(1+T_c^2)^\frac{n+5}{2}} \int_{S^{n-1}} \left( \theta_j^4 - \frac{2}{n+2} \theta_j^2 + \frac{1}{(n+2)^2} \right) \theta_n^2 d\theta \\
\text{(letting } \theta = \sqrt{1+T_c^2} \zeta \text{)} \\
= \frac{1}{(1+T_c^2)^\frac{n+5}{2}} \left\{ \frac{3\sigma_{n-1}}{(n+4)(n+2)n} - \frac{\sigma_{n-1}}{(n+2)^2n} \right\} \\
= \frac{2(n+1)\sigma_{n-1}}{(n+4)(n+2)^2n(1+T_c^2)^\frac{n+5}{2}},
\]

which is independent of \( j \) and will be denoted as \( I_3 \). In the above, we have used,

\[ (4.2) \quad \int_{S^{n-1}} \theta_n^2 \theta_n^2 d\theta = \frac{\sigma_{n-1}}{n(n+2)}, \]

and

\[ (4.3) \quad \int_{S^{n-1}} \theta_j^4 \theta_n^2 d\theta = \frac{3\sigma_{n-1}}{(n+4)(n+2)n} \quad \text{for } j < n. \]

We will also need, for \( i \neq j < n \),

\[ (4.4) \quad \int_{S^{n-1}} \theta_i^2 \theta_j^2 \theta_n^2 d\theta = \frac{\sigma_{n-1}}{(n+4)(n+2)n}. \]

(4.2) is just a version of (2.8). The derivation of (4.3) and (4.4) is similar to that of (2.8), and will be sketched in Appendix C. Using (4.4), for \( i \neq j < n \),

\[
\int_{\partial \Sigma} \Psi_3^{(i)} \Psi_3^{(j)} = \int_{\partial \Sigma} \left\{ \zeta_i^2 \zeta_j^2 - \frac{\zeta_i^2 + \zeta_j^2}{(n+2)(1+T_c^2)} + \frac{1}{(n+2)^2(1+T_c^2)^2} \right\} \zeta_n^2 \\
= \frac{1}{(1+T_c^2)^\frac{n+5}{2}} \int_{S^{n-1}} \left\{ \theta_i^2 \theta_j^2 - \frac{\theta_i^2 + \theta_j^2}{(n+2)} + \frac{1}{(n+2)^2} \right\} \theta_n^2 \\
\text{(letting } \zeta = \frac{\theta}{\sqrt{1+T_c^2}} \text{)}. \]
\[
\begin{align*}
\int_{\partial \Sigma} |f(3)|^2 &= \sum_{j=1}^{n-1} |f_j(3)|^2 \int_{\partial \Sigma} |\Psi_3^{(j)}|^2 + \sum_{j \neq j} f_i(3) f_j(3) \int_{\partial \Sigma} \Psi_3^{(i)} \Psi_3^{(j)} \\
&= \left( \sum_{j=1}^{n-1} |f_j(3)|^2 \right) I_3 - \frac{I_3}{n+1} \left( \sum_{j \neq j} f_i(3) f_j(3) \right) \\
&= \frac{(n+2)I_3}{n+1} \left( \sum_{j=1}^{n-1} |f_j(3)|^2 \right) - \frac{I_3}{n+1} \left( \sum_{j=1}^{n-1} f_j(3) \right)^2.
\end{align*}
\]

The \(f_i(3)'s\) are determined by
\[
\sum_{i=1}^{n-1} f_i(3) \int_{\partial \Sigma} \Psi_3^{(i)} \Psi_3^{(j)} = \int_{\partial \Sigma} f \Psi_3^{(j)}.
\]

The coefficient matrix of this linear system of algebraic equations is
\[
\begin{pmatrix}
I_3 & -\frac{I_3}{n+1} & \cdots & -\frac{I_3}{n+1} \\
-\frac{I_3}{n+1} & I_3 & -\frac{I_3}{n+1} & \cdots & -\frac{I_3}{n+1} \\
\vdots & \vdots & \ddots & \vdots & \vdots \\
-\frac{I_3}{n+1} & \cdots & \cdots & -\frac{I_3}{n+1} & I_3
\end{pmatrix},
\]
whose inverse is given as (it will be verified that \(I_3 \neq 0\))
\[
\begin{pmatrix}
4 & 1 & \cdots & 1 \\
1 & 4 & \cdots & 1 \\
\vdots & \vdots & \ddots & \vdots \\
1 & 1 & \cdots & 4
\end{pmatrix}
\]

Therefore
\[
f_i(3) = \frac{(n+1)}{3(n+2)I_3} \left\{ 3 \int_{\partial \Sigma} f \Psi_3^{(i)} + \sum_{j=1}^{n-1} \int_{\partial \Sigma} f \Psi_3^{(j)} \right\}.
\]
Observe that $\sum_{j=1}^{n-1} \Psi_3^{(j)} = \left(\frac{3}{(n+2)(1+T_c^2)} - \zeta_n^2\right)\zeta_n$. Using $\sum_{j=1}^{n-1} \lambda_j = 0$ and coordinate symmetry, we find that

$$\sum_{j=1}^{n-1} \int_{\partial\Sigma} f\Psi_3^{(j)} = 0.$$  

Thus

$$f_i^{(3)} = \frac{(n+1)}{(n+2)I_3} \int_{\partial\Sigma} f\Psi_3^{(i)},$$

and

$$\sum_{i=1}^{n-1} f_i^{(3)} = 0.$$  

We now proceed to evaluate the terms in the right hand sides of (4.1) and (4.5). We first compute, for $i \neq j < n$,

$$\int_{\partial\Sigma} z_i^2 \Psi_2^{(j)}$$

$$= \int_{\partial\Sigma} \frac{(1 + T_c^2)^2 \zeta_i^2}{(1 + \sqrt{1 + T_c^2} \zeta_n)^2} \left(\zeta_j^2 - \frac{1}{n(1 + T_c^2)}\right)$$

$$= \frac{1}{(1 + T_c^2)^{n-1}} \int_{S^{n-1}} \frac{\theta_i^2}{(1 + \theta_n)^2} \left(\theta_j^2 - \frac{1}{n}\right)$$

$$= \frac{1}{(1 + T_c^2)^{n-1}} \int_{-1}^1 \frac{d\theta_n}{\sqrt{1 - \theta_n^2}} \int_{\theta_n^2}^{\theta_n^2 + \theta_n^2} \frac{\theta_i^2}{(1 + \theta_n)^2} \left(\theta_j^2 - \frac{1}{n}\right)$$

$$= \frac{1}{(1 + T_c^2)^{n-1}} \int_{-1}^1 \left(1 - \theta_n^2\right)^{n-1} \left[\left(1 - \theta_n^2\right)^{n-2} - \frac{\sigma_n - 2}{n(n - 1)}\right] \frac{d\theta_n}{(1 + \theta_n)^2}$$
\[\frac{\sigma_{n-2}}{n(n^2 - 1)(1 + T_c^2)^{n-1}} \int_{-1}^{1} \frac{(1 - \theta_n^2)^{n-1}}{2} (1 + n\theta_n^2) d\theta_n.\]

Similarly,

\[\int_{\partial \Sigma} z_i^2 \Psi_2^{(j)}(1 + T_c^2)^2 \zeta_j^2 \left( \zeta_j^2 - \frac{1}{n(1 + T_c^2)} \right) \]

\[= \int_{\partial \Sigma} \frac{\theta_j^2}{(1 + \sqrt{1 + T_c^2} \zeta_j^2)} \left( \theta_j^2 - \frac{1}{n} \right) \quad \text{(letting } \zeta = \frac{\theta}{\sqrt{1 + T_c^2}} \text{)}\]

\[= \frac{1}{(1 + T_c^2)^{n-1}} \int_{\theta_{n-1}}^{1} \frac{d\theta_n}{(1 + \theta_n^2)} \int_{\theta_1^2 + \theta_{n-1}^2 = 1 - \theta_n^2}^{(1 + \theta_n^2)^2} \left( \theta - \frac{1}{n} \right)\]

\[= \frac{1}{(1 + T_c^2)^{n-1}} \int_{\theta_{n-1}}^{1} (1 - \theta_n^2)^{n-1} \frac{3\sigma_{n-2}}{n^2 - 1} - \frac{\sigma_{n-2}}{n(n - 1)} d\theta_n\]

\[= \frac{\sigma_{n-2}}{n(n^2 - 1)(1 + T_c^2)^{n-1}} \int_{-1}^{1} (1 - \theta_n^2)^{n-1} (2n - 1 - 3n\theta_n^2) d\theta_n.\]

With these computations, we have

\[\int_{\partial \Sigma} \left( \sum_{i=1}^{n-1} \lambda_i z_i^2 \right) \Psi_2^{(j)} \]

\[= \sum_{i\neq j} \lambda_i \int_{\partial \Sigma} z_i^2 \Psi_2^{(j)} + \lambda_j \int_{\partial \Sigma} z_j^2 \Psi_2^{(j)} \]

\[= - \left( \sum_{i\neq j} \lambda_i \right) \frac{\sigma_{n-2}}{n(n^2 - 1)(1 + T_c^2)^{n-1}} \int_{-1}^{1} (1 - \theta_n^2)^{n-1} (1 + n\theta_n^2) d\theta_n\]

\[+ \lambda_j \frac{\sigma_{n-2}}{n(n^2 - 1)(1 + T_c^2)^{n-1}} \int_{-1}^{1} (1 - \theta_n^2)^{n-1} (2n - 1 - 3n\theta_n^2) d\theta_n\]

\[= \frac{2\sigma_{n-2} \lambda_j}{(n^2 - 1)(1 + T_c^2)^{n-1}} \int_{-1}^{1} (1 - \theta_n^2)^{n-1} (1 + \theta_n^2)^2 d\theta_n,\]
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where we used \( \sum_{i=1}^{n-1} \lambda_i = 0 \) in the third line above. Thus

\[
\int_{\partial \Sigma} |f^{(2)}|^2 = \sum_{j=1}^{n-1} \frac{(n-2)^2}{2^{n+2}} \left\{ \frac{2\sigma_{n-2} \lambda_j}{(n^2 - 1)(1 + T_c^2)^{n-1}} \int_{-1}^{1} \left( \frac{1 - \theta_n^2}{2} \right)^{n+1} d\theta_n \right\}^2
\]

\[
\frac{n(n + 2)(1 + T_c^2)^{n+3}}{2\sigma_{n-1}}
\]

\[
= \left( \sum_{j=1}^{n-1} \lambda_j^2 \right) \frac{n(n-2)^2(n+2)\sigma_{n-2}^2}{2^{n+1}(n-1)^2(n+1)^2\sigma_{n-1}} (1 + T_c^2)^{-\frac{n-8}{2}}
\]

\[
\left\{ \int_{-1}^{1} \left( \frac{1 - \theta_n^2}{2} \right)^{n+1} d\theta_n \right\}^2
\]

To simplify this expression, we first observe

\[
\int_{-1}^{1} \frac{1 - \theta_n^2}{2} d\theta_n = \int_{-1}^{1} (1 + \theta_n)^n \frac{t^{n+1}}{2} (1 - \theta_n)^{n-3} d\theta
\]

\[
= 2^n \int_{0}^{1} \frac{t^{n+1}}{2} (1 - t)^{n-3} dt \quad \text{(letting } 1 - \theta_n = 2t) \]

\[
= 2^n B \left( \frac{n + 3}{2}, \frac{n - 1}{2} \right),
\]

where \( B(p, q) = \int_{0}^{1} t^{p-1}(1 - t)^{q-1} dt \) is the Beta function. Observe also that

\[
\sigma_{n-1} = \sigma_{n-2} \int_{-1}^{1} (1 - \theta_n^2)^{n-3} d\theta
\]

\[
= \sigma_{n-2} 2^{n-2} \int_{0}^{1} t^{n-3} (1 - t)^{n-3} dt
\]

\[
= 2^{n-2} \sigma_{n-2} B \left( \frac{n - 1}{2}, \frac{n - 1}{2} \right).
\]

Using these relations, we obtain

\[
\int_{\partial \Sigma} |f^{(2)}|^2 = \left( \sum_{j=1}^{n-1} \lambda_j^2 \right) \frac{n(n-2)^2(n+2)\sigma_{n-2}^2 (1 + T_c^2)^{-\frac{n-8}{2}}}{2^{n+1}(n-1)^2(n+1)^2 2^{n-2}\sigma_{n-2} B \left( \frac{n-1}{2}, \frac{n-1}{2} \right)}
\]

\[
\left\{ 2^n B \left( \frac{n + 3}{2}, \frac{n - 1}{2} \right) \right\}^2.
\]
Using $B \left( \frac{n+3}{2}, \frac{n-1}{2} \right) = \frac{n+1}{4n} B \left( \frac{n-1}{2}, \frac{n-1}{2} \right)$, we find

$$\left\{ B \left( \frac{n+3}{2}, \frac{n-1}{2} \right) \right\}^2 / B \left( \frac{n-1}{2}, \frac{n-1}{2} \right) = \frac{(n+1)^2}{16n^2} B \left( \frac{n-1}{2}, \frac{n-1}{2} \right).$$

Putting these together, we have

$$\int_{\partial \Sigma} |f^{(2)}|^2 = \left( \sum_{j=1}^{n-1} \lambda_j^2 \right) \frac{2^{2n} n(n-2)^2 (n+1)^2 (n+2) \sigma_{n-2} (1 + T_c^2)^{-\frac{n-5}{2}}}{2^{2n+3} n^2 (n-1)^2 (n+1)^2} B \left( \frac{n-1}{2}, \frac{n-1}{2} \right)$$

$$= \left( \sum_{j=1}^{n-1} \lambda_j^2 \right) \frac{(n-2)^2(n+2) (1 + T_c^2)^{-\frac{n-5}{2}}}{2^{3n} (n-1)^2} \sigma_{n-2} B \left( \frac{n-1}{2}, \frac{n-1}{2} \right)$$

$$= \left( \sum_{j=1}^{n-1} \lambda_j^2 \right) \frac{(n-2)^2(n+2) (1 + T_c^2)^{-\frac{n-5}{2}}}{2^{n+1} n(n-1)^2} \sigma_{n-1}.$$

To evaluate the right hand side of (4.5), we first compute, for $i \neq j < n$,

$$\int_{\partial \Sigma} z_i^2 \Psi_3^{(j)} = \int_{\partial \Sigma} \frac{(1 + T_c^2)^2 \zeta_i^2}{(1 + \sqrt{1 + T_c^2} \zeta_n)^2} \left( \zeta_j^2 - \frac{1}{(n+2)(1 + T_c^2)} \right) \zeta_n$$

$$= \int_{S^{n-1}} \frac{\theta_i^2 (\theta_j^2 - \frac{n+2}{n+2}) \theta_n}{(1 + T_c^2)^{n/2}(1 + \theta_n)^2} d\theta$$

$$= \frac{1}{(1 + T_c^2)^{n/2}} \int_{-1}^{1} \sqrt{1 - \theta_n^2} (1 + \theta_n)^2$$

$$\int_{\theta_i^2 + \cdots + \theta_n^2 = 1 - \theta_n^2} \theta_i^2 \left( \theta_j^2 - \frac{1}{n+2} \right) d\theta_1 \cdots d\theta_{n-1}$$

$$= \frac{1}{(1 + T_c^2)^{n/2}} \int_{-1}^{1} (1 - \theta_n^{n-2}) \theta_n d\theta_n$$

$$\left\{ (1 - \theta_n^2) \int_{S^{n-2}} \xi_i^2 \xi_j^2 - \frac{1}{n+2} \int_{S^{n-2}} \xi_i^2 \right\}$$

(\text{letting} \ \theta_i = \sqrt{1 - \theta_n^2} \xi_i, 1 \leq i \leq n - 1)
while

\[
\int_{\partial \Sigma} z_i^2 \psi_3^{(i)} = \int_{\partial \Sigma} \frac{(1 + T_c^2)^2 \zeta_i^2}{(1 + \sqrt{1 + T_c^2} \zeta_n)^2} \left( \zeta_i^2 - \frac{1}{(n + 2)(1 + T_c^2)} \right) \zeta_n
\]

\[
= \int_{S^{n-1}} \frac{\theta_i^2 (\theta_i^2 - \frac{1}{n+2}) \theta_n}{(1 + T_c^2)^{n/2}(1 + \theta_n)^2} d\theta \quad \text{(letting } \theta = \sqrt{1 + T_c^2} \zeta \text{)}
\]

\[
= \frac{1}{(1 + T_c^2)^{n/2}} \int_{-1}^{1} \frac{\theta_n d\theta_n}{\sqrt{1 - \theta_n^2(1 + \theta_n)^2}}
\]

\[
\int_{\theta_1^2 + \cdots + \theta_{n-1}^2 = 1 - \theta_n^2} \theta_i^2 \left( \theta_i^2 - \frac{1}{n+2} \right) d\theta_1 \cdots d\theta_{n-1}
\]

\[
= \frac{1}{(1 + T_c^2)^{n/2}} \int_{-1}^{1} \frac{(1 - \theta_n^2)^{n-1} \theta_n d\theta_n}{(1 + \theta_n)^2}
\]

\[
\left\{ (1 - \theta_n^2) \int_{S^{n-2}} \xi_i^4 - \frac{1}{n+2} \int_{S^{n-2}} \xi_i^2 \right\}
\]

\[
\text{(letting } \theta_i = \sqrt{1 - \theta_n^2} \xi_i, 1 \leq i \leq n-1 \text{)}
\]

\[
= \frac{1}{(1 + T_c^2)^{n/2}} \int_{-1}^{1} \frac{(1 - \theta_n^2)^{n-1} \theta_n d\theta_n}{(1 + \theta_n)^2} \left\{ (1 - \theta_n^2) \frac{3\sigma_{n-2}}{n^2 - 1} - \frac{1}{n+2} \frac{n+1}{n-1} \right\}
\]

\[
= \frac{\sigma_{n-2}}{(1 + T_c^2)^{n/2}} \int_{-1}^{1} \frac{(1 - \theta_n^2)^{n-1} \theta_n d\theta_n}{(1 + \theta_n)^2} \left\{ \frac{2n+5}{(n^2 - 1)(n+2)} - \frac{3\theta_n^2}{n^2 - 1} \right\}.
\]

Putting these together, we have

\[
\int_{\partial \Sigma} \left( \sum_{i=1}^{n-1} \lambda_i z_i^2 \right) \psi_3^{(j)}
\]

\[
= \left( \sum_{i\neq j} \lambda_i \right) \frac{\sigma_{n-2}}{(1 + T_c^2)^{n/2}} \int_{-1}^{1} \frac{(1 - \theta_n^2)^{n-1} \theta_n d\theta_n}{(1 + \theta_n)^2}
\]

\[
\left\{ \frac{1}{(n^2 - 1)(n+2)} - \frac{\theta_n^2}{n^2 - 1} \right\}
\]

\[
+ \lambda_j \frac{\sigma_{n-2}}{(1 + T_c^2)^{n/2}} \int_{-1}^{1} \frac{(1 - \theta_n^2)^{n-1} \theta_n d\theta_n}{(1 + \theta_n)^2} \left\{ \frac{2n+5}{(n^2 - 1)(n+2)} - \frac{3\theta_n^2}{n^2 - 1} \right\}
\]

\[
= \frac{2\lambda_j \sigma_{n-2}}{(n^2 - 1)(1 + T_c^2)^{n/2}} \int_{-1}^{1} \frac{(1 - \theta_n^2)^{n-1} \theta_n d\theta_n}{(1 + \theta_n)^2}
\]

\[
\frac{2^{n+1} \lambda_j \sigma_{n-2}}{(n^2 - 1)(1 + T_c^2)^{n/2}} \int_{0}^{1} \frac{t^{n+1} (1-t)^{n-3}}{2} (1-2t) dt
\]
(letting $1 - \theta_n = 2t$)

\[
\begin{align*}
\frac{2^{n+1}\lambda_j\sigma_{n-2}}{(n^2 - 1)(1 + T_c^2)^{n/2}} & \left\{ B \left( \frac{n+3}{2}, \frac{n-1}{2} \right) - 2B \left( \frac{n+5}{2}, \frac{n-1}{2} \right) \right\} \\
& = \frac{2^{n+1}\lambda_j\sigma_{n-2}}{(n^2 - 1)(1 + T_c^2)^{n/2}} \\
& \left\{ \frac{n+1}{4n}B \left( \frac{n-1}{2}, \frac{n-1}{2} \right) - \frac{n+3}{4n}B \left( \frac{n-1}{2}, \frac{n-1}{2} \right) \right\} \\
& = -\frac{2^n\lambda_j\sigma_{n-2}}{(n-1)n(n+1)(1 + T_c^2)^{n/2}} B \left( \frac{n-1}{2}, \frac{n-1}{2} \right) \\
& = -\frac{4\lambda_j\sigma_{n-1}}{(n-1)n(n+1)(1 + T_c^2)^{n/2}}.
\end{align*}
\]

So

\[
\int_{\Omega} |f^{(3)}|^2 = \frac{(n+1)(n-2)^2}{2^{n+2}(n+2)} \sum_{j=1}^{n-1} \left( \frac{4\lambda_j\sigma_{n-1}}{(n-1)n(n+1)(1 + T_c^2)^{n/2}} \right)^2
\]

\[
= \left( \sum_{j=1}^{n-1} \lambda_j^2 \right) \frac{(n+4)(n+2)^2n(1 + T_c^2)^{n+5}}{2(n+1)\sigma_{n-1}} \frac{2^{n-1}(n-1)^2n(1 + T_c^2)^{n-5}}{n(n+1)(n+2)^2(n-2)^2}.
\]

We also write $Q_3$ in a similar form. First,

\[
\int_0^\infty \frac{r^n}{(1 + r^2)^{n-1}} dr = \int_0^{\pi/2} \sin^n \theta \cos^{n-4} \theta d\theta
\]

\[
= \frac{1}{2} \int_0^1 t^{n-1} (1 - t)^{n-5} dt \quad \text{(letting } t = \sin^2 \theta)\]

\[
= \frac{1}{2} B \left( \frac{n+1}{2}, \frac{n-3}{2} \right)
\]

\[
= \frac{n-1}{2(n-3)} B \left( \frac{n-1}{2}, \frac{n-1}{2} \right).
\]

Thus

\[
Q_3 = -T_c(1 + T_c^2)^{3-n/2} \left( \sum_{i=1}^{n-1} \lambda_i^2 \right) \frac{\sigma_{n-2}(n-2)^2}{16(n-1)(n-3)} B \left( \frac{n-1}{2}, \frac{n-1}{2} \right).
\]
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\[-T_c (1 + T_c^2) \sum_{i=1}^{n-1} \lambda_i^2 \frac{\sigma_{n-1}(n-2)^2}{2n+2(n-1)(n-3)}.\]

A sufficient condition for (3.8) to hold is

\[\frac{\int_{\partial \Sigma} |f^{(2)}|^2}{\mu_2} + \frac{\int_{\partial \Sigma} |f^{(3)}|^2}{\mu_3} > 2Q_3.\]

Observe now

\[\frac{\int_{\partial \Sigma} |f^{(2)}|^2}{\mu_2} = \sum_{j=1}^{n-1} \lambda_j^2 \frac{(n-2)^2(n+2)\sigma_{n-1}}{2n+1n(n-1)^2(1+T_c^2)^{n-2} \mu_2},\]

and

\[\frac{\int_{\partial \Sigma} |f^{(3)}|^2}{\mu_3} = \sum_{j=1}^{n-1} \lambda_j^2 \frac{(n+4)(n+2)(n-2)^2\sigma_{n-1}}{2n-1(n-1)^2n(n+1)^2(1+T_c^2)^{n-2} \mu_3}.\]

Thus (4.6) is equivalent to

\[\frac{n + 2}{n(n-1)\mu_2} + \frac{4(n+2)(n+4)}{(n-1)n(n+1)^2\mu_3} > \frac{-T_c}{(n-3)(1+T_c^2)}.\]

We can now verify (4.7) to conclude the proof of Theorem 1.1 with the following two estimates on \(\mu_2\) and \(\mu_3\):

\[\mu_2 < \frac{1 + T_c^2}{|T_c|},\]

\[\mu_3 < 2 \cdot \frac{1 + T_c^2}{|T_c|},\]

which are just (3.14) for \(k = 2, 3\).

**Conclusion of Theorem 1.1.** Using (4.8), (4.9), and the observation that

\[1 > \frac{3(n+1)^2}{(n-3)(n+2)(n+4)}, \quad \text{when } n \geq 5,\]

we have

\[\frac{n + 2}{n(n-1)\mu_2} + \frac{4(n+2)(n+4)}{(n-1)n(n+1)^2\mu_3}\]
Thus the condition in Proposition 2.1 has been verified to hold and Theorem 1.1 is proved.

**Remark 4.1.** We remark that in the verification of (3.8), \( \mu_2 \) alone will not be enough.

**Appendix A.**

Suppose \( \lambda_1(M) > 0 \). Let us use \( <u, v> = \int_M (\nabla u \nabla v + c(n)R_g uv) + \frac{n-2}{2} \int_{\partial M} h_g uv \) to denote the inner product of \( H^1(M) \), and \( \|u\| = \sqrt{<u, u>} \) to denote the norm. We consider the following functional defined on \( H^1(M) \):

\[
I(u) = \frac{1}{2} \int_M (|\nabla u|^2 + c(n)R_g u^2) + \frac{n-2}{4} \int_{\partial M} h_g u^2 - \frac{(n-2)^2}{2} \int_M (u^+)^{2n-2} - \frac{(n-2)c}{2(n-1)} \int_{\partial M} (u^+)^{2(n-1)}.
\]

It is easy to see that \( I \in C^2(H^1(M), \mathbb{R}) \) and that \( u \) satisfies (1.1) if and only if \( I'(u) = 0, u \in H^1(M) \setminus \{0\} \).

Let

\[
(u(z', z_n)) = \left( \frac{1}{1 + |z'|^2 + |z_n - \overline{z}|^2} \right)^{\frac{n-2}{2}},
\]

where \( \overline{z} = -c/(n-2) \). It is well known that \( \overline{u} \) satisfies

\[
\begin{aligned}
-\Delta \overline{u} &= n(n-2)\overline{u}^{n+2}, \\
\frac{\partial \overline{u}}{\partial z_n} &= -c\overline{u}^{n-2},
\end{aligned}
\]

We define

\[
S_c = \frac{1}{2} \int_{\mathbb{R}^n_+} |\nabla \overline{u}|^2 - \frac{(n-2)^2}{2} \int_{\mathbb{R}^n_+} \overline{u}^{2n-2} - \frac{(n-2)c}{2(n-1)} \int_{\partial \mathbb{R}^n_+} \overline{u}^{2(n-1)}.
\]
The existence of conformal metrics with constant scalar curvature

and

\[
S = \frac{1}{2} \int_{\mathbb{R}^n} |\nabla \bar{u}|^2 - \frac{(n-2)^2}{2} \int_{\mathbb{R}^n} \frac{2n}{\bar{u}^{n-2}}.
\]

It is not difficult to see that

(A.1) \[ S = \frac{1}{n} \int_{\mathbb{R}^n} |\nabla \bar{u}|^2. \]

Lemma A.1. For all \( c \in \mathbb{R} \),

\[
S - S_c = \frac{1}{2(n-1)} \int_{\mathbb{R}_+^n} |\nabla \bar{u}|^2 + (n-2)^2 \int_{\mathbb{R}^n_+} \frac{2n}{\bar{u}^{n-2}} + c \int_{\partial \mathbb{R}_+^n} \frac{(n-1)}{\bar{u}^{n-2}} > 0.
\]

Proof. Multiplying the equation of \( \bar{u} \) by \( \bar{u} \) and integrating by parts respectively on \( \mathbb{R}_+^n \) and \( \mathbb{R}_-^n \), we have

(A.2) \[ \int_{\mathbb{R}_+^n} |\nabla \bar{u}|^2 = n(n-2) \int_{\mathbb{R}_+^n} \frac{2n}{\bar{u}^{n-2}} + c \int_{\partial \mathbb{R}_+^n} \frac{(n-1)}{\bar{u}^{n-2}}, \]

and

\[
\int_{\mathbb{R}_-^n} |\nabla \bar{u}|^2 + c \int_{\partial \mathbb{R}_-^n} \frac{(n-1)}{\bar{u}^{n-2}} = n(n-2) \int_{\mathbb{R}_-^n} \frac{2n}{\bar{u}^{n-2}}.
\]

It follows from (A.2) that

\[
S_c = \frac{1}{2(n-1)} \int_{\mathbb{R}_+^n} |\nabla \bar{u}|^2 + \frac{(n-2)^2}{2(n-1)} \int_{\mathbb{R}_+^n} \frac{2n}{\bar{u}^{n-2}}.
\]

It follows from (A.1) and (A.2) that

\[
S - S_c = \frac{1}{n} \int_{\mathbb{R}_-^n} |\nabla \bar{u}|^2 + \frac{n-2}{2n(n-1)} \int_{\mathbb{R}_+^n} |\nabla \bar{u}|^2 - \frac{(n-2)^2}{2(n-1)} \int_{\mathbb{R}_+^n} \frac{2n}{\bar{u}^{n-2}}
\]

\[
= \frac{1}{2(n-1)} \int_{\mathbb{R}_-^n} |\nabla \bar{u}|^2 + \frac{n-2}{2n(n-1)} \int_{\mathbb{R}_+^n} |\nabla \bar{u}|^2 - \frac{(n-2)^2}{2(n-1)} \int_{\mathbb{R}_+^n} \frac{2n}{\bar{u}^{n-2}}
\]

\[
= \frac{1}{2(n-1)} \int_{\mathbb{R}_-^n} |\nabla \bar{u}|^2 + \frac{(n-2)^2}{2(n-1)} \int_{\mathbb{R}_+^n} \frac{2n}{\bar{u}^{n-2}}.
\]

Lemma A.1 is established.
Lemma A.2. Suppose $\lambda_1(M) > 0$. Let $\{u_i\} \subset H^1(M)$ be a sequence of functions satisfying,

$$I(u_i) \to b < S_c,$$

and

$$\max_{v \in H^1(M) \setminus \{0\}} \frac{|I'(u_i)v|}{\|v\|} \to 0.$$

Then after passing to a subsequence, either $\{u_i\}$ weakly converges in $H^1(M)$ to some solution of (1.1) or converges strongly to $0$ in $H^1(M)$.

Proof. Take $v = u_i$ in (1.6), we have

$$(A.3) \quad \|u_i\|^2 - n(n-2) \int_M (u_i^+)^{2n/(n-2)} - c \int_{\partial M} (u_i^+)^{2(n-1)/(n-2)} = o(\|u_i\|).$$

Multiplying (1.5) by $-2(n-1)/(n-2)$ and adding it to the above, we have

$$\|u_i\|^2 + (n-2)^2 \int_M (u_i^+)^{2n/(n-2)} = 2(n-1)b + o(1) + o(\|u_i\|).$$

It follows immediately that

$$(A.4) \quad \|u_i\| \leq C.$$

Using the above and (1.6) with $v = u_i^-$, we have

$$(A.5) \quad \|u_i^-\|^2 = o(1).$$

It follows from (A.4) that after passing to some subsequence,

$$(A.6) \quad u_i \rightharpoonup u \quad \text{weakly in } H^1(M),$$

for some $u \in H^1(M)$. In view of (A.5), $u \geq 0$ a.e. on $M$. It follows from standard arguments that $I'(u) = 0$, namely,

$$\begin{cases}
-L_y u = n(n-2)u^{n+2/(n-2)}, & \text{on } M, \\
B_y u = cu^{n/(n-2)}, & \text{on } \partial M.
\end{cases}$$

If $u$ is not identically zero, then it follows from the Hopf lemma in its strong form (see e.g. lemma 3.4 of [GT]) that $u > 0$ and therefore a solution of (1.1). So we assume in the following that $u \equiv 0$ and will use (1.5) to show by contradiction argument that

$$(A.7) \quad \lim_{i \to \infty} \|u_i\| = 0.$$
Suppose the contrary of (A.7), we have, along a subsequence, that

\[(A.8) \quad \lim_{i \to \infty} \|u_i\| > 0,\]

and therefore, in view of (A.3), (A.4) and (A.5),

\[\lim_{i \to \infty} \left\{ \int_M u_i^{\frac{2n}{n-2}} + \int_{\partial M} u_i^{\frac{2(n-1)}{n-2}} \right\} > 0.\]

As in [L], we define for \(u_i\) the following concentration function:

\[Q_{u_i}(r) = \max_{x \in M} \left\{ \int_{B_r(x) \cap M} |u_i|^{\frac{2n}{n-2}} + \int_{B_r(x) \cap \partial M} |u_i|^{\frac{2(n-1)}{n-2}} \right\}.\]

Let \(\epsilon > 0\) be some small number to be determined later, and we define \(r_i\) by

\[(A.9) \quad Q_{u_i}(r_i) = \epsilon.\]

We first show that

\[(A.10) \quad \lim_{i \to \infty} r_i = 0.\]

Suppose the contrary of (A.10), we have \(r_i \geq \bar{r} > 0\) along a subsequence. Let \(\bar{x}_i \in M\) be a point satisfying

\[(A.11) \quad Q_{u_i}(r_i) = \int_{B_{r_i}(\bar{x}_i) \cap M} |u_i|^{\frac{2n}{n-2}} + \int_{B_{r_i}(\bar{x}_i) \cap \partial M} |u_i|^{\frac{2(n-1)}{n-2}} = \epsilon,\]

and \(\bar{x}_i \to \bar{x}\).

Let \(\eta \in C^\infty(M)\) be some cutoff function with \(\text{diam}(\text{supp} \eta) < \bar{r}/2 \leq r_i/2\) and take \(v = \eta^2(u_i - u_j)\) in (1.6), we have, by using (A.5), (A.6) and the Sobolev embedding theorems, that

\[(A.12) \quad o(1) = |I'(u_i) - I'(u_j)| |\eta^2(u_i - u_j)| \]
\[= \int_M \nabla (u_i - u_j) \nabla (\eta^2(u_i - u_j)) \]
\[- n(n-2) \int_M \left[ |u_i|^{\frac{n+2}{n-2}} - |u_j|^{\frac{n+2}{n-2}} \right] \eta^2(u_i - u_j) \]
\[+ c \int_{\partial M} \left[ |u_i|^{\frac{n}{n-2}} - |u_j|^{\frac{n}{n-2}} \right] \eta^2(u_i - u_j) + o(1).\]
Here and in the following $o(1)$ denotes some quantity which tends to zero as $i$ and $j$ tend to infinity. It follows, by using the mean value theorem, (A.9), (A.6) and $\text{diam}(\text{supp } \eta) < \bar{r}/2 \leq r_i/2$, that

\begin{equation}
\int_M |\nabla (\eta(u_i - u_j))|^2 \leq C \int_M \left( |u_i|^4/n - 2 + |u_j|^4/n - 2 \right) [\eta(u_i - u_j)]^2 \\
+ C \int_{\partial M} \left( |u_i|^2/n - 2 + |u_j|^2/n - 2 \right) [\eta(u_i - u_j)]^2 + o(1)
\leq C \epsilon_n^2 \left\{ \int_M [\eta(u_i - u_j)]^{2n/n - 2} \right\}^{n - 2/n} \\
+ C \epsilon_n^{1/n - 1} \left\{ \int_{\partial M} [\eta(u_i - u_j)]^{2(n - 1)/n - 2} \right\}^{n - 2/n - 1} + o(1) \\
\leq C \epsilon_n^{1/n - 1} \int_M |\nabla (\eta(u_i - u_j))|^2 + o(1).
\end{equation}

Consequently, if we fix $\epsilon > 0$ at the beginning to satisfy $C \epsilon_n^{1/n - 1} < 1/2$, then

$$\lim_{i,j \to \infty} \int_M |\nabla (\eta(u_i - u_j))|^2 = 0.$$  

It is easy to see from (A.6) with $u \equiv 0$ and the above that $u_i \to 0$ in $H^1(M)$ which contradicts to (A.8). This establishes (A.10).

Let $y^1, \ldots, y^n$ denote the geodesic normal coordinates given by some exponential map $\exp_x$, and define $\tilde{u}_i(z) = r_i^{(n-2)/2} u_i(r_i z)$, for $z \in M_i \equiv \{ z \in \mathbb{R}^n : \exp_x(r_i z) \in M, |z| < \delta_0/r_i \}$, where $\delta_0$ is half of the injectivity radius. Let $\tilde{g}$ denote the metric $\tilde{g}_{\alpha\beta} dz^\alpha dz^\beta$ with $\tilde{g}_{\alpha\beta}(z) = g_{\alpha\beta}(r_i z)$. It is easy to see, after passing to some subsequence, that there exists $R_i \to \infty$, $R_i < \delta_0/(10r_i)$ such that

\begin{equation}
\lim_{i \to \infty} \left\{ \int_{\{R_i < |z| < 2R_i\} \cap \tilde{M}_i} \left( |\nabla_{\tilde{g}} \tilde{u}_i|^2 + |\tilde{u}_i|^{2n/n - 2} \right) \\
+ \int_{\{R_i < |z| < 2R_i\} \cap \partial \tilde{M}_i} |\tilde{u}_i|^{2(n-1)/n - 2} \right\} = 0,
\end{equation}

where $\partial \tilde{M}_i = \{ z \in \mathbb{R}^n : |z| < \delta_0/r_i, \exp_x(r_i z) \in \partial M \}$. Define some smooth cutoff function $\tilde{\eta}_i$ by

$$\tilde{\eta}_i(z) = \begin{cases} 
1 & |z| < R_i, \\
0 & |z| > 2R_i,
\end{cases}$$
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satisfying

(A.15) \[ 0 \leq \tilde{\eta}_i(z) \leq 1, \quad |\nabla \tilde{\eta}_i(z)| \leq C/R_i. \]

Set

\[ \tilde{u}_i^{(1)} = \tilde{\eta}_i u_i, \quad \tilde{u}_i^{(2)} = u_i - \tilde{u}_i^{(1)}. \]

We also define on \( M \)

\[ u_i^{(1)}(exp_{z_i}(y)) = r_i^{-\frac{n-2}{2}} \tilde{u}_i^{(1)}(y/r_i) = \tilde{\eta}_i(y/r_i)u_i(exp_{z_i}(y)), \]

and

\[ u_i^{(2)} = u_i - u_i^{(1)}. \]

It is not difficult to see from (A.14) and (A.15) that

(A.16) \[ I(u_i) = I\left(u_i^{(1)}\right) + I\left(u_i^{(2)}\right) + o(1), \]

\[ I'(u_i) = I'(\tilde{u}_i^{(1)}) + I'(\tilde{u}_i^{(2)}) + o(1) \quad \text{in } H^{-1}(M), \]

and

(A.17) \[ \text{both } u_i^{(1)} \text{ and } u_i^{(2)} \text{ weakly converge to } 0 \text{ in } H^1(M). \]

Writing

\[ b^{(1)} = \lim_{i \to \infty} I\left(u_i^{(1)}\right), \quad b^{(2)} = \lim_{i \to \infty} I\left(u_i^{(2)}\right). \]

It follows from (A.16) that

\[ b = b^{(1)} + b^{(2)}. \]

We will first show that \( b^{(2)} \geq 0 \) and then show that \( b^{(1)} \geq S_C \) to reach a contradiction.

Using (A.14), (A.15) and (1.6) with \( v = u_i^{(1)}, u_i^{(2)} \) respectively, we have

\[ o(1) = I'(u_i)u_i^{(1)} = I'(\tilde{u}_i^{(1)})u_i^{(1)} + o(1) \]

\[ = \int_M \left| \nabla u_i^{(1)} \right|^2 - n(n-2) \int_M \left| u_i^{(1)} \right|^{\frac{2n}{n-2}} - c \int_{\partial M} \left| u_i^{(1)} \right|^{\frac{2n}{n-2}} + o(1), \]

\[ o(1) = I'(u_i)u_i^{(2)} = I'(u_i^{(2)})u_i^{(2)} + o(1) \]

\[ = \int_M \left| \nabla u_i^{(2)} \right|^2 - n(n-2) \int_M \left| u_i^{(2)} \right|^{\frac{2n}{n-2}} - c \int_{\partial M} \left| u_i^{(2)} \right|^{\frac{2n}{n-2}} + o(1), \]

(A.18)
Using (A.17) and (A.18), we have
\[ b^{(2)} = \frac{1}{2} \int_M |\nabla u^{(2)}_i|^2 - \frac{(n-2)^2}{2} \int_M |u^{(2)}_i|^{2n/n-2} - \frac{(n-2)c}{2(n-1)} \int_{\partial M} |u^{(2)}_i|^{2n/n-2} + o(1) \]
\[ = \left( \frac{1}{2} - \frac{n-2}{2(n-1)} \right) \int_M |\nabla u^{(2)}_i|^2 \]
\[ + \left( \frac{n(n-2)^2}{2(n-1)} - \frac{(n-2)^2}{2} \right) \int_M |u^{(2)}_i|^{2n/n-2} + o(1) \]
\[ \geq o(1). \]

Therefore
\[ b^{(2)} \geq 0. \]

Let \( \tilde{u}^{(1)} \) be the weak limit of \( u^{(1)}_i \) in \( H^1_{\text{loc}} \). It follows from (A.5) that \( \tilde{u}^{(1)} \geq 0 \). For any test function \( \varphi \in C_\infty^\infty(\mathbb{R}^n) \), set \( \varphi(y) = r_\varepsilon^{(2-n)/2} \tilde{\varphi}(y/r_\varepsilon) \). It is clear that
\[ o(1) = I'(u_\varepsilon)\varphi = I'(u^{(1)}_i)\varphi + o(1)\|\varphi\| \]
\[ = \int_{\bar{M}_\varepsilon} \left( \nabla \tilde{u}^{(1)}_i \nabla \tilde{\varphi} + c(n)R_g \tilde{u}^{(1)}_i \tilde{\varphi} \right) + \frac{n-2}{2} \int_{\partial \bar{M}_\varepsilon} h_g \tilde{u}^{(1)}_i \tilde{\varphi} \]
\[ - n(n-2) \int_{\bar{M}_\varepsilon} \left( \tilde{u}^{(1)}_i \right)^{n+2/n-2} \tilde{\varphi} - c \int_{\partial \bar{M}_\varepsilon} \left( \tilde{u}^{(1)}_i \right)^{n/n-2} \tilde{\varphi} + o(1)\|\varphi\| \]
\[ (A.19) \]
Let \( T = \lim_{\varepsilon \to 0} \text{dist}(\bar{x}_\varepsilon, \partial M)/r_\varepsilon \). When \( T = \infty \), we have from (A.19) that
\[ \int_{\mathbb{R}^n} \nabla \tilde{u}^{(1)} \nabla \tilde{\varphi} - n(n-2) \int_{\mathbb{R}^n} \left( \tilde{u}^{(1)}_i \right)^{n+2/n-2} \tilde{\varphi} = 0, \]
namely,
\[ -\Delta \tilde{u}^{(1)} = n(n-2) \left( \tilde{u}^{(1)}_i \right)^{n+2/n-2}, \quad \mathbb{R}^n. \]

When \( 0 \leq T < \infty \), we have from (A.19) that
\[ \int_{\mathbb{R}^n_T} \nabla \tilde{u}^{(1)} \nabla \tilde{\varphi} - n(n-2) \int_{\mathbb{R}^n_T} \left( \tilde{u}^{(1)}_i \right)^{n+2/n-2} \tilde{\varphi} - c \int_{\partial \mathbb{R}^n_T} \left( \tilde{u}^{(1)}_i \right)^{n/n-2} \tilde{\varphi} = 0, \]
namely,
\[
\left\{ \begin{array}{ll}
-\Delta \tilde{u}^{(1)} = n(n-2) \left( \tilde{u}^{(1)}_i \right)^{n+2/n-2}, & z \in \mathbb{R}^n, \ z_n > -T, \\
\frac{\partial \tilde{u}^{(1)}_i}{\partial z_n} = -c \left( \tilde{u}^{(1)}_i \right)^{n/n-2}, & z_n = -T,
\end{array} \right.
\]
The existence of conformal metrics with constant scalar curvature

We see easily from (A.9) and (A.14) that

\[ Q_{u_i^{(1)}}(1) \equiv \sup_{z \in \bar{M}_i} \left\{ \int_{B_1(z) \cap \bar{M}_i} |\tilde{u}_i^{(1)}|^{\frac{2n}{n-2}} + \int_{B_1(z) \cap \partial^r \bar{M}_i} |\tilde{u}_i^{(1)}|^{\frac{2(n-1)}{n-2}} \right\} \leq \epsilon + o(1). \]

Arguing as in (A.12) and (A.13), we know that \( \{\tilde{u}_i^{(1)}\} \) strongly converges to \( \tilde{u}^{(1)} \) in \( H^1 \) norm on any compact sets. We also know from (A.11) and (A.14) that

\[ \int_{B_1(0) \cap \bar{M}_i} |\tilde{u}_i^{(1)}|^{\frac{2n}{n-2}} + \int_{B_1(0) \cap \partial^r \bar{M}_i} |\tilde{u}_i^{(1)}|^{\frac{2(n-1)}{n-2}} = \epsilon + o(1). \]

It follows that \( \tilde{u}^{(1)} \) is not identically zero. We can then apply the Liouville type theorems of Caffarelli-Gidas-Spruck [CGS] in \( \mathbb{R}^n \) and Li-Zhu [LZ] in \( \mathbb{R}^n_+ \) to obtain the explicit forms of \( \tilde{u}_i^{(1)} \) as follows.

When \( T = \infty \), we have, for some \( \tilde{\epsilon} > 0 \), \( \tilde{z} \in \mathbb{R}^n \),

\[ \tilde{u}^{(1)}(z) = \left( \frac{-\tilde{\epsilon}}{\tilde{\epsilon}^2 + |z - \tilde{z}|^2} \right)^{\frac{n-2}{2}} \text{ on } \mathbb{R}^n. \]

When \( 0 < T < \infty \), we have, for some \( \tilde{\epsilon} > 0 \), \( \tilde{z} = -c\tilde{\epsilon}/(n - 2) \),

\[ \tilde{u}^{(1)}(z) = \left( \frac{-\tilde{\epsilon}}{\tilde{\epsilon}^2 + |z' - \tilde{z}'|^2 + |z_n - \tilde{z}_n|^2} \right)^{\frac{n-2}{2}} \text{ on } \mathbb{R}^{n-T}. \]

It follows from (A.5) and (A.17) that \( (u_i^{(1)})^- \to 0 \) in \( H^1(M) \). It follows that

\[ b^{(1)} = \frac{1}{2} \int_M |\nabla u_i^{(1)}|^2 - \frac{(n-2)^2}{2} \int_M \left( u_i^{(1)} \right)^{\frac{2n}{n-2}} - \frac{(n-2)c}{2(n-1)} \int_{\partial M} \left( u_i^{(1)} \right)^{\frac{2(n-1)}{n-2}} + o(1), \]

and

\[ o(1) = I'(u_i)u_i^{(1)} = I'(u_i^{(1)})u_i^{(1)} + o(1) \]

\[ = \int_M |\nabla u_i^{(1)}|^2 - n(n-2) \int_M \left( u_i^{(1)} \right)^{\frac{2n}{n-2}} - c \int_{\partial M} \left( u_i^{(1)} \right)^{\frac{2(n-1)}{n-2}} + o(1). \]

Combining the above two estimates, we have

\[ b^{(1)} = \left( \frac{1}{2} - \frac{n-2}{2(n-1)} \right) \int_M |\nabla u_i^{(1)}|^2 \]
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\[ + \left( \frac{n(n - 2)^2}{2(n - 1)} - \frac{(n - 2)^2}{2} \right) \int_M (u^{(1)}_i)^{\frac{2n}{n-2}} + o(1). \]

Sending \( i \) to \( \infty \), we have

\[
\begin{align*}
 b^{(1)} &\geq \begin{cases} 
 \frac{1}{2(n-1)} \int_{\mathbb{R}^n} \left| \nabla \tilde{u}^{(1)} \right|^2 + \frac{(n - 2)^2}{2(n - 1)} \int_{\mathbb{R}^n} \left( \tilde{u}^{(1)} \right)^{\frac{2n}{n-2}} & \text{if } T = \infty, \\
 \frac{1}{2(n-1)} \int_{\mathbb{R}^n_{\mathbb{R}^n T}} \left| \nabla \tilde{u}^{(1)} \right|^2 + \frac{(n - 2)^2}{2(n - 1)} \int_{\mathbb{R}^n_{\mathbb{R}^n T}} \left( \tilde{u}^{(1)} \right)^{\frac{2n}{n-2}} & \text{if } 0 \leq T < \infty
\end{cases} \\
S &\quad \text{if } T = \infty, \\
S_c &\quad \text{if } 0 \leq T < \infty.
\end{align*}
\]

In any case, we have shown that \( b \geq b^{(1)} \geq S_c \) which contradicts to the hypothesis.

**Appendix B.**

In this Appendix, we provide the algebra which leads to the expansion (2.1). In the following, \( \Delta a = a - a_0, \Delta b = b - b_0, \ldots, \) etc.

\[
\max_{0 < t < \infty} I(tu) = \frac{1}{2(n-1)} \left\{ (a_0 + \Delta a)(1 + \Delta t)^2 + (n - 2)^2(b_0 + \Delta b)(1 + \Delta t)^{\frac{2n}{n-2}} \right\}
\]

\[
= \frac{1}{2(n-1)} \left\{ (a_0 + \Delta a)(1 + 2\Delta t + (\Delta t)^2) + (n - 2)^2(b_0 + \Delta b) \left(1 + \frac{2n}{n-2} \Delta t + \left(\frac{n(n + 2)}{(n-2)^2} + o(1)\right)(\Delta t)^2 \right) \right\}
\]

\[
= \frac{1}{2(n-1)} \left\{ a_0 + (n - 2)^2b_0 + \Delta a + (2a_0 + 2n(n - 2)b_0)\Delta t + (n - 2)^2\Delta b + 2\Delta a \Delta t + 2n(n - 2)\Delta b \Delta t + [a_0 + n(n + 2)b_0](\Delta t)^2 + o((\Delta t)^2) \right\}
\]

\[
= S_c + \frac{1}{2(n-1)} \left\{ \delta \left[ A_0 + (2a_0 + 2n(n - 2)b_0)T_0 + (n - 2)^2B_0 \right] + \epsilon \delta \left[ A_1 + (n - 2)^2B_1 + (2a_0 + 2n(n - 2)b_0)T_1 \right] + \delta^2 \left[ A_2 + (n - 2)^2B_2 + (2a_0 + 2n(n - 2)b_0)T_2 + 2A_0T_0 \right] + 2n(n - 2)B_0T_0 + (a_0 + n(n + 2)b_0)T_0^2 \right\} + \epsilon^2 \left[ A_3 + (2a_0 + 2n(n - 2)b_0)T_3 + (n - 2)^2B_3 \right] + o(\epsilon^2 + \delta^2).
\]
Observe that, using (1.4), we obtain

\[2a_0 + 2n(n-2)b_0 = (n-2)[4nb_0 + \frac{2}{n-2}d_0].\]

Using this and the expression for \(T_0\), we simplify the coefficient of \(\delta\) by

\[A_0 + (2a_0 + 2n(n-2)b_0)T_0 + (n-2)^2B_0\]

\[= (n-1) \left( A_0 - (n-2)^2B_0 - \frac{n-2}{n-1}D_0 \right).\]

Similarly we simplify the coefficients of \(\epsilon\delta\) and \(\epsilon^2\) by

\[A_1 + (2a_0 + 2n(n-2)b_0)T_1 + (n-2)^2B_1\]

\[= (n-1) \left( A_1 - (n-2)^2B_1 - \frac{n-2}{n-1}D_1 \right),\]

\[A_3 + (2a_0 + 2n(n-2)b_0)T_3 + (n-2)^2B_3\]

\[= (n-1) \left( A_3 - (n-2)^2B_3 - \frac{n-2}{n-1}D_3 \right).\]

Finally the coefficient of \(\delta^2\) is simplified as

\[A_2 + (2a_0 + 2n(n-2)b_0)T_2 + (n-2)^2B_2\]

\[+ 2T_0 [A_0 + n(n-2)B_0] + (a_0 + n(n+2)b_0)T_0^2\]

\[= (n-1) \left( A_2 - (n-2)^2B_2 - \frac{n-2}{n-1}D_2 \right) + T_0 (2A_0 - 2n(n-2)B_0 - 2D_0)\]

\[+ T_0^2 \left( 4nb_0 + \frac{2}{n-2}d_0 \right) (n-3)\]

\[= (n-1) \left\{ A_2 - (n-2)^2B_2 - \frac{n-2}{n-1}D_2 + \frac{[A_0 - n(n-2)B_0 - D_0]^2}{4nb_0 + \frac{2}{n-2}d_0} \right\}\]

\[= (n-1) \left\{ A_2 - (n-2)^2B_2 - \frac{n-2}{n-1}D_2 + \frac{n-2}{2a_0 + 2n(n-2)b_0} [A_0 - n(n-2)B_0 - D_0]^2 \right\}.\]

**Appendix C.**

In this Appendix, we sketch the elementary derivations for (2.6)-(2.8), (4.3)-(4.4). First, (2.6) and (2.7) follow from direct integration by parts, and the last of (2.8) follows trivially from

\[\int_{S_{n-2}} \theta_1^2 = \frac{1}{n-1} \int_{S_{n-2}} (\theta_1^2 + \cdots + \theta_{n-1}^2) = \frac{\sigma_{n-2}}{n-1}.\]
Next, a change of variables shows that

\[
\int_{S^{n-2}_n} \theta_1^2 \theta_2^2 = \int_{S^{n-2}_n} \left(\frac{\theta_1 + \theta_2}{\sqrt{2}}\right)^2 \left(\frac{\theta_1 - \theta_2}{\sqrt{2}}\right)^2 \\
= \frac{1}{4} \int_{S^{n-2}_n} (\theta_1^2 - \theta_2^2)^2 \\
= \frac{1}{2} \int_{S^{n-2}_n} \theta_1^4 - \frac{1}{2} \int_{S^{n-2}_n} \theta_1^2 \theta_2^2,
\]

from which we obtain

\[(C.1) \quad \int_{S^{n-2}_n} \theta_1^4 = 3 \int_{S^{n-2}_n} \theta_1^2 \theta_2^2.\]

On the other hand,

\[
\sigma_{n-2} = \int_{S^{n-2}_n} (\theta_1^2 + \cdots + \theta_{n-1}^2)^2 \\
= (n-1) \int_{S^{n-2}_n} \theta_1^4 + (n-1)(n-2) \int_{S^{n-2}_n} \theta_1^2 \theta_2^2,
\]

which, combining with (C.1), gives (2.8). Similarly, using

\[
\int_{S^{n-1}_n} \theta_1^6 = \int_{S^{n-1}_n} \left(\frac{\theta_1 + \theta_2}{\sqrt{2}}\right)^6,
\]

we obtain the relation

\[
\int_{S^{n-1}_n} \theta_1^6 = 5 \int_{S^{n-1}_n} \theta_1^4 \theta_2^2.
\]

Together with

\[
\int_{S^{n-1}_n} \theta_1^4 \theta_2^2 = \frac{1}{n-1} \int_{S^{n-1}_n} \theta_1^4 (\theta_2^2 + \cdots + \theta_n^2) \\
= \frac{1}{n-1} \int_{S^{n-1}_n} \theta_1^4 (1 - \theta_1^2) \\
= \frac{1}{n-1} \int_{S^{n-1}_n} \theta_1^4 - \frac{1}{n-1} \int_{S^{n-1}_n} \theta_1^6,
\]

we obtain (4.3). Finally,

\[
\int_{S^{n-1}_n} \theta_1^2 \theta_2^2 \theta_3^2 = \frac{1}{n-2} \int_{S^{n-1}_n} \theta_1^2 \theta_2^2 (\theta_3^2 + \cdots + \theta_n^2)
\]
The existence of conformal metrics with constant scalar curvature

\[
\begin{align*}
&= \frac{1}{n-2} \int_{S^{n-1}} \theta_1^2 \theta_2^2 (1 - \theta_1^2 - \theta_2^2) \\
&= \frac{1}{n-2} \int_{S^{n-1}} (\theta_1^2 \theta_2^2 - 2\theta_1^4 \theta_2^2) \\
&= \frac{\sigma_{n-1}}{n(n+2)(n+4)},
\end{align*}
\]

using (2.8) and (4.3).
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