Riemannian nilmanifolds, the wave trace, and the length spectrum

Ruth Gornet

This paper examines the length spectrum on two-step nilmanifolds toward determining what, exactly, the wave trace says about isospectral manifolds. In particular, for each length occurring in the length spectrum of a two-step nilmanifold, we compute the leading order term in the associated wave invariant, under the assumption of the clean intersection hypothesis. En route, we calculate the Poincaré or First Return map for all two-step nilmanifolds. As an application, we explain certain examples of Heisenberg manifolds constructed by C.S. Gordon (C.S. Gordon, The Laplace spectra versus the length spectra of Riemannian manifolds, Contemporary mathematics: nonlinear problems in geometry (Mobile, Ala., 1985) vol. 51, AMS, 1986, pp. 63–80.) that are isospectral on functions, but have different multiplicities in the length spectrum. The multiplicity of a length is defined here as the number of free homotopy classes of loops that can be represented by a closed geodesic of that length.

1. Introduction

The spectrum of a closed Riemannian manifold \((M, g)\), denoted \(\text{spec}(M, g)\), is the collection of eigenvalues of the Laplace–Beltrami operator \(\Delta\) acting on smooth functions. Two manifolds \((M, g)\) and \((M', g')\) are isospectral if \(\text{spec}(M, g) = \text{spec}(M', g')\). The length spectrum of \((M, g)\), denoted by \(\text{spec}_L(M, g)\), is the collection of lengths of smoothly closed geodesics of \((M, g)\), counted with multiplicity. The multiplicity of a length is defined as the number of free homotopy classes of loops containing a closed geodesic of that length. The absolute length spectrum of a Riemannian manifold \((M, g)\), denoted \(\text{spec}_L(M, g)\), is the set of lengths of smoothly closed geodesics with no multiplicity assigned. (The absolute length spectrum is also referred to in the literature as the weak length spectrum.)
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A major open question in spectral geometry is the precise relation between the Laplace spectrum on functions and the (absolute) length spectrum. Using the heat equation, Colin de Verdière [5] has shown that generically (in the family of all Riemannian manifolds), the Laplace spectrum determines the absolute length spectrum. This result can also be obtained from the classical (wave) trace formula [11] (described below). In the case of compact, hyperbolic manifolds, this arises from the Selberg trace formula [40]. (See also [4, Chapter XI].)

In sharp contrast, Miatello and Rossetti [33] have constructed pairs of compact flat manifolds that are isospectral on one-forms but which do not have the same absolute length spectrum. (See also [6, 7].) There is no known example of a pair of manifolds that are isospectral on functions but with unequal absolute length spectra.

Also in contrast, C.S. Gordon [14] has constructed pairs of isospectral Heisenberg manifolds that have unequal multiplicities in the length spectrum, and the author [21] has constructed other higher-step nilmanifolds with this property. These examples are of great interest, as it has been shown that all known methods for producing examples of isospectral nilmanifolds necessarily yield examples with the same absolute length spectrum [14, 27]. A Riemannian two-step nilmanifold is a closed manifold of the form $(\Gamma \backslash G, g)$, where $G$ is a simply connected two-step nilpotent Lie group, $\Gamma$ is a uniform (i.e., $\Gamma \backslash G$ compact) discrete subgroup of $G$, and $g$ is a left invariant metric on $G$, which descends to a Riemannian metric on $\Gamma \backslash G$ that we also denote by $g$. A Heisenberg manifold is a two-step Riemannian nilmanifold whose covering Lie group $G$ is one of the $(2n + 1)$-dimensional Heisenberg Lie groups.

The purpose of this paper is to understand the behavior of the length spectrum on the isospectral Heisenberg manifolds of Gordon in particular, and on two-step nilmanifolds in general. Our approach is to compute certain wave invariants, which are defined below. En route to calculating the wave invariants on two-step nilmanifolds, we must calculate the Duistermaat–Guillemin (DG) density. This in turn requires us to calculate the first return or Poincaré map. We apply these calculations to the isospectral Heisenberg manifolds of Gordon and show how a pair of manifolds can have the same Laplace spectrum, i.e., the same wave invariants, and yet have unequal multiplicities in the length spectrum. We conclude from these calculations that we cannot adjust the definition of the multiplicity of a length in the length spectrum in order to ensure that known examples of isospectral nilmanifolds must have the same length spectrum without making the multiplicity equal to the wave invariants. In other words, the only weighting of each length
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that assures equality is precisely the weighting given by the wave trace. See also Example 2.15 and Section 5.

For $(M, g)$ a Riemannian manifold, define

$$e_M(t) = \text{trace}(\exp(it\sqrt{\Delta})) = \sum_{\lambda \in \text{spec}(M, g)} e^{it\sqrt{\lambda}}.$$ 

This is a tempered distribution that is determined by the Laplace spectrum. That is, if $M$ and $M'$ are isospectral, then $e_M(t) = e_{M'}(t)$. The classical trace formula, arising from the study of the wave equation, provides information about the singularities of $e_M(t)$. In particular [11],

1. the singular support of $e_M(t)$ is contained in $\text{spec}_L(M, g)$, and
2. if $\tau$ is in $\text{spec}_L(M, g)$ and $\tau$ satisfies a Clean Intersection Hypothesis, then $e_M(t)$ is a classical conormal distribution in a neighborhood of $\tau$, and the singularities of $e_M(t)$ at $\tau$ provide geometric information about $(M, g)$, the wave invariants.

See Section 2.1 below for more details about $e_M(t)$. Good references for distributions and singular support are [41, 42]. See also [29, 45].

The advantage of working with nilmanifolds is that they are “getatable” in the sense that the spectrum [19, 37] and the length spectrum [12, 26] are explicitly computable. Moreover, the generic results of Colin de Verdière and Duistermaat-Guillemin require that all closed geodesics be isolated and that lengths be multiplicity free. Nilmanifolds possess a great deal of symmetry so that closed geodesics always come in large dimensional families, thus failing these generic hypotheses. Consequently, generic results relating the Laplace and length spectra say nothing about the many known examples of isospectral nilmanifolds and other isospectral families of manifolds [8, 9, 12, 14–19, 21–24, 34–38].

This paper, while self-contained, is a continuation of [25], in which the author computes a necessary and sufficient condition for a two-step nilmanifold to satisfy the Clean Intersection Hypothesis. The computations of [25] are closely related to those here, and we use the necessary and sufficient condition to avoid two-step nilmanifolds failing the Clean Intersection Hypothesis in this paper. Of interest is the fact that the Heisenberg manifolds of Gordon that exhibit unequal multiplicities in the length spectrum are not related to the Clean Intersection Hypothesis. In particular, lengths of a Heisenberg manifold that are “unclean” are associated to free homotopy classes coming from central elements of the fundamental group. Whereas
lengths of a Heisenberg manifold that exhibit unequal multiplicities in the length spectrum come from noncentral elements of the fundamental group.

This paper is organized as follows. In Section 2 we review necessary background information on the wave invariants and nilmanifolds. Large parts of Section 2 summarize material included in more detail in [25]. We include in Section 2 a warm up calculation of the wave invariants on the \( n \)-dimensional flat torus. We also include a summary of the computation of the wave invariants of interest on the Heisenberg manifolds of Gordon. Because of broad interest in Heisenberg manifolds, the author attempts to present this example so that a reader with a background in differential geometry may find it readable without getting bogged down with the many technical details of two-step nilmanifolds. In Section 3 we calculate the first return or Poincaré map and the DG-density for all two-step nilmanifolds. The Poincaré map is quite explicit, but we are not able to get a closed form for the DG-density in all cases. In Section 4 we examine other special cases, including the wave invariants on two-step nilmanifolds with a one-dimensional center/Heisenberg manifolds, and the DG-density for a specific five-dimensional example with a two-dimensional center. The five-dimensional example exhibits many of the subtleties possible in these calculations.

2. Background

2.1. The wave invariants and the Duistermaat–Guillemin density

The calculation of the wave invariants by DG uses the cotangent bundle [11]. As we are working on Riemannian manifolds, there is a natural (musical) identification between the cotangent bundle and the tangent bundle. The paper [30] has a nice expository explanation of the wave trace, and the set \( F(\tau, c) \) here is equal to the set \( W_\tau(c) \) there. We refer to the paper [3] for details about the calculation of the DG-measure. We refer to [12,13] for details about the geodesic flow on nilmanifolds and the canonical symplectic form on the tangent bundle, when canonically (musically) identified with the cotangent bundle.

Denote by \( \mathfrak{X} \) the unit tangent bundle of a Riemannian manifold \((M,g)\). For \( v_p \in \mathfrak{X} \), denote by \( \sigma_{v_p}(t) \) the unique geodesic in \((M,g)\) with initial velocity \( v_p \). So \( \sigma_{v_p}(0) = p \in M \), and \( \sigma'_{v_p}(0) = v_p \in \mathfrak{X} \). Denote geodesic flow on \((M,g)\) by \( \Phi: \mathbb{R} \times \mathfrak{X} \to \mathfrak{X} \). So \( \Phi(t, v_p) = \sigma'_{v_p}(t) \).
Denote by $c$ a free homotopy class of loops of $M$. For $\tau > 0$, define
\begin{equation}
F(\tau, c) = \{ v_p \in X : \Phi(\tau, v_p) = v_p, \sigma_{v_p}[0, \tau] \in c \};
\end{equation}

$F(\tau, c)$ is the set of all initial velocities producing smoothly closed, unit speed geodesics of period $\tau$ (i.e., of length $\tau$) that are, as closed loops, contained in the free homotopy class $c$. Note that $F(\tau, c)$ is empty if there does not exist a closed, unit speed geodesic in $c$ of length $\tau$.

For $\tau > 0$, define $\Phi_{\tau} : X \to X$ by $\Phi_{\tau}(v_p) = \Phi(\tau, v_p)$. For $v_p \in F(\tau, c)$, define $\text{FPS}(\tau, v_p)$ to be the fixed point set of $\Phi_{\tau}^{*}v_p$. Note that since $\Phi_{\tau}$ is the identity on $F(\tau, c)$, we must have $T_{v_p}F(\tau, c) \subset \text{FPS}(\tau, v_p)$.

**Definition 2.1.** A period $\tau$ in $\text{spec}_L(M, g)$ satisfies the Clean Intersection Hypothesis if for all $c$ such that $F(\tau, c)$ is nonempty, $F(\tau, c) = Z_1 \cup \ldots \cup Z_r$, a finite union of submanifolds $Z_k$ of $X$, and for all $v_p \in F(\tau, c)$, $T_{v_p}F(\tau, c) = \text{FPS}(\tau, v_p)$. The manifold $(M, g)$ satisfies the Clean Intersection Hypothesis if for all $\tau$ in $\text{spec}_L(M, g)$, $\tau$ satisfies the Clean Intersection Hypothesis.

For the remainder of this paper, we assume that the Clean Intersection Hypothesis is satisfied.

Recall that
\[ e_M(t) = \sum_{\lambda \in \text{spec}(M, g)} e^{it\sqrt{\lambda}}. \]

Let $I$ be an interval in $\mathbb{R}$ such that $\text{spec}_L(M, g) \cap I = \{ \tau \}$. On the interval $I$, [11, p. 61]
\[ e_M(t) = \sum_c \sum_{j=1}^r \beta_j(t - \tau), \]

where
\[ \beta_j(t) = \int_{-\infty}^{\infty} \alpha_j(s)e^{-ist} ds \]

and
\begin{equation}
\alpha_j(s) \sim \left( \frac{s}{2\pi i} \right)^{(d_j - 1)/2} i^{\sigma_j} \sum_{k=0}^{\infty} \alpha_{j,k}s^{-k}
\end{equation}

as $s \to \infty$, $j = 1, \ldots, r$. Here $d_j = \dim Z_j$, and $(1/i)^{(d_j - 1)/2} = e^{-\pi i(d_j - 1)/4}$ if $d_j$ is even, $j = 1, \ldots, r$. The value $\sigma_j$ can be identified as the Morse...
index for periodic geodesics in certain cases, see [10] and [11, pp. 69–70]. Duistermaat-Guillemin computed

\[ \alpha_{j,0} = \frac{1}{2\pi} \int_{Z_j} d\mu_j, \]

where \( d\mu_j \) is the DG-density on \( Z_j \).

A primary goal of this paper is to compute \( d_j \) and \( d\mu_j \) for (almost) all lengths in \( \text{spec}_L(M, g) \) in the special case that \( M \) is a Riemannian two-step nilmanifold. The \( Z_j \) were computed in [25, Theorem 3.8] (see Theorem 2.12 below) where we also computed an if and only if condition for a two-step nilmanifold to satisfy the Clean Intersection Hypothesis (see [25, Theorem 2.6] or Theorem 2.14 below). We use the computation of \( d_j \) and \( d\mu_j \) to calculate \( \alpha_{j,0} \) explicitly in the case of the isospectral Heisenberg manifolds of C.S. Gordon. (See Example 2.15 below.)

We now describe the DG-density. (Our exposition follows that of [3].)

We must consider submanifolds of \( TM \) rather than \( X \) to capitalize on the symplectic structure. In order to do so, we amplify \( F(\tau,c) \) to

\[ \hat{F}(\tau,c) = \{(\hat{p},tv) : (\hat{p},v) \in F(\tau,c), t \in \mathbb{R}^+\} \subset TM. \]

(See [11, p. 60, line-12 ff.].) For \( v_p \in F(\tau,c) \), let \( V = T_{v_p}TM \) and let \( W = T_{v_p}\hat{F}(\tau,c) \). Note that \( W \subset V \) depends on \( \tau, c \) and \( v_p \).

Recall that \( T^*M \) has a canonical symplectic form \( \Omega \). As \( M \) is Riemannian, we can use \( \Omega \) and the canonical (musical) isomorphism from \( T^*M \) to \( TM \) to obtain a canonical symplectic form on \( TM \), which we also denote by \( \Omega \).

Let \( \mathcal{E} = \{e_1, \ldots, e_K\} \) be a basis of \( W \). Let \( \mathcal{V} = \{v_1, \ldots, v_H\} \) be a basis of a complement of \( W \) in \( V \). Denote by \( W^\perp = \{v \in V : \Omega(v,w) = 0, w \in W\} \), the symplectic orthogonal complement of \( W \). Let \( \mathcal{F} = \{f_1, \ldots, f_K\} \) be a basis of a complement of \( W^\perp \) in \( V \) such that \( \Omega(e_i, f_j) = \delta_{ij} \).

Note that \( \Phi_{\tau,v_p}(\mathcal{V}) \subset V \) since \( v_p \in F(\tau,c) \). Consider the symplectomorphism \( \Phi_{\tau,v_p} : V \to V \). Define

\[ T = I - \Phi_{\tau,v_p}. \]

By the Clean Intersection Hypothesis, \( W = \ker(T) \). (See [11, p. 60, line-8].)

**Lemma 2.2** [4, Lemma A.2]. The DG-density evaluated on \( \mathcal{E} = e_1 \wedge \cdots \wedge e_K \) is

\[ \mu(\mathcal{E}) = \frac{\nu(\mathcal{V} \wedge \mathcal{E})}{\nu(T\mathcal{V} \wedge \mathcal{F})}, \]

where \( \mathcal{V} = v_1 \wedge \cdots \wedge v_H, \mathcal{F} = f_1 \wedge \cdots \wedge f_K, T\mathcal{V} = Tv_1 \wedge \cdots \wedge Tv_H \) and \( \nu \) is an arbitrary half density.
Note that $TV$ is a basis of $W^\perp$ (see [11, p. 60] or [3, p. 523]), and the expression in the Lemma is independent of the choice of half-density $\nu$ and the choice of $F$ and $V$. (Also note that for the $W$ considered in this paper, $W$ is not isotropic.)

Our approach will be to calculate $\alpha$ where $TV \wedge F = \alpha V \wedge E$. We then have

$$\int_{Z_j} d\mu_j = \int_{Z_j} \frac{1}{|\alpha|} d\sigma_j,$$

where $d\sigma_j$ is the Riemannian volume form on $Z_j$ coming from $\mathfrak{X}$. We refer to $\frac{1}{|\alpha|^{1/2}}$ as the DG-multiplier.

Finally, note that calculating $TV$ requires calculating the derivative $\Phi^\ast_{\tau \ast v_p}$ restricted to a complement of the fixed points of $\Phi^\ast_{\tau \ast v_p}$. That is, we compute the Poincaré or first return map on a complement of $T_{v_p} \hat{F}(\tau, c)$ in $TM$.

### 2.2. Riemannian two-step nilmanifolds and the first return map

The manifolds we consider in this paper are constructed as follows. Let $G$ be a simply connected Lie group, and consider the action of $G$ on itself by left translations. Let $\Gamma$ be a cocompact (i.e., $\Gamma \backslash G$ compact), discrete subgroup of $G$; the existence of $\Gamma$ implies that $G$ is unimodular. A Riemannian metric $g$ is left invariant if the left translations $L_p$ of $G$ are isometries for all $p$ in $G$, so the action of $\Gamma$ on $G$ is by isometries. Note that a left invariant metric on $G$ is determined by specifying an inner product $\langle , \rangle$ on the Lie algebra $\mathfrak{g}$ of $G$ and vice versa. A Lie algebra together with an inner product $(\mathfrak{g}, \langle , \rangle)$ is called a metric Lie algebra. The left invariant metric $g$ descends to a Riemannian metric on $\Gamma \backslash G$, also denoted by $g$. With this metric, the mapping

$$\pi_1 : (G, g) \to (\Gamma \backslash G, g)$$

is a Riemannian covering.

As is standard, we study closed geodesics on $(\Gamma \backslash G, g)$ by lifting to the universal cover $(G, g)$.

**Definition 2.3.** Let $\sigma$ be a unit speed geodesic of $(G, g)$. A nonidentity element $\gamma$ in $G$ translates $\sigma$ by an amount $\tau > 0$ if $\gamma \sigma(t) = \sigma(t + \tau)$ for all $t \in \mathbb{R}$. The number $\tau$ is called a period of $\gamma$.  

As $G$ is simply connected, the free homotopy classes of $\Gamma \backslash G$ correspond to the conjugacy classes in the fundamental group $\Gamma$. We denote the conjugacy class in $\Gamma$ containing $\gamma \in \Gamma$ by $c_\gamma$. As $\pi_1$ is a Riemannian covering, we have the following:

**Property 2.4.** The manifold $(\Gamma \backslash G, g)$ contains a closed geodesic of length $\tau$ in the free homotopy class $c_\gamma$ if and only if the manifold $(G, g)$ contains a unit speed geodesic $\sigma(t)$ and there exists $\gamma' \in c_\gamma$ such that $\gamma'$ translates $\sigma$ with period $\tau$. Under the mapping $\pi_1$, the geodesic $\sigma$ then projects to a smoothly closed geodesic of length $\tau$ on $(\Gamma \backslash G, g)$ in the free homotopy class $c_\gamma$.

We likewise study the geodesic flow of $(\Gamma \backslash G, g)$ by first studying the geodesic flow of $(G, g)$. Let $X$ (resp. $\tilde{X}$) denote the unit tangent bundle of $\Gamma \backslash G$ (resp. $G$).

Because the metric on $G$ is left invariant, the unit tangent bundle $\tilde{X}$ is equivalent to the sphere bundle, (viewing $g$ as $T_e G$)

$$\tilde{X} \cong G \times S^{n-1} = \{ (\tilde{p}, v) : \tilde{p} \in G, v \in g, |v| = 1 \},$$

under the mapping $v_{\tilde{p}} \mapsto (\tilde{p}, L_{\tilde{p}}^{-1} \cdot v)$. We use $v_{\tilde{p}} \in \tilde{X}$ and $(\tilde{p}, v) \in G \times S^{n-1}$ interchangeably in what follows. Note that the left action of $G$ on $G$ by isometries determines an action of $G$ on $\tilde{X}$ by isometries:

$$\tilde{q} \cdot v_{\tilde{p}} = \tilde{q} \cdot (\tilde{p}, v) = (L_{\tilde{q}}(\tilde{p}), v) = v_{\tilde{q}\tilde{p}}.$$

The subgroup $\Gamma$ then acts on $\tilde{X}$ by isometries as above, and

$$\tilde{X} \cong \Gamma \backslash \tilde{X} \cong (\Gamma \backslash G) \times S^{n-1}.$$

We let $\pi$ denote the canonical mapping

$$\pi : \tilde{X} \to \Gamma \backslash \tilde{X},$$

so that $\pi_1$ defined in (2.6) is just $\pi$ restricted to the first factor.

Throughout this paper, elements with tildes such as $\tilde{p}$, $v_{\tilde{p}}$, denote elements in $G$ and $\tilde{X}$, respectively; elements without tildes such as $p$ and $v_p$ denote the image of $\tilde{p}$ and $v_{\tilde{p}}$ in $\Gamma \backslash G$ and $\tilde{X}$, respectively, under the canonical mapping $\pi : \tilde{X} \to X$. 
For \( \tau > 0 \) and \( \gamma \in \Gamma \), we define
\[
\tilde{F}(\tau, \gamma) = \{ v_{\tilde{p}} \in \tilde{\mathbf{X}} : \tilde{\Phi}_\tau(v_{\tilde{p}}) = \gamma \cdot v_{\tilde{p}} \}.
\]

With these identifications, we have for the free homotopy class \( c_{\gamma} \) and the length \( \tau \) in the manifold \( \Gamma \setminus \mathbb{G} \), for any \( \gamma' \in c_{\gamma} \), (see [25, (1.13)])
\[
F(\tau, c_{\gamma}) = \pi(\tilde{F}(\tau, \gamma')).
\]

As \( \tilde{\mathbf{X}} \) is a Riemannian cover of \( \mathbf{X} \), we study \( \Phi_{\tau*}p \) by studying \( \tilde{\Phi}_{\tau*}v_{\tilde{p}} \):
\[
T_{v_{\tilde{p}}}\tilde{\mathbf{X}} \to T_{\gamma v_{\tilde{p}}}\tilde{\mathbf{X}} \quad \text{for} \quad v_{\tilde{p}} \in \pi^{-1}(v_p).
\]
(See [25, Proposition 1.15 ff.].) Note that under the identification \( \tilde{\mathbf{X}} \cong \mathbb{G} \times S^{n-1} \), we may write
\[
\tilde{T}_{v_{\tilde{p}}}\tilde{\mathbf{X}} = T_p(\Gamma \setminus \mathbb{G}) \times T_vS^{n-1} = \{ (u, v^\perp) : u \in T_p(\Gamma \setminus \mathbb{G}), v^\perp \in \mathfrak{g}, v^\perp \perp v \},
\]
where by \( S^{n-1} \) we mean the unit sphere in \( \mathfrak{g} \). Likewise we have
\[
T_{v_p}\mathbf{X} = T_p(\Gamma \setminus \mathbb{G}) \times T_vS^{n-1} = \{ (u, v^\perp) : u \in T_p(\Gamma \setminus \mathbb{G}), v^\perp \in \mathfrak{g}, v^\perp \perp v \},
\]
We abuse notation slightly by identifying the components of \( \pi*_{v_p}((u, v^\perp)_p) = (u, v^\perp)_{\tilde{p}} \) and \( (u, v^\perp)_{v_{\tilde{p}}} \). We may do this since \( \pi \) is a Riemannian covering, so \( T_p(\Gamma \setminus \mathbb{G}) \) and \( T_{\tilde{p}}\mathbb{G} \) are isometric vector spaces.

**Example 2.5 Isospectral Flat Tori.** The wave invariants are difficult to grasp intuitively, and as it is the focus of this paper, we present the following “warm-up” example. We calculate the wave invariant associated to an arbitrary element of the length spectrum of a flat torus.

We first summarize computations that are included in [25, Example 1.19]. Let \( \mathbb{G} = \mathbb{R}^n \). Here \( \Gamma = L \), a lattice of full rank in \( \mathbb{R}^n \). Then \( L \setminus \mathbb{R}^n \) with the metric induced from the Euclidean metric on \( \mathbb{R}^n \) is a closed Riemannian manifold. In fact, it is a one-step Riemannian nilmanifold. Note that both \( L \setminus \mathbb{R}^n \) and \( \mathbb{R}^n \) are Lie groups under addition and are endowed with a left (and right) invariant metric, as translations are isometries. As in the general case, we identify
\[
\tilde{\mathbf{X}} \cong \mathbb{R}^n \times S^{n-1} = \{ (\tilde{p}, v) : \tilde{p} \in \mathbb{R}^n, v \in \mathbb{R}^n, |v| = 1 \}.
\]
We continue to use \( v_{\tilde{p}} \) and \( (\tilde{p}, v) \) interchangeably and \( v_p \) and \( (p, v) \) interchangeably.

Geodesics in \( \mathbb{R}^n \) are just straight lines, so geodesics in \( L \setminus \mathbb{R}^n \) are projections of straight lines. For \( v_{\tilde{p}} \in \tilde{\mathbf{X}} \), \( \sigma_{v_{\tilde{p}}}(t) = \tilde{p} + tv \in \mathbb{R}^n \) and \( \tilde{\Phi}(t, v_{\tilde{p}}) = \tilde{p} + tv \in \mathbb{R}^n \). For \( v_{\tilde{p}} \in \tilde{\mathbf{X}} \), \( \sigma_{v_{\tilde{p}}}(t) = \tilde{p} + tv \in \mathbb{R}^n \) and \( \tilde{\Phi}(t, v_{\tilde{p}}) = \tilde{p} + tv \in \mathbb{R}^n \).
\[ v_{\tilde{p} + tv} = (\tilde{p} + tv, v). \] Since \( \pi_1: \mathbb{R}^n \to L\setminus\mathbb{R}^n \) is a Riemannian submersion with totally geodesic fibers, for \( v_p \in \mathfrak{X}, \Phi(t, v_p) = v_{p + tv}. \)

Free homotopy classes of \( L\setminus\mathbb{R}^n \) correspond to conjugacy classes in \( L. \) As \( \mathbb{R}^n \) is abelian, the free homotopy classes of \( L\setminus\mathbb{R}^n \) are in one-to-one correspondence with the elements of \( L. \) The unit speed geodesic \( \sigma_{v_p}(t) \) on \( \mathbb{R}^n \) projects to a closed geodesic of \( L\setminus\mathbb{R}^n \) with period \( \tau \) in the free homotopy class \( c \) if and only if \( \sigma_{v_p}(t + \tau) = l + \sigma_{v_p}(t) \) for all \( t. \) In this case \( \tau = |l| \) and the length spectrum of \( L\setminus\mathbb{R}^n \) is

\[ \text{spec}_{[L]}(L\setminus\mathbb{R}^n) = \{ |l| : l \in L \}. \]

One easily computes that

\[ \tilde{F}(\tau, l) = \mathbb{R}^n \times \{l/|l|\} \quad \text{and} \quad F(\tau, c_l) = L\setminus\mathbb{R}^n \times \{l/|l|\} \quad \text{if} \quad |l| = \tau. \]

(See [25, Example 1.19] for more details.) Clearly, \( F(\tau, c_l) \) is diffeomorphic to \( L\setminus\mathbb{R}^n, \) and \( \dim \tilde{F}(\tau, l) = n = \dim F(\tau, c_l). \)

An arbitrary element of \( T_{v_p} \mathfrak{X} \) that is normal to \( T_{v_p} F(|l|, c_l) \) is given by \( (0, v^+)_{v_p}, \) where \( v^+ \) is any vector in \( \mathbb{R}^n \) (viewed here as \( \mathbb{R}^n = T_x \mathbb{R}^n \)) that is orthogonal to \( v. \) (See (2.13).) Let \( \alpha(s) = (p, \cos(s)v + \sin(s)v^+) \in \mathfrak{X}. \) Then \( \alpha(0) = (p, v), \) and \( \dot{\alpha}(0) = (0, v^+ \perp) \in T_{v_p} \mathfrak{X}. \) Also \( \Phi_{\tau}(\alpha(0)) = (p + \tau v, v), \) and

\[ \frac{d}{ds}_{|0} \Phi_{\tau}(\alpha(s)) = (\tau v^+, v^+) \in T_{v_p} \mathfrak{X}. \]

But \( p + \tau v = p + l = p \) in \( L\setminus\mathbb{R}^n, \) so

\[ \Phi_{\tau} \ast_{v_p} ((0, v^+)_{v_p}) = (\tau v^+, v^+)_{v_p} \in T_{v_p} \mathfrak{X}. \]

We now compute the wave invariants. Recall that the symplectic form on \( T\mathbb{R}^n, \) obtained from \( T^*\mathbb{R}^n \) via the musical isomorphisms, is just

\[ \Omega((A, B), (A', B')) = \langle A, B' \rangle - \langle B, A' \rangle, \]

for \( A, B \in \mathbb{R}^n. \)

Let \( \{e_1, \ldots, e_n\} \) be an orthonormal basis of \( \mathbb{R}^n \) such that \( e_1 = l/|l|. \) After amplifying \( \tilde{F}(\tau, l) \) as in (2.4), we set

\[ \mathcal{E} = \{(e_1, 0), \ldots, (e_n, 0), (0, e_1)\}. \]

Then using \( \Omega \) and Lemma 2.2,

\[ \mathcal{F} = \{(0, e_1), \ldots, (0, e_n), (e_1, 0)\}. \]
We set

\[ V = \{(0, e_2), \ldots, (0, e_n)\}. \]

We must calculate \( TV \wedge F \) as a multiple of \( V \wedge E \), up to sign. Now \( TV \wedge F \) equals

\[
T(0, e_2) \wedge \cdots \wedge T(0, e_n) \wedge (0, e_1) \wedge \cdots \wedge (0, e_n) \wedge (-e_1, 0)
\]

\[
= (-\tau e_2, 0) \wedge \cdots \wedge (-\tau e_n, 0) \wedge (0, e_1) \wedge \cdots \wedge (0, e_n) \wedge (-e_1, 0)
\]

\[
= \pm \tau^{(n-1)} V \wedge E.
\]

Thus, the DG-multiplier is \( \frac{1}{\tau(n-1)/2} \), and the wave invariant associated with \( \tau = |l| \) and \( l \in L \) is

\[
\text{Wave}(|l|, l) = \frac{1}{(2\pi i \tau)^{(n-1)/2}} \text{Vol}(L \setminus \mathbb{R}^n).
\]

If we sum up over all free homotopy classes that contain a closed geodesic of length \( \tau \), we obtain the wave invariant

\[
\text{Wave}(\tau) = \frac{\text{Vol}(L \setminus \mathbb{R}^n)}{(2\pi i \tau)^{(n-1)/2}} \sum_{l \in L, |l|=\tau} 1 = \frac{\text{mult}(\tau)}{(2\pi i \tau)^{(n-1)/2}} \text{Vol}(L \setminus \mathbb{R}^n).
\]

Note that we may add up over the free homotopy classes since the dimension of \( \tilde{F}(\tau, l) \) is independent of the length \( \tau \). Also, the Morse index for periodic geodesics is zero in this case.

See [48] for an alternate computation of the wave invariants of the flat torus. \( \square \)

**Remark 2.6.** In Example 2.15 below, we compute certain wave invariants on Heisenberg manifolds. In Section 4 we consider all of the wave invariants on Heisenberg manifolds, and we also explicitly compute the DG-multiplier in the case of a nontrivial five-dimensional example with a two-dimensional center.

### 2.3. Two-step nilmanifolds and their geodesic flow

For a Lie algebra \( \mathfrak{g} \), denote by \( \mathfrak{g}^{(1)} \) the derived algebra \([\mathfrak{g}, \mathfrak{g}]\) of \( \mathfrak{g} \). A Lie algebra \( \mathfrak{g} \) is **two-step nilpotent** if \( \mathfrak{g}^{(1)} \subset \mathfrak{z} \), where \( \mathfrak{z} \) denotes the center of \( \mathfrak{g} \), and \( \mathfrak{g}^{(1)} \neq 0 \). A Lie group \( G \) is **two-step nilpotent** if its Lie algebra is. Let \( \Gamma \)
be a cocompact, discrete subgroup of a simply connected two-step nilpotent Lie group \( G \) with left invariant metric \( g \). The left invariant metric \( g \) descends to a metric on \((\Gamma \backslash G, g)\) that we also denote by \( g \). The locally homogeneous space \((\Gamma \backslash G, g)\) is called a \textit{Riemannian two-step nilmanifold.}

Throughout the remainder of this paper, \( G \) will denote a simply connected two-step nilpotent Lie group, \( g \) will denote a left invariant metric on \( G \), and \((g, \langle \ , \rangle)\) will denote the associated metric Lie algebra. We denote the orthogonal complement of \( z \) in \( g \) by \( v \) and write \( g = v \oplus z \).

On all simply connected nilpotent Lie groups, the Lie group exponential \( \exp : g \to G \) is a diffeomorphism [39], so \( G \) is diffeomorphic to \( \mathbb{R}^n \) where \( n = \dim g \). For two-step nilpotent Lie groups, by the Campbell–Baker–Hausdorff formula [44], we may easily write the group operation of \( G \) in terms of the Lie algebra \( g \) by

\[
\exp(X) \exp(Y) = \exp \left( X + Y + \frac{1}{2} [X, Y] \right),
\]

where \( X, Y \in g \). Thus,

\[
\exp(X)^{-1} = \exp(-X),
\]

\[
\exp(X) \exp(Y) \exp(X)^{-1} = \exp(Y + [X, Y]),
\]

\[
\exp(X) \exp(Y) \exp(X)^{-1} \exp(Y)^{-1} = \exp([X, Y]).
\]

Let \( \log : G \to g \) denote the inverse of the diffeomorphism \( \exp \).

We use the following information about two-step nilpotent metric Lie algebras, which was first developed by Kaplan [31] for the study of Heisenberg groups.

**Definition 2.7.** Let \((g, \langle \ , \rangle)\) be a two-step nilpotent metric Lie algebra, \( g = v \oplus z \). Define a linear transformation \( j : z \to \text{so}(v) \) by \( j(Z)X = (\text{ad}X)^* Z \) for \( Z \in z \) and \( X \in v \). Equivalently, for each \( Z \in z \), \( j(Z) : v \to v \) is the skew-symmetric linear transformation defined by

\[
\langle j(Z)X, Y \rangle = \langle Z, [X, Y] \rangle,
\]

for all \( X, Y \in v \). Here \( \text{ad}X(Y) = [X, Y] \) for all \( X, Y \in g \), and \((\text{ad}X)^*\) denotes the (metric) adjoint of \( \text{ad}X \).

By skew-symmetry, \( j(Z) \) has \( \dim_{\mathbb{R}}(v) \) purely complex eigenvalues counting (algebraic) multiplicities and the nonzero eigenvalues occur in complex conjugate pairs; the eigenvalues of \( j(Z)^2 \) are then real and nonpositive.
Each two-step nilpotent metric Lie algebra carries with it the \( j \) operator. On the other hand, given inner product spaces \( v \) and \( 3 \) and a linear transformation \( j : 3 \to so(v) \), one can define a two-step nilpotent metric Lie algebra \( (v \oplus 3, \langle , \rangle) \) by requiring that \( 3 \) be central, that \( \oplus \) be an orthogonal direct sum, and by defining the Lie bracket \([ , ]\) via (2.15). All two-step nilpotent metric Lie algebras are determined this way.

**Definition 2.8.** Let \((g, \langle , \rangle)\) be a two-step nilpotent metric Lie algebra and let \( Z \in 3 \).

1. Let \( \mu(Z) \) denote the number of distinct eigenvalues of \( j(Z)^2 \). For ease of notation, we write \( \mu \) rather than \( \mu(Z) \) when \( Z \) is understood.

2. Let \( -\vartheta_1(Z)^2, -\vartheta_2(Z)^2, \ldots, -\vartheta_\mu(Z)^2 \) denote the \( \mu \) distinct eigenvalues of \( j(Z)^2 \), with the assumption that \( 0 \leq \vartheta_1(Z) < \vartheta_2(Z) < \ldots < \vartheta_\mu(Z) \). The distinct eigenvalues of \( j(Z) \) are then \( \{\pm\vartheta_1(Z)i, \ldots, \pm\vartheta_\mu(Z)i\} \).

3. Define \( M(Z) = \{1, \ldots, \mu(Z)\} \) when \( \ker j(Z) \) is trivial, and \( M(Z) = \{2, \ldots, \mu(Z)\} \) when \( \ker j(Z) \neq \{0\} \). We write \( M \) instead of \( M(Z) \) when \( Z \) is understood.

4. Let \( W_m(Z) \) denote the invariant subspace of \( j(Z) \) corresponding to \( \vartheta_m(Z), \ m = 1, \ldots, \mu \). Then \( j(Z)^2|_{W_m(Z)} = -\vartheta_m(Z)^2Id|_{W_m(Z)} \); i.e., \( W_m(Z) \) is the eigenspace of \( j(Z)^2 \) with eigenvalue \( -\vartheta_m(Z)^2 \). In particular, if \( \vartheta_1(Z) = 0 \) then \( W_1(Z) = \ker j(Z) \). By the skew-symmetry of \( j(Z) \), \( v \) is the orthogonal direct sum of the invariant subspaces \( W_m(Z) \) and we write

\[
v = \bigoplus_{m=1}^\mu W_m(Z) = \ker j(Z) \oplus_{m \in M} W_m(Z).
\]

5. Note that if \( m \in M \), letting \( J = j(Z) \) and \( \vartheta_m = \vartheta_m(Z) \),

\[
J^{-1}|_{W_m(Z)} = \frac{-1}{\vartheta_m^2}J|_{W_m(Z)}
\]

\[
e^sJ|_{W_m(Z)} = \cos(sv_m)Id + \frac{\sin(sv_m)}{\vartheta_m}J.
\]

**Notation 2.9.** Let \( X_0 + Z_0 \) be a vector in \( g \) with \( X_0 \in v \) and \( Z_0 \in 3 \).

1. Define \( X_1 \) and \( X_2 \) by \( X_0 = X_1 + X_2 \) such that \( X_1 \in \ker j(Z_0) \) and \( X_2 \perp \ker j(Z_0) \).

2. Let \( \xi_m \) denote the component of \( X_2 \) in \( W_m(Z_0) \), for each \( m \in M \). We write \( X_2 = \sum_{m \in M} \xi_m \). If \( W_1(Z_0) = \ker j(Z_0) \), then \( \xi_1 = 0 \). When necessary, we assume \( j(Z)^{-1}\xi_1 = 0 \) if \( \vartheta_1(Z) = 0 \).
Definition 2.10.

(1) For \(V \in \mathfrak{v}\), define \(P_V : \mathfrak{z} \to [V, \mathfrak{g}]\) as orthogonal projection onto \([V, \mathfrak{g}]\). Define \(P_V^\perp : \mathfrak{z} \to [V, \mathfrak{g}]^\perp\) as projection onto \([V, \mathfrak{g}]^\perp\), the orthogonal complement of \([V, \mathfrak{g}]\) in \(\mathfrak{z}\). For \(V \in \mathfrak{v}\) and \(Z \in \mathfrak{z}\), define \(Z_V = P_V(Z)\) and \(Z_V^\perp = P_V^\perp(Z)\).

(2) With notation as above, define \(K : \mathfrak{g} \to \mathfrak{z}\) by

\[
K(X_0 + Z_0) = Z_0 + \frac{1}{2} \sum_{m \in \mathcal{M}} [j(Z_0)^{-1} \xi_m, \xi_m].
\]

(3) Set \(K_V = P_V \circ K\) and \(K_V^\perp = P_V^\perp \circ K\).

The following theorem gives the length spectrum of an arbitrary two-step nilmanifold \((\Gamma \backslash G, g)\) by computing the periods of an arbitrary element of \(\gamma \in \Gamma\).

Theorem 2.11 [26]. Let \(G\) be a simply connected two-step nilpotent Lie group with left invariant metric \(g\). Let \((\mathfrak{g}, \langle , \rangle)\) be the associated metric Lie algebra. With notation as above, let \(\gamma = \exp(V + Z_V + Z_V^\perp)\) be an element of \(G\). The periods of \(\gamma\) are precisely

\[
\frac{\sqrt{|V|^2 + |Z_V^\perp|^2}}{|K_V^\perp(X_2 + Z_0)|^2} : X_2 + Z_0 \text{ satisfy (i)-(iv) below},
\]

where \(\frac{|Z_V^\perp|}{|K_V^\perp(X_2 + Z_0)|} = 0\) if \(Z_V^\perp = 0\). Given \(Z_0 \in \mathfrak{z}\), \(\mathcal{M} = \mathcal{M}(Z_0)\), and \(X_2 = \sum_{m \in \mathcal{M}} \xi_m \in \mathfrak{v}\), where \(\xi_m \in W_m(Z_0)\), the conditions referred to in (†) are the following:

(i) \(|X_2 + Z_0| = 1\) or \(X_2 + Z_0 = 0\)
(ii) \(V \in \ker j(Z_0)\) and \(X_2 \perp \ker j(Z_0)\)
(iii) \(Z_V^\perp \in \operatorname{span}_{\mathbb{R}} \{K_V^\perp(X_2 + Z_0)\}\)
(iv) for all \(m \in \mathcal{M}\) such that \(\xi_m \neq 0\), \(\frac{|Z_V^\perp| \vartheta_m(Z_0)}{2\pi |K_V^\perp(X_2 + Z_0)|} \in \mathbb{Z}\).

Let \(\tau\) be a period of \(\gamma = \exp(V + Z_V + Z_V^\perp)\). Define \(\tau_2 = \sqrt{\tau^2 - |V|^2}\). The set \(\tilde{F}(\tau, \gamma) \subset \tilde{X}\) is calculated as follows.

Theorem 2.12 [25]. Let \(G\) be a simply connected two-step nilpotent Lie group with left invariant metric \(g\). Let \((\mathfrak{g}, \langle , \rangle)\) be the associated metric Lie
algebra. Let \( \gamma = \exp(V + Z) \in G \) and let \( \tau > 0 \). With notation as above,

\[
\tilde{F}(\tau, \gamma) = \left\{ v_{\tilde{p}} : v = \frac{1}{\tau} (V + \tau_2(X_2 + Z_0)), \tilde{p} \text{ and } X_2 + Z_0 \text{ satisfy (a)-(e) below} \right\}.
\]

Given \( \tilde{p} \in G, Z_0 \in \mathfrak{z}, M = \mathcal{M}(Z_0) \) and \( X_2 = \sum_{m \in M} \xi_m \in \mathfrak{v} \), where \( \xi_m \in W_m(Z_0) \), the conditions referred to in (\( \mathcal{K} \)) are the following:

(a) \( |X_2 + Z_0| = 1 \) or \( X_2 + Z_0 = 0 \),
(b) \( V \in \ker j(Z_0) \) and \( X_2 \perp \ker j(Z_0) \),
(c) \( K_V(X_2 + Z_0) = \frac{1}{\tau_2} Z_V^\perp \), where \( \frac{1}{\tau_2} Z_V^\perp = 0 \) if \( Z_V^\perp = 0 \),
(d) for all \( m \in M \) such that \( \xi_m \neq 0 \), \( \frac{2\pi}{\tau_2} \vartheta_m(Z_0) \in \mathbb{Z} \) and
(e) \( [V, \log \tilde{p}] + Z_V = [V, j(Z_0)^{-1} X_2] + \tau_2 K_V(X_2 + Z_0), \) where \( j(Z_0)^{-1} X_2 = 0 \) if \( X_2 + Z_0 = 0 \).

Note that \( \tilde{F}(\tau, \gamma) = \emptyset \) if no such \( \tilde{p}, X_2, Z_0 \) exist.

Remark 2.13. Let \( \gamma = \exp(V + Z_V + Z_V^\perp) \) as above. By the above theorems, if \( Z_V^\perp = 0 \) then \( \gamma \) has a unique period \( \tau = |V| \). If \( Z_V^\perp \neq 0 \), by letting \( X_2 = 0 \) and \( Z_0 = Z_V^\perp/|Z_V^\perp| \), we conclude that \( \tau = |V + Z_V^\perp| \) is always a period of \( \gamma \), and is, in fact, the maximal period \([12]\). That is, if \( \tau \) is a period of \( \gamma \), then \( \tau \leq |V + Z_V^\perp| \). If \( \tau \) is a period of \( \gamma \) and \( \tau < |V + Z_V^\perp| \) and if \( v \in \tilde{F}(\tau, \gamma) \) then

\[
v = \frac{1}{\tau} (V + \tau_2(X_2 + Z_0)),
\]

with \( X_2 \neq 0 \) and \( \tau_2 \) defined above.

The following theorem gives a necessary and sufficient condition for a length \( \tau \) to satisfy the Clean Intersection Hypothesis.

Theorem 2.14 [25, Theorem 3.1]. Let \( (\Gamma \backslash G, g) \) be a Riemannian two-step nilmanifold. With notation established above, \( (\Gamma \backslash G, g) \) satisfies the Clean Intersection Hypothesis if and only if for all \( \gamma = \exp(V + Z) \in \Gamma \) and for all \( m \in \mathcal{M}(Z_V^\perp), \vartheta_m(Z_V^\perp) \notin 2\pi \mathbb{Z}^+ \). In particular, if \( \tau \in \spec_{\mathcal{L}}(\Gamma \backslash G, g) \) and there exists \( \gamma \in \Gamma \) and \( v_p \in F(\tau, c_\gamma) \) such that \( T_{v_p} F(\tau, c_\gamma) \neq \text{FPS}(\tau, v_p) \), then \( \tau = |V + Z_V^\perp| \) and there exists \( m \in \mathcal{M}(Z_V^\perp) \) such that \( \vartheta_m(Z_V^\perp) \in 2\pi \mathbb{Z}^+ \). On the other hand, if \( \gamma = \exp(V + Z) \in \Gamma \) and \( \vartheta_m(Z_V^\perp) \in 2\pi \mathbb{Z}^+ \) for some
\( m \in \mathcal{M}(Z_V^\perp), \) letting \( \tau = |V + Z_V^\perp|, \) then \( F(\tau, c_\gamma) \neq \emptyset \) and \( T_{v_p}F(\tau, c_\gamma) \neq \mathrm{FPS}(\tau, v_p) \).

**Example 2.15 Isospectral Heisenberg manifolds.** In [14, 15, 18] the geometry of isospectral Heisenberg manifolds was explored. These examples are a motivating factor for this paper.

Recall the \( 2n + 1 \)-dimensional Heisenberg group is defined as

\[
H_n = \left\{ \left( \begin{array}{ccc} 1 & x & z \\ 0 & I_n & y' \\ 0 & 0 & 1 \end{array} \right) \mid x, y \in \mathbb{R}^n, z \in \mathbb{R} \right\},
\]

where \( I_n \) is the \( n \times n \) identity matrix. The group operation is determined by matrix multiplication. Letting \((x, y, z) \in \mathbb{R}^{2n+1}\) be a coordinate system on \(H_n\), we have \((x, y, z) \cdot (x', y', z') = (x + x', y + y', z + z' + xy')\). A basis for the Lie algebra \( \mathfrak{h}_n \) of \(H_n\) is given by \( \mathcal{B} = \{X_1, \ldots, X_n, Y_1, \ldots, Y_n, Z\} \) where in local coordinates, \( X_i = \frac{\partial}{\partial x_i}, \ Y_i = \frac{\partial}{\partial y_i} + x_i \frac{\partial}{\partial z} \) and \( Z = \frac{\partial}{\partial z}, \ i = 1, \ldots, n \). The Lie bracket is given by \([X_i, Y_j] = \delta_{ij} Z\) and all other basis brackets determined by skew-symmetry or equal to zero, \( i, j = 1, \ldots, n \). We specify a left invariant metric \( g \) for \(H_n\) by specifying an orthonormal basis of \( \mathfrak{h}_n \). Without loss of generality [14, 15, 18] we may assume that this orthonormal basis is of the form

\[
(h) \quad \left\{ \frac{1}{\sqrt{a_1}}X_1, \ldots, \frac{1}{\sqrt{a_n}}X_n, \frac{1}{\sqrt{a_1}}Y_1, \ldots, \frac{1}{\sqrt{a_n}}Y_n, Z \right\},
\]

where \( 0 < a_1 \leq a_2 \leq \cdots \leq a_n \).

Define \( \Pi : H_n \rightarrow \mathbb{R}^{2n} \) by \( \Pi(x, y, z) = (x, y) \). We specify the metric \( \bar{g} \) on \( \mathbb{R}^{2n} \) by restricting \( g \) to an orthogonal complement of the center \( \text{span}\{Z\} \) of \( \mathfrak{h}_n \). That is, we view \( \mathbb{R}^{2n} \) as \( \text{span}\{X_1, \ldots, X_n, Y_1, \ldots, Y_n\} \) with inner product determined by specifying \( \left\{ \frac{1}{\sqrt{a_1}}X_1, \ldots, \frac{1}{\sqrt{a_n}}X_n, \frac{1}{\sqrt{a_1}}Y_1, \ldots, \frac{1}{\sqrt{a_n}}Y_n \right\} \) as an orthonormal basis. With this choice of metric, \( \Pi \) is a Riemannian submersion with totally geodesic fibers. Note that we abuse notation by identifying elements of \( \mathbb{R}^{2n} \) and elements of the Lie algebra of \( \mathbb{R}^{2n} \).

Let \( \Gamma \) be a cocompact, discrete subgroup of \( H_n \). Let \( L = \Pi(\Gamma) \), which is a cocompact, discrete subgroup of \( \mathbb{R}^{2n} \); i.e., \( L \) is a lattice in \( \mathbb{R}^{2n} \). Let \( c > 0 \) be such that \( \Gamma \cap Z(H_n) = \{(0, 0, ck) : k \in \mathbb{Z}\} \). We write \( \Gamma = \Gamma(L, c) \). While \( L \) and \( c \) do not completely determine \( \Gamma \) as a set, \( L \) and \( c \) do determine the isometry class of \( \Gamma \). That is, if \( \Gamma = \Gamma(L, c) \) and \( \Gamma' = \Gamma'(L, c) \), then \((\Gamma \backslash H_n, g)\) and \((\Gamma' \backslash H_n, g)\) are isometric [14, 15, 18]. We call \((L \backslash \mathbb{R}^{2n}, \bar{g})\) the associated torus of \((\Gamma \backslash H_n, g)\).
We may now present the construction used by Gordon and Gordon and Wilson to construct (nontrivial) pairs of isospectral Heisenberg manifolds.

**Theorem 2.16** [15, Propositions 2.14 and 2.16], [43, Proposition III.5 and Remark III.8]. Every Riemannian Heisenberg manifold is isometric to one of the form $(\Gamma \backslash H_n, g)$ where $\Gamma = \Gamma(L, c)$ and $g$ descends from a left invariant metric on $H_n$ that is determined by specifying the orthonormal basis of the type $(h)$, where $0 < a_1 \leq a_2 \leq \ldots \leq a_n$. Two manifolds $(\Gamma \backslash H_n, g)$ and $(\Gamma' \backslash H_n, g')$ of this form are isometric if and only if $g = g'$ and $\Gamma' = \Phi(\Gamma)$ for some automorphism $\Phi$ of $H_n$ such that $\Phi^* g = g$. The manifolds $(\Gamma \backslash H_n, g)$ to $(\Gamma' \backslash H_n, g')$ of this form are $\Delta$-isospectral if and only if $c = c'$, $a_i = a'_i$, $i = 1, \ldots, n$ (i.e., $g = g'$), and the associated tori $(L \backslash \mathbb{R}^{2n}, \bar{g})$ and $(L' \backslash \mathbb{R}^{2n}, \bar{g})$ are $\Delta$-isospectral.

We now show by direct computation that isospectral Heisenberg manifolds must have the same wave invariants. This must be true, as the wave invariants are a spectral invariant. However, it is of interest to see exactly what geometric information is contained in the wave invariants.

Let $(\Gamma \backslash H_n, g)$ and $(\Gamma' \backslash H_n, g)$ be isospectral Heisenberg manifolds. By Theorem 2.16, $\Gamma = \Gamma(L, c)$ and $\Gamma' = \Gamma(L', c)$ where $(L \backslash \mathbb{R}^{2n}, \bar{g})$ and $(L' \backslash \mathbb{R}^{2n}, \bar{g})$ are $\Delta$-isospectral. Note that since volume is a spectral invariant, we must have $\text{Vol}(\Gamma \backslash H_n, g) = \text{Vol}(\Gamma' \backslash H_n, g)$.

We may decompose the length spectrum of $(\Gamma \backslash H_n, g)$ as follows. Recall from above that lengths of closed geodesics in $(\Gamma \backslash H_n, g)$ are determined by the periods of $\gamma$-periodic geodesics on $H_n$. Let $\gamma \in \Gamma(L, c)$, so $\gamma = (x, y, ck)$ where $\Pi(\gamma) \in L$ and $k \in \mathbb{Z}$.

Because $\Gamma$ and $\Gamma'$ have the same center, and because $(H_n, g)$ covers both manifolds, the lengths and multiplicities coming from periods of central elements must correspond. It follows from (4.2) and (4.3) below, which are computed in Section 4.1, that the associated wave invariants must likewise correspond, i.e., the DG-multipliers are equal and the resulting volume calculations must be equal as well, as they depend only on $\text{Vol}(\Gamma \backslash H_n, g) = \text{Vol}(\Gamma' \backslash H_n, g)$ and the $a_i, i = 1, \ldots, n$. See Remark 4.1 at the end of Section 4.1 for more details.

We thus restrict our attention here to the case where a length or period $\tau$ arises from a noncentral element $\gamma$ of $\Gamma$, i.e., $\gamma\sigma(s) = \sigma(s + \tau)$ where $\Pi(\gamma) = l_0 \neq 0$ and $\sigma$ is a unit speed geodesic on $H_n$. 

We write $\gamma = (l_0, *)$, and we know $\tau = |l_0|$. (See Remark 2.13.) We show below in (I-DG) that the DG-multiplier in this case is

$$1 \frac{1}{\tau^{(2n-1)/2}\lvert Jl_0 \rvert}$$

where $J$ is defined in Definition 2.7 above. Let $N = Jl_0/\lvert Jl_0 \rvert$. Then $N$ is a unit normal to $C(\gamma, H_n)$, the centralizer of $\gamma$ in $H_n$ if and only if $\log x \perp N$. Here, $\log : H_n \rightarrow \mathfrak{h}_n$ is the inverse of $\exp : \mathfrak{h}_n \rightarrow H_n$ and is given by $\log(x, y, z) = \sum_i (x_i X_i + y_i Y_i) + (z - \frac{1}{2}x \cdot y)Z$. By [9, Appendix A],

$$\text{Vol}(\Gamma \backslash \tilde{F}(\tau, \gamma)) = \text{Vol}(C(\gamma, \Gamma) \backslash C(\gamma, H_n)) = p_l_0^{-1} \text{Vol}(\Gamma \backslash H_n)$$

where

$$p_l_0 = \min_{\gamma \in \Gamma}^{+} \text{proj}(\log \gamma, N) = \frac{\min_{l \in L}^{+} \lvert (l, Jl_0) \rvert}{\lvert Jl_0 \rvert},$$

where by $\min^{+}$ we mean the least positive element and by $\text{proj}(\log \gamma, N)$ the vector projection of $\log \gamma$ onto $N$. Note that the dimension of $\Gamma \backslash \tilde{F}(\tau, \gamma)$ is $2n$.

The wave invariant associated with an element $\gamma = (l_0, *)$ and period $\tau = |l_0|$ is then

$$\text{Wave}(\tau, \gamma) = \frac{1}{(2\pi \tau i)^{(2n-1)/2} p_l_0 \lvert Jl_0 \rvert \text{Vol}(\Gamma \backslash H_n)}. \tag{2.16}$$

One can compute that the number of free homotopy classes of loops $c_\gamma$ with $\Pi(\gamma) = l_0$ is $p_l_0 \lvert Jl_0 \rvert / c$, [9, (A.10)]. We must sum up over these $p_l_0 \lvert Jl_0 \rvert / c$ free homotopy classes of loops, and furthermore sum up over all $l' \in L$ such that $\lvert l' \rvert = \lvert l_0 \rvert$, obtaining a wave invariant for $\tau = |l_0|$ of

$$\text{Wave}(\tau) = \frac{\text{mult}(\tau)}{(2\pi \tau i)^{(2n-1)/2} c} \text{Vol}(\Gamma \backslash H_n),$$

where $\text{mult}(\tau)$ is the multiplicity of the length $\tau$ in $\text{spec}_{[L]}(L \backslash \mathbb{R}^{2n})$. Note that by Theorem 2.16, isospectral Heisenberg manifolds must have isospectral associated tori. It is well known (see for example [2]) that $L \backslash \mathbb{R}^{2n}$ and $L' \backslash \mathbb{R}^{2n}$ are isospectral if and only if they have the same length spectrum; i.e., there exists a length preserving bijection from $L$ onto $L'$.

We conclude that isospectral Heisenberg manifolds must have the same wave invariants.
There is no reason to assume that the length \( \tau = |l_0| \) is not additionally the period of a central lattice element. If this is the case, then the leading term associated to \( \tau \) will not come from the noncentral fixed point set. This is because the dimension of the fixed point set for a central element will always be larger than for a noncentral element, so the leading term of the singularity at \( \tau \) will come from geometric information from the central fixed point set.

We are now able to explain the examples of isospectral Heisenberg manifolds with different multiplicities in the length spectrum. Recall that the multiplicity of a length \( \tau \) is the number of distinct free homotopy classes of loops that can be represented by a closed geodesic of length \( \tau \). As free homotopy classes of loops correspond to conjugacy classes in \( \Gamma \), in the case of a \( \tau \) not appearing in a central free homotopy class, this amounts to counting the number of free homotopy classes \( c_\gamma \) with \( |\Pi(\gamma)| = \tau \), which equals

\[
(2.17) \quad \text{mult}(\tau) = \sum_{l \in L} \sum_{c_\gamma \in \Gamma} 1 = \frac{1}{c} \sum_{l \in L} p_l |J(l)|.
\]

There is no reason to believe the right-hand side of this equation is a spectral invariant, and indeed, in [14], Gordon gives explicit examples to show that it is not.

However, when we weight each free homotopy class with the value of the wave invariant (2.16), we then end up with a spectral invariant, the wave invariant!

Throughout the remainder of the paper, a dot denotes a derivative with respect to \( s \), and a prime denotes a derivative with respect to \( t \) or \( r \).

For \( \gamma = \exp(V + Z_V + Z_V^\perp) \) with period \( \tau \), let \( v_p \in F(\tau, \gamma) \). Our goal is to calculate \( \Phi_{\tau*_{v_p}} \), i.e., the first return or Poincaré map. To do so, we need the following.

**Proposition 2.17.** Let \( G \) be a two-step nilpotent Lie group with left invariant metric \( g \). Let \( \gamma = \exp(V + Z) \in G \) have period \( \tau \), and let \( v_p \in F(\tau, \gamma) \). Let \( \alpha(s) = (p\exp(a_1(s)), a_2(s)) \in \tilde{X} \) such that \( a_1(0) = 0 \) and \( a_2(0) = v \). Let \( a_2(s) = X_0^s + Z_0^s \) with \( Z_0^s \in \mathfrak{z} \) and \( X_0^s \in \mathfrak{v} \). Let \( \exp(X^s(t) + Z^s(t)) \) be the geodesic through \( e \) with initial velocity \( a_2(s) \). Then the
Poincaré map satisfies
\[
\tilde{\Phi}_{\tau*vp}(\dot{\alpha}(0)) = d\frac{d}{ds}\mid_{0} \tilde{\Phi}_{\tau}(\alpha(s)) = (\dot{a}_{1}(0) + X^{0}(\tau) + Z^{0}(\tau)
+ \left[ \dot{a}_{1}(0) + \frac{1}{2}\dot{X}^{0}(\tau), V \right]; X^{0}(\tau) + Z^{0}(\tau))
\]
(2.18)

Also, \(\tilde{\Phi}_{\tau*vp}(\dot{\alpha}(0)) \neq \gamma \cdot \dot{\alpha}(0)\) if and only if \(\dot{X}^{0}(\tau) \neq 0\) or \(\dot{Z}^{0}(\tau) \neq [V, \dot{a}_{1}(0)]\) or \(X^{0}(\tau) \neq X_{0}^{0}\).

Proof of Proposition. This follows directly from the proof of [25, Proposition 3.11]. Note that the conditions (1)–(3) of [25, Proposition 3.11] are equivalent to \(\tilde{\Phi}_{\tau}(vp) = \gamma \cdot vp\), which must be satisfied since \(vp \in \tilde{F}(\tau,\gamma)\).

In order to use Proposition 2.17 to calculate \(\tilde{\Phi}_{\tau*vp}(X)\) for \(X \not\in T_{vp}\tilde{F}(\tau,\gamma)\), we must calculate \(\dot{X}^{0}(\tau), \dot{Z}^{0}(\tau)\) and \(\dot{X}^{0}(\tau)\), where \(\exp(X^{s}(\tau) + Z^{s}(\tau))\) is the geodesic through \(e\) with initial velocity \(a_{2}(s) = X^{s}_{0} + Z^{s}_{0}\), where \(Z^{s}_{0} \in \mathfrak{z}\) and \(X^{s}_{0} \in \mathfrak{v}\). Because we will be taking limits and derivatives of vector curves \(X^{s}_{0} + Z^{s}_{0}\) in \(g\), and because the number of distinct eigenvalues of \(j(Z^{s}_{0})\) can vary with \(s\), we will need the following definitions and properties.

Definition 2.18. Let \((g, \langle , \rangle)\) be a two-step nilpotent metric Lie algebra. Define \(U = \{Z \in \mathfrak{z} : \text{there exists an open neighborhood } O \text{ of } Z \text{ such that } \mu \text{ is constant on } O\}\). We call \(U\) the simple subdomain of \(\mathfrak{z}\).

Proposition 2.19 [26, Proposition 1.19]. Let \((g, \langle , \rangle)\) be a two-step nilpotent metric Lie algebra. Then the following hold.

1. The simple subdomain \(U\) is open and dense in \(\mathfrak{z}\).
2. The function \(\mu(Z)\) is constant on \(U\).
3. The function \(\vartheta_{m} : U \rightarrow \mathbb{R}\) is smooth on \(U - \{0\}\) for \(m = 1, \ldots, \mu(Z)\).
4. If \(Z\) is a limit point of \(U\), then \(\mu(Z) \leq \mu(U)\).
First assume that \( Z_0 = \lim_{s \to 0} Z_s \in \mathcal{U} \). We may then assume that the number of distinct eigenvalues of \( j(Z_s) \) is constant for \( s \) in a neighborhood of 0. Let \( X_1^s \) denote the component of \( X_0^s \) in \( \ker j(Z_s) \). Let \( X_2^s \) denote the component of \( X_0^s \) orthogonal to \( \ker j(Z_s) \), and let \( \xi_m^s \) denote the component of \( X_2^s \) in \( W_m(Z_s) \), for \( m \in \mathcal{M} = \mathcal{M}(Z_0) = \mathcal{M}(Z_s) \). By [1], if \( Z_s \) and \( X_0^s \) are analytic in \( s \), we know that the invariant subspace \( W_m(Z_s) \), the eigenvalue curves \( \vartheta_m(Z_s) \) and the eigenvector curves \( X^s_1, X^s_2 \) and \( \xi_m^s \) are analytic in \( s \), \( m \in \mathcal{M} \). Thus all of the limits and derivatives exist below.

If \( Z_0 \notin \mathcal{U} \), then we must be more precise. As \( \mathcal{U} \) is dense in \( \mathcal{J} \), \( Z_0 \) is a limit point of \( \mathcal{U} \). By Proposition 2.19 and continuity of the set of (unordered) eigenvalues [32, §II.5], two of the eigenvalue curves must approach each other as \( Z \) approaches \( Z_0 \in \mathcal{J} - \mathcal{U} \) and the counting function \( \mu \) has a discontinuity at \( Z_0 \). We proceed as though exactly two eigenvalue curves \( \vartheta_{m'} \) and \( \vartheta_{m''} \) intersect at \( Z_0 \); the statements generalize in the obvious manner in the case that more than two eigenvalue curves intersect at \( Z_0 \). As \( \mathcal{U} \) is dense and open in \( \mathcal{J} \), there exist \( Z_s \to Z_0 \), \( Z_s \in \mathcal{U} \), such that \( \frac{d}{ds}|_{0} Z_s \) takes any desired value, and such that as \( s \to 0 \),

\[
\lim_{s \to 0} \vartheta_{m'}(Z_s) = \vartheta_{m}(Z_0) \quad \text{and} \quad \lim_{s \to 0} \vartheta_{m''}(Z_s) = \vartheta_{m}(Z_0).
\]

We may assume that the curves \( \vartheta_{m'}(Z_s) \) and \( \vartheta_{m''}(Z_s) \) are analytic (in \( s \)) in what follows.

When considering \( X_2^s = \sum_{m \in \mathcal{M}(Z_s)} \xi_m^s \), note that the subscript \( m \) might depend on \( s \) near 0. If \( \mu(Z_0) < \mu(Z_s) \), we view \( W_m(Z_0) \) as the sum of its refined invariant subspaces, which we now define.

For sufficiently small positive values of \( s \), \( j(Z_s) \) has invariant subspaces \( W_{m'}(Z_s) \) and \( W_{m''}(Z_s) \), respectively. By [1, Theorem 4.16], since \( j(Z_s) \to j(Z_0) \) and skew-symmetry holds, we may define

\[
W'(Z_0) = \lim_{s \to 0} W_{m'}(Z_s) \quad \text{and} \quad W''(Z_0) = \lim_{s \to 0} W_{m''}(Z_s).
\]

Note that since \( W_{m'}(Z_s) \) and \( W_{m''}(Z_s) \) are orthogonal, invariant subspaces of \( j(Z_s) \) for all \( s \), their limit spaces \( W'(Z_0) \) and \( W''(Z_0) \) are orthogonal, invariant subspaces of \( j(Z_0) \), and

\[
W_m(Z_0) = W'(Z_0) \oplus W''(Z_0).
\]

We refer to \( W'(Z_0), W''(Z_0) \) as refined invariant subspaces of \( j(Z_0) \).

By passing to refined invariant subspaces when necessary, we deduce that all of the derivatives exist below, even in the case that \( Z_0 \notin \mathcal{U} \), and that the
limiting values are as given. Another technical detail is the possibility that 
\( \lim_{s \to 0} \vartheta_m(Z_s) = 0 \) for some \( m \) such that \( \xi^s_m \neq 0 \). To account for this, we write

\[
(2.19) \quad \mathcal{M} = N \cup M,
\]

where \( N \) is defined as the subset of \( \mathcal{M} \) such that, for \( n \in N \), \( \lim_{s \to 0} \vartheta_n(Z_s) = 0 \) and \( \vartheta_n(Z_s) > 0 \) for all \( s \neq 0 \). Define \( M \) as the subset of \( \mathcal{M} \) such that, for \( m \in M \), \( \lim_{s \to 0} \vartheta_m(Z_s) \neq 0 \). Thus 
\[
X^s_2 = \sum_{m \in M} \xi^s_m + \sum_{n \in N} \xi^s_n.
\]

Note that if \( \vartheta_1(Z_s) = 0 \) for all \( s \), then \( \xi^s_1 = 0 \) for all \( s \), and the vector component corresponding to \( \vartheta_1(Z_s) \) is included in \( X^s_1 \) and not in \( X^s_2 \). Because of this possibility, the notations \( X^0_1 \) and \( X^0_2 \) are ambiguous.

We use the convention that \( a_2(0) = X_1 + X_2 + Z_0 \) as in Notation 2.9, while \( X^0_i = \lim_{s \to 0} X^s_i \), \( i = 1, 2 \) and \( Z^0_0 = \lim_{s \to 0} Z^s_0 \). Thus \( Z^0_0 = Z_0 \) but

\[
X_1 = X^0_1 + \sum_{n \in N} \xi^0_n
\]

and

\[
X_2 = X^0_2 - \sum_{n \in N} \xi^0_n = \sum_{m \in M} \xi^0_m,
\]

where we define \( \xi^0_m = \lim_{s \to 0} \xi^s_m \), \( J_s = j(Z^s_0) \) and \( \vartheta^s_m = \vartheta_m(Z^s_0) \).

Let \( \alpha(s) = (\hat{\exp}(a_1(s)), a_2(s)) \) be a curve in \( \mathcal{F} \) with \( a_1(0) = 0 \), \( a_2(0) = v = X_1 + X_2 + Z_0 \) and \( v_p \in F(\tau, c_\gamma) \). Now \( a_2(s) = X^s_1 + X^s_2 + Z^s_0 \) where \( Z^s_0 \in \mathfrak{z}_1 \), \( X^s_1 + X^s_2 \perp \mathfrak{z}_1 \), \( X^s_1 \in \ker j(Z^s_0) \) and \( X^s_2 \perp \ker j(Z^s_0) \). Also, \( X^s_2 = \sum_{n \in N} \xi^s_n + \sum_{m \in M} \xi^s_m \) where \( \xi^s_m \in W_m(Z^s_0) \) and \( \xi^s_n \in W_n(Z^s_0) \) as above. Define \( \Xi^s_m = J_s \xi^s_m / \vartheta^s_m \) for \( m \in \mathcal{M}(Z^s_0) \).

Let \( \exp(X^s(r) + Z^s(r)) \) be the geodesic through \( e \) with initial velocity \( a_2(s) \). Eberlein [12] first explicitly solved the geodesic equations, so that the values for \( X^s(r) \) and \( Z^s(r) \) are as follows.

\[
X^s(r) = r X^s_1 + (e^{r J_s} - \text{Id})(J_s^{-1} X^s_2)
\]

\[
= r X^s_1 + \sum_{m \in M} \frac{1 - \cos(r \vartheta^s_m)}{\vartheta^s_m} \xi^s_m + \sum_{m \in M} \frac{\sin(r \vartheta^s_m)}{\vartheta^s_m} \xi^s_m
\]

\[
+ \sum_{n \in N} \frac{1 - \cos(r \vartheta^s_n)}{\vartheta^s_n} \Xi^s_n + \sum_{n \in N} \frac{\sin(r \vartheta^s_n)}{\vartheta^s_n} \xi^s_n
\]
The wave trace and the length spectrum

\[X^{s}(r) = X_1^s + e^{rJ_s}X_2^s\]
\[= X_1^s + \sum_{m \in M} \sin(r\vartheta_m^s)\Xi_m^s + \sum_{m \in M} \cos(r\vartheta_m^s)\xi_m^s\]
\[+ \sum_{n \in N} \frac{\sin(r\vartheta_n^s)}{\vartheta_n^s} (j(Z_0^s)\xi_n^s) + \sum_{n \in N} \cos(r\vartheta_n^s)\xi_n^s\]

\[Z^s(\tau) = \int_0^\tau \left(Z_0^s + \frac{1}{2}[X^s(r), X^{s}(r)]\right) dr.\]

Taking the derivative with respect to \( s \) of \( X^s(r) \) and evaluating at \( s = 0 \), we have

\[\dot{X}^0(r) = r\dot{X}_1^0 + \sum_{m \in M} \dot{\vartheta}_m^0 \left( \frac{r\vartheta_0^0 \sin(r\vartheta_0^0) + \cos(r\vartheta_0^0) - 1}{\vartheta_0^2} \right) \Xi_m^0 + \sum_{m \in M} \frac{1 - \cos(r\vartheta_0^0)}{\vartheta_0^2} \Xi_m^0\]
\[+ \sum_{m \in M} \sin(r\vartheta_0^0) \Xi_0^m + \sum_{m \in M} \xi_m^0 \left( \frac{r\vartheta_0^0 \sin(r\vartheta_0^0) + \cos(r\vartheta_0^0) - 1}{\vartheta_0^2} \right) \xi_m^0 + \sum_{m \in M} \Xi_m^0\]
\[+ \sum_{n \in N} \frac{\sin(r\vartheta_n^0)}{\vartheta_n^0} \xi_n^0.\]

Note that for \( m \in M \), the values above are clearly well defined, since all of the values are analytic in \( s \). For \( n \in N \), observe that \( |\Xi_n^s| = |\frac{1}{\vartheta_n^s}J_s\xi_n^s| = |\xi_n^s| \) by using the definition of \( \xi_n^s \) (2.15), so \( \Xi_n^s = \frac{1}{\vartheta_n^s}J_s\xi_n^s \) is likewise well defined with continuous derivative in \( s \). But for \( n \in N \) we now abuse notation slightly. For example, for \( n \in N \), \( \sin(r\vartheta_n^0)/\vartheta_n^0 \) is technically not defined, while \( \lim_{s \to 0} \sin(r\vartheta_n^s)/\vartheta_n^s \) exists and is well defined. We use the convention that for \( n \in N \), when necessary, seemingly undefined values are defined as the limit as \( s \to 0^+ \) of nearby values. With this established, for \( n \in N \)

\[\left( \frac{r\vartheta_n^0 \sin(r\vartheta_n^0) + \cos(r\vartheta_n^0) - 1}{\vartheta_n^2} \right) = \frac{r^2}{2}, \quad \left( \frac{r\vartheta_n^0 \cos(r\vartheta_n^0) - \sin(r\vartheta_n^0)}{\vartheta_n^2} \right) = 0\]
\[\dot{\vartheta}_n^0 \Xi_n^0 = \frac{\dot{\vartheta}_n^0 J_\xi_n^0 \xi_n^0}{\vartheta_n^0} = \frac{d}{ds}_{|0} (J_s\xi_n^s), \quad 1 - \cos(r\vartheta_n^0) \vartheta_n^0 = 0, \quad \sin(r\vartheta_n^0) \vartheta_n^0 = r.\]
We now have

\[
X^0(r) = r \left( X^0_1 + \sum_{n \in N} \xi^0_n \right) + \sum_{m \in M} \left( 1 - \cos(r \dot{\theta}^0_m) \right) \Xi^0_m + \sum_{m \in M} \sin(r \dot{\theta}^0_m) \xi^0_m,
\]

\[
X'^0(r) = \left( X^0_1 + \sum_{n \in N} \xi^0_n \right) + \sum_{m \in M} \sin(r \dot{\theta}^0_m) \Xi^0_m + \sum_{m \in M} \cos(r \dot{\theta}^0_m) \xi^0_m,
\]

\[
\dot{X}^0(r) = r \left( \dot{X}^0_1 + \sum_{n \in N} \dot{\xi}^0_n \right) + \sum_{m \in M} \dot{\theta}^0_m \left( \frac{r \dot{\theta}^0_m \sin(r \dot{\theta}^0_m) + \cos(r \dot{\theta}^0_m) - 1}{\dot{\theta}^0_m^2} \right) \xi^0_m
+ \sum_{m \in M} \frac{1 - \cos(r \dot{\theta}^0_m)}{\dot{\theta}^0_m} \dot{\xi}^0_m
+ \sum_{m \in M} \frac{\sin(r \dot{\theta}^0_m)}{\dot{\theta}^0_m} \xi^0_m
+ \sum_{n \in N} r^2 \frac{d}{ds} \left \vert_0 (J_s \xi^s_n) \right \vert.
\]

A similar analysis yields

\[
\dot{X}'^0(r) = \left( \dot{X}^0_1 + \sum_{n \in N} \dot{\xi}^0_n \right) + \sum_{m \in M} r \dot{\theta}^0_m \cos(r \dot{\theta}^0_m) \Xi^0_m - \sum_{m \in M} r \dot{\theta}^0_m \sin(r \dot{\theta}^0_m) \xi^0_m
+ \sum_{m \in M} \sin(r \dot{\theta}^0_m) \dot{\xi}^0_m + \sum_{m \in M} \cos(r \dot{\theta}^0_m) \xi^0_m + \sum_{n \in N} r \frac{d}{ds} \left \vert_0 (J_s \xi^s_n) \right \vert.
\]

If we let \( r = \tau \) in the above, then by condition (d) of Theorem 2.12, if \( \xi^0_m \neq 0 \) then \( \tau \dot{\theta}^0_m \in 2\pi \mathbb{Z}^+ \). Also note that \( \xi^0_m \neq 0 \) if and only if \( \Xi^0_m \neq 0 \). However, if \( \xi^0_m = 0 \) but \( \xi^0_m \neq 0 \), we cannot assume \( \tau \dot{\theta}^0_m \in 2\pi \mathbb{Z}^+ \). We thus divide the set \( M \) into two disjoint subsets.

\[
(2.20) \quad M' = \{ m \in M : \xi^0_m \neq 0 \} \quad \text{and} \quad M'' = \{ m \in M : \xi^0_m = 0 \}.
\]

We then have

\[
\dot{X}^0(\tau) = \tau \left( \dot{X}^0_1 + \sum_{n \in N} \dot{\xi}^0_n \right) + \sum_{m \in M'} \left( \frac{\tau \dot{\theta}^0_m}{\dot{\theta}^0_m} \right) \xi^0_m + \sum_{n \in N} \frac{\tau^2}{2} \frac{d}{ds} \left \vert_0 (J_s \xi^s_n) \right \vert
+ \sum_{m \in M''} \frac{1 - \cos(\tau \dot{\theta}^0_m)}{\dot{\theta}^0_m} \dot{\xi}^0_m + \sum_{m \in M''} \frac{\sin(\tau \dot{\theta}^0_m)}{\dot{\theta}^0_m} \xi^0_m.
\]
A similar analysis yields
\[
\dot{X}'^0(\tau) = \left( \dot{X}'_1 + \sum_{n \in N} \xi_n^0 + \sum_{m \in M'} \xi_m^0 \right) + \sum_{m \in M'} \tau \dot{\vartheta}_m^0 \Xi_m^0 + \sum_{n \in N} \tau \frac{d}{ds}|_0 (J_s \xi_n^s)
\]
\[
+ \sum_{m \in M''} \sin(\tau \dot{\vartheta}_m^0) \dot{\Xi}_m^0 + \sum_{m \in M''} \cos(\tau \dot{\vartheta}_m^0) \dot{\xi}_m^0,
\]
which implies
\[
-\dot{X}'^0(\tau) + \dot{X}_0^0 = -\sum_{m \in M'} \tau \dot{\vartheta}_m^0 \Xi_m^0 - \sum_{n \in N} \tau \frac{d}{ds}|_0 (J_s \xi_n^s)
\]
\[
-\sum_{m \in M''} \sin(\tau \dot{\vartheta}_m^0) \dot{\Xi}_m^0 + \sum_{m \in M''} (1 - \cos(\tau \dot{\vartheta}_m^0)) \dot{\xi}_m^0.
\] (2.21b)

Now recall that
\[
\dot{Z}^0(\tau) = \frac{d}{ds}|_0 \int_0^\tau \left( Z_s^0 + \frac{1}{2} [X^s(r), X'^s(r)] \right) dr.
\]

Since everything in sight is analytic in both \(s\) and \(r\) and bounded with bounded derivative in \(s\) near \(0\), and since we are integrating over a finite, closed interval, we can use uniform convergence to bring the derivative \(\frac{d}{ds}\) under the integral sign. Using the linearity of the Lie bracket in each component and the product rule, we thus have
\[
\frac{d}{ds}|_0 Z^s(\tau) = \int_0^\tau \left( \dot{Z}_0^0 + \frac{1}{2} [\dot{X}_0^0(\tau), X'^0(\tau)] + \frac{1}{2} [X^0(\tau), \dot{X}'^0(\tau)] \right) dr.
\]

After substituting in the above values of \(X^0(r), X'^0(r), \dot{X}_0^0(r)\) and \(\dot{X}'^0(r)\), using the fact that \(X_1 = \frac{1}{\tau} V\), integrating, and using the fact that for \(m \in M', \tau \dot{\vartheta}_m^0 \in 2\pi \mathbb{Z}^+\), we obtain
\[
\dot{Z}'^0(\tau) = \tau \dot{Z}_0^0 + \left[ V, \int_0^\tau \frac{1}{2\tau} (r \dot{X}'^0(r) - \dot{X}_0^0(r))dr \right]
\]
\[
+ \sum_{m \in M', h \in M' \atop \vartheta_m^0 = \vartheta_h^0} \frac{\tau}{2 \dot{\vartheta}_m^0} \left( [\xi_m^0, \Xi_h^0] + [\xi_h^0, \dot{\Xi}_m^0] \right)
\]
\[
- \sum_{m \in M'} \frac{\tau}{2 \dot{\vartheta}_m^0} \left( \dot{X}_1^0 + \sum_{n \in N} \dot{\xi}_n^0, \Xi_m^0 \right)
\]
\[
+ \sum_{m \in M', n \in N} \frac{\tau^2}{2 \dot{\vartheta}_m^0} \left[ \Xi_m^0, \frac{d}{ds}|_0 (J_s \xi_n^s) \right].
\]
\[ - \sum_{m \in M', n \in N} \frac{\tau}{\vartheta_m} \left[ \xi_0 \frac{d}{ds} \big|_0 \right] (J_s \xi_n^s) \]
\[ + \sum_{m, h \in M'} \frac{\tau (\dot{\vartheta}_h^0 \vartheta_m - \dot{\vartheta}_m^0 \dot{\vartheta}_h^0)}{\vartheta_m^2} \left[ \xi_0, \xi_h^0 \right] \]
\[ + \sum_{m, h \in M'} \frac{\tau (3 \dot{\vartheta}_h^0 + \dot{\vartheta}_m^0)}{4 \vartheta_m^2} \left[ \xi_0, \xi_h^0 \right] \]
\[ + \sum_{\vartheta_m^0, \vartheta_h^0 \in M'} \vartheta_m^0 \left[ \xi_0, \xi_h^0 \right] \]
\[ - \sum_{\vartheta_m^0, \vartheta_h^0 \in M'} \frac{\vartheta_h^0 (1 - \cos(\tau \vartheta_m^0))}{\vartheta_m^2} \left[ \xi_0, \xi_h^0 \right] \]
\[ + \sum_{m \in M, n \in N} \frac{\tau^2 (\dot{\vartheta}_m^0 - \dot{\vartheta}_h^0)}{8 \vartheta_m^2} \left( \left[ \xi_0, \xi_h^0 \right] + \left[ \xi_m^0, \xi_h^0 \right] \right) \]
\[ + \sum_{m \in M', n \in M'} \vartheta_m^0 \left( \vartheta_m^0 - \vartheta_h^0 \right) \left[ \xi_0, \xi_h^0 \right] \]
\[ + \sum_{m \in M', n \in M'} \vartheta_m^0 \sin(\tau \vartheta_m^0) \left[ \xi_0, \xi_h^0 \right] \]
\[ + \sum_{m \in M', n \in M'} \vartheta_m^0 \left( \vartheta_m^0 - \vartheta_h^0 \right) \left[ \xi_0, \xi_h^0 \right] \]
\[ + \sum_{m \in M', n \in M'} \frac{1 - \cos(\tau \vartheta_m^0)}{\vartheta_m^2 - \vartheta_h^2} \left[ \xi_0, \xi_h^0 \right]. \]

Similarly

\[ (2.21d) \]
\[ \int_0^\tau \frac{1}{2\tau} \left( r X^0(r) - \dot{X}^0(r) \right) dr \]
\[ = \sum_{m \in M'} \frac{2 \dot{\vartheta}_m^0 \vartheta_m^0}{\vartheta_m^2} \vartheta_m^0 + \sum_{m \in M'} \frac{\tau \vartheta_m^0 \xi_0}{\vartheta_m^0} - \sum_{m \in M'} \frac{1}{\vartheta_m^0} \vartheta_m^0 + \sum_{n \in N} \frac{\tau^2}{12} \frac{d}{ds} \big|_0 (J_s \xi_n^s) \]
\[ + \sum_{m \in M''} \frac{2 \sin(\tau \vartheta_m^0) - \tau \vartheta_m^0 \cos(\tau \vartheta_m^0) + 1}{2 \tau \vartheta_m^2} \vartheta_m^0 \]
\[ + \sum_{m \in M''} \frac{2 (\cos(\tau \vartheta_m^0) - 1) + \tau \vartheta_m^0 \sin(\tau \vartheta_m^0)}{2 \tau \vartheta_m^2} \vartheta_m^0. \]
Finally, we require the canonical symplectic form on $T_{v_p}TG$ viewed as $T_pG \times T_vg$. Recall that we use the canonical form on the dual bundle together with the inner product and the musical isomorphisms to obtain the canonical symplectic form on $T_{v_p}TG$.

**Theorem 2.20** [13]. With notation as above, for a Riemannian two-step nilmanifold, the canonical symplectic form on $T_{v_p}TG = T_pG \times T_vg$ is

$$\omega_{v_p}((A_1, B_1), (A_2, B_2)) = \langle A_1, B_2 \rangle - \langle A_2, B_1 \rangle + \langle v, [A_1, A_2] \rangle,$$

where $A_1, A_2 \in T_pG = L_{p*}g$ and $B_1, B_2 \in T_vg$.

### 3. The DG-multiplier in the wave invariants

We now use (2.18) and (2.21) to determine the Poincaré map, and in some cases the DG-multiplier, for the periods associated to an arbitrary element $\gamma \in \Gamma$ for an arbitrary two-step nilmanifold $(\Gamma \backslash G, g)$.

We use Theorem 2.11 and Remark 2.13 to divide our computations into several cases.

**Case I.** $\gamma = \exp(V + Z_V)$ and $\tau = |V|$ (i.e., $Z_V^\perp = 0$)

**Case II.** $\gamma = \exp(Z)$ and $\tau = |Z|$

**Case III.** $\gamma = \exp(Z)$ and $\tau < |Z|$

**Case IV.** $\gamma = \exp(V + Z_V + Z_V^\perp), Z_V^\perp \neq 0$ and $\tau = |V + Z_V^\perp|$

**Case V.** $\gamma = \exp(V + Z_V + Z_V^\perp), Z_V^\perp \neq 0$ and $\tau < |V + Z_V^\perp|$.

In Cases I, II and IV we are also able to obtain a reasonable, geometric formula for the DG-multiplier. In Cases III and V, the expression of the Poincaré map is sufficiently prohibitive. We are able to compute the DG-multiplier for Case III and V only in special cases or specific examples. See Section 4 for the special case of a one-dimensional center/Heisenberg manifold, and a specific five-dimensional example.

Recall that we seek to calculate $d\mu$ from (2.3) and Lemma 2.2. For this, we must calculate $T = I - \tilde{\Phi}_{\tau \gamma_p}$ on a basis of $TX$ normal to $T_{v_p}\tilde{F}(\tau, \gamma)$. For $x \in G$, define $C(x, G)$ as the centralizer of $x$ in $G$. For $X \in g$, define $C(X, g)$ as the centralizer of $X$ in $g$. 

We continue the notation of Section 2.

Case I: Poincaré Map. \( \gamma = \exp(V + Z_V) \) and \( \tau = |V| \) (i.e., \( Z_V^⊥ = 0 \)).

Let \( \tilde{V} = V/\tau = V/|V| \). It follows from Theorem 2.12 that \( \tilde{F}(\tau, \gamma) = C(\gamma, G)\tilde{q} \times \{ \tilde{V} \} \) where \( \tilde{q} \exp(V)\tilde{q}^{-1} = \gamma \). Let \( v_\tilde{p} \in \tilde{F}(\tau, \gamma) \), so \( v_\tilde{p} = (\tilde{p}, \tilde{V}) \) and \( \tilde{p} = x\tilde{q} \) where \( x \in C(\gamma, G) \). So that \( \tilde{p} \exp(V) = \gamma \tilde{p} \). Then

\[
T_{v_\tilde{p}} \tilde{F}(\tau, \gamma) = C(\log \gamma, \mathfrak{g}) \times \{0\}
\]

As \( \tilde{\Phi}_{\tau,v_\tilde{p}} = \text{Id} \) when restricted to \( C(\log \gamma, \mathfrak{g}) \times \{0\} \), we must calculate

1. \( \tilde{\Phi}_{\tau,v_\tilde{p}}(U, 0) \) where \( U \perp C(\log \gamma, \mathfrak{g}) \),
2. \( \tilde{\Phi}_{\tau,v_\tilde{p}}(0, U) \) where \( U \perp V \) and \( U \in \mathfrak{v} \) and
3. \( \tilde{\Phi}_{\tau,v_\tilde{p}}(0, \zeta) \) where \( \zeta \in \mathfrak{z} \).

For (1), we let \( \alpha(s) = (\tilde{p}, \cos s\tilde{V} + \sin sU) \), so that \( a_1(s) = e, a_2(s) = \cos s\tilde{V} + \sin sU, \dot{a}_1(0) = 0 \) and \( \dot{a}_2(0) = U \). Here \( Z_0^s = 0 \) so \( X_0^s = 0 \) and \( X_1^s = \cos s\tilde{V} + \sin sU \). Using (2.21), \( \dot{X}_0^0(\tau) = 0, -\dot{X}^0(\tau) + X_0^0 = 0 \) and \( \dot{Z}_0^0(\tau) = 0 \), thus by (2.18)

\[
(I-1) \quad (\text{Id} - \tilde{\Phi}_{\tau,v_\tilde{p}})(U, 0) = ([V, U], 0).
\]

For (2), we let \( \alpha(s) = (\tilde{p}, \cos s\tilde{V} + \sin sU) \), so that \( a_1(s) = e, a_2(s) = \cos s\tilde{V} + \sin sU, \dot{a}_1(0) = 0 \) and \( \dot{a}_2(0) = U \). Here \( Z_0^s = \sin s\zeta \) and \( \dot{Z}_0^s = \zeta \). Let \( \tilde{V} = X_1 + \sum_{m \in \mathcal{M}} \xi_m \), where \( X_1 \in \ker j(\zeta) \) and \( \xi_m \in W_m(\zeta) \) for \( m \in \mathcal{M}(\zeta) \). Thus \( X_0^s = \cos sX_1 + \sum_{m \in \mathcal{M}} \cos s\xi_m, X_1^s = \cos sX_1 \) and \( \dot{X}_1^0 = 0 \). Note that \( \xi_m^s = \cos s\xi_m \), so that \( \xi_m^0 = \xi_m, \xi_0^0 = 0, \zeta_0^0 = j(\zeta)\xi_m/\theta_m(\zeta) \) and \( \dot{\zeta}_m^0 = 0 \). Also, \( \dot{\theta}_m^0 = \sin s\theta_m(\zeta) \), so that \( \dot{\psi}_m^0 = 0, \dot{\vartheta}_m^0 = \vartheta_m, N = \mathcal{M} \) and \( M = \emptyset \). Finally, \( \frac{d}{ds} (J_n(\gamma)\mathfrak{s}_n) = j(\zeta)\mathfrak{s}_n \) for \( n \in N \). Plugging these values into (2.21), we have \( \dot{X}^0(\tau) = \frac{\tau}{2} j(\zeta)\tilde{V}, -\dot{X}^0(\tau) + \dot{X}_0^0 = -\tau j(\zeta)\tilde{V} \) and \( \dot{Z}^0(\tau) = \tau \zeta + \frac{\tau}{12}[V, j(\zeta)\tilde{V}] \). Thus by (2.18)

\[
(I-2) \quad (\text{Id} - \tilde{\Phi}_{\tau,v_\tilde{p}})(0, \zeta) = \left( -\frac{\tau}{2} j(\zeta)\tilde{V} - \tau \zeta + \frac{\tau}{6}[V, j(\zeta)\tilde{V}], -j(\zeta)\tilde{V} \right).
\]

Case I: DG-Multiplier. We must now wisely choose bases \( \mathcal{E}, \mathcal{V} \) and \( \mathcal{F} \) so that \( d\mu \) can be expressed in terms of \( \tau, \gamma \) and \( v_\tilde{p} \). We continue the notation of Lemma 2.2.
Let \{\bar{V}, Y_1, \ldots, Y_a, \zeta_1, \ldots, \zeta_b, \zeta_{b+1}, \ldots, \zeta_c\} be an orthonormal basis of \(C(\log \gamma, \mathfrak{g})\) such that \(\mathfrak{f} = \text{span}_\mathbb{R}\{\zeta_1, \ldots, \zeta_c\}\), \([V, \mathfrak{g}] = \text{span}_\mathbb{R}\{\zeta_1, \ldots, \zeta_b\}\), \(\zeta_j \perp [V, \mathfrak{g}]\) for \(j = b + 1, \ldots, c\) and \(Y_i \perp \mathfrak{f}\), \(i = 1, \ldots, a\). Let \(C(\log \gamma, \mathfrak{g})^\perp\) be the orthogonal complement of \(C(\log \gamma, \mathfrak{g})\) in \(\mathfrak{g}\). Let \(\{Y_1^\perp, \ldots, Y_b^\perp\}\) be an orthonormal basis of \(C(\log \gamma, \mathfrak{g})^\perp\). The set \([V, Y_1^\perp], \ldots, [V, Y_b^\perp]\) forms a basis of \([V, \mathfrak{g}]\), so the dimension of \([V, \mathfrak{g}]\) is equal to the dimension of \(C(\log \gamma, \mathfrak{g})^\perp\).

We set

\[
\mathcal{E} = \{(\bar{V}, 0), (Y_1, 0), \ldots, (Y_a, 0), (\zeta_1, 0), \ldots, (\zeta_c, 0), (0, \bar{V})\}.
\]

Then using Theorem 2.20 we compute

\[
\mathcal{F} = \{(0, \bar{V}), (0, Y_1), \ldots, (0, Y_a), (0, \zeta_1), \ldots, (0, \zeta_c), (-\bar{V}, 0)\}.
\]

We set

\[
\mathcal{V} = \{(Y_1^\perp, 0), \ldots, (Y_b^\perp, 0), (0, Y_1^\perp), \ldots, (0, Y_b^\perp), (0, Y_1), \ldots, (0, Y_a), (0, \zeta_1), \ldots, (0, \zeta_c)\}.
\]

We must calculate \(TV \wedge \mathcal{F}\) as a multiple of \(\mathcal{V} \wedge \mathcal{E}\), up to sign. Now \(TV \wedge \mathcal{F}\) equals

\[
T(Y_1^\perp, 0) \wedge \cdots \wedge T(Y_b^\perp, 0) \wedge T(0, Y_1^\perp) \wedge \cdots \wedge T(0, Y_b^\perp)
\]
\[
\wedge T(0, Y_1) \wedge \cdots \wedge T(0, Y_a)
\]
\[
\wedge T(0, \zeta_1) \wedge \cdots \wedge T(0, \zeta_c) \wedge (0, \bar{V}) \wedge (0, Y_1) \wedge \cdots \wedge (0, Y_a)
\]
\[
\wedge (0, \zeta_1) \wedge \cdots \wedge (0, \zeta_c) \wedge (\bar{V}, 0).
\]

From (I-1), \(T(Y_\delta^\perp, 0) = ([V, Y_\delta^\perp], 0), \delta = 1, \ldots, b\). Let

(I-M) \quad \quad M_{\delta, \beta} = \langle \zeta_\beta, [V, Y_\delta^\perp]\rangle,

for \(\beta, \delta = 1, \ldots, b\). Then \([V, Y_\delta^\perp] = \sum_{\beta=1}^{b} \delta_{\beta} \zeta_\beta\). Thus \(T(Y_1^\perp, 0) \wedge \ldots \wedge T(Y_b^\perp, 0) = \det(M)(\zeta_1, 0) \wedge \ldots \wedge (\zeta_b, 0)\). We now must compute \(TV \wedge \mathcal{F}\) equals

\[
\det(M)(\zeta_1, 0) \wedge \cdots \wedge (\zeta_b, 0) \wedge T(0, Y_1^\perp) \wedge \cdots \wedge T(0, Y_b^\perp)
\]
\[
\wedge T(0, Y_1) \wedge \cdots \wedge T(0, Y_a)
\]
\[
\wedge T(0, \zeta_1) \wedge \cdots \wedge T(0, \zeta_c) \wedge (0, \bar{V}) \wedge (0, Y_1) \wedge \cdots \wedge (0, Y_a)
\]
\[
\wedge (0, \zeta_1) \cdots \wedge (0, \zeta_c) \wedge (\bar{V}, 0).
\]
By (I-2), \( T(0, Y^\perp_\delta) = (-\tau Y^\perp_\delta + \frac{r}{2}[V, Y^\perp_\delta], 0) \), \( \delta = 1, \ldots, b \), and \( T(0, Y_\alpha) = (-\tau Y_\alpha, 0) \), \( \alpha = 1, \ldots, a \). Since \([V, Y^\perp_\delta] \in \text{span}\{\zeta_1, \ldots, \zeta_b\}\), and since \( T(0, Y^\perp_\delta) \) is then wedged with \((\zeta_1, 0) \land \cdots \land (\zeta_b, 0)\), we have up to sign \( TV \land F = \)
\[
\det(M)(\zeta_1, 0) \land \cdots \land (\zeta_b, 0) \land \tau^b(Y^\perp_1, 0) \land \cdots \land (Y^\perp_b, 0)
\land T(0, \zeta_1) \land \cdots \land T(0, \zeta_c) \land (0, V) \land (0, Y_1) \land \cdots \land (0, Y_1)
\land (0, \zeta_1) \land \cdots \land (0, \zeta_c) \land (V, 0).
\]

By (I-3), \( T(0, \zeta_\beta) = (\frac{r}{2} j(\zeta_\beta)V - \tau \zeta_\beta + \frac{r}{6}[V, j(\zeta_\beta)V], -j(\zeta_\beta)V) \), for \( \beta = 1, \ldots, b \) and \( T(0, \zeta_\beta) = (-\tau \zeta_\beta, 0) \), for \( \beta = b+1, \ldots, c \). Since \( j(\zeta_\beta)V \in \text{span}\{Y^\perp_1, \ldots, Y^\perp_b, Y_1, \ldots, Y_a\} \), and since \( T(0, \zeta_\beta) \) is then wedged with \((Y^\perp_1, 0) \land \cdots \land (Y_\alpha, 0)\), we can ignore the contribution of \( j(\zeta_\beta)V \) in the left component, \( \beta = 1, \ldots, b \). Likewise, \( \zeta_\beta \) and \([V, j(\zeta_\beta)V] \) in the left component are included in spans of other elements, for \( \beta = 1, \ldots, b \); the only contribution of \( T(0, \zeta_\beta) \) to \( TV \land F \) is \((0, j(\zeta_\beta)V)\), for \( \beta = 1, \ldots, b \).

Now \( j(\zeta_\beta)V = \sum_{\delta=1}^b M_{\delta, \beta} Y^\perp_\delta \). So we have \( TV \land F = \)
\[
\det(M)\tau^{a+b}(\zeta_1, 0) \land \cdots \land (\zeta_b, 0) \land (Y^\perp_1, 0) \land \cdots \land (Y^\perp_b, 0)
\land (Y_1, 0) \land \cdots \land (Y_\alpha, 0)
\land \tau^{c-b} \det(M)(0, Y^\perp_1) \land \cdots \land (0, Y^\perp_b) \land (\zeta_{b+1}, 0) \land \cdots \land (\zeta_c, 0)
\land (0, V) \land (0, Y_1) \land \cdots \land (0, Y_1) \land (0, \zeta_1) \land \cdots \land (0, \zeta_c) \land (V, 0).
\]

In conclusion, the DG-multiplier for \( d\mu \) when \( \gamma = \exp(V) \) and \( \tau = |V| \) is:

\[
(I-DG) \quad \frac{1}{\tau^{(\dim C(\gamma, G) - 1)/2} \det(M)},
\]
where \( M \) is defined in (I-M).

**Case II: Poincaré Map.** \( \gamma = \exp(Z) \) and \( \tau = |Z| \).

Let \( \bar{Z} = Z/\tau = Z/|Z| \). By Theorem 2.12, \( \bar{F}(\tau, \gamma) = G \times \{\bar{Z}\} \). Let \( v_\bar{p} \in \bar{F}(\tau, \gamma) \), so \( v_\bar{p} = (\bar{p}, \bar{Z}) \) where \( \bar{p} \in G \). Then
\[
T_{v_\bar{p}} \bar{F}(\tau, \gamma) = g \times \{0\}.
\]
So \( \Phi_{\tau^*v_\bar{p}} = \text{Id} \) when restricted to \( g \times \{0\} \). We must calculate (1) \( \Phi_{\tau^*v_\bar{p}}(0, U) \) where \( U \in v \) and (2) \( \Phi_{\tau^*v_\bar{p}}(0, \zeta) \) where \( \zeta \in \mathfrak{z} \).

For (1), we let \( \alpha(s) = (\bar{p}, \sin sU + \cos s\bar{Z}) \), so that \( a_1(s) = e, a_2(s) = \sin sU + \cos s\bar{Z}, \dot{a}_1(0) = 0 \) and \( \dot{a}_2(0) = U \). Here \( Z^s_0 = \cos s\bar{Z} \), so \( \vartheta^s_m = \).
\[ \partial_m(Z^0) = \cos s \partial_m(Z), \text{ and } \dot{\partial}_m = 0 \text{ for } m \in \mathcal{M}(Z). \] Also, \( \dot{\partial}_m = 0 \) if and only if \( \partial_m(Z) = 0 \), so \( N = \emptyset \) and \( M = \mathcal{M} \). Let

\[ (\text{II}-U) \quad U = X_1 + \sum_{m \in \mathcal{M}} \xi_m, \]

where \( X_1 \in \ker j(Z) \) and \( \xi_m \in W_m(Z) \). Let \( \partial_m = \partial_m(Z) / \tau \) and \( \Xi_m = j(Z) \xi_m / \partial_m \). Then \( X^s_1 = \sin s \partial_m \) and \( X^s_2 = \sum_{m \in \mathcal{M}} \sin s \xi_m \), so that \( \xi_m = \sin s \xi_m \). From this we have \( X_1^0 = 0 \), \( \xi_m^0 = 0 \), \( \Xi_0^m = 0 \), \( \dot{X}_1^0 = X_1 \), \( \dot{\xi}_m = \xi_m \), and \( \ddot{\xi}_m = \Xi_m \). This implies \( M' = \emptyset \) and \( M'' = \mathcal{M} \). Plugging these into (2.21) we have

\[ \dot{\dot{X}}(\tau) = \tau X_1 + \sum_{m \in \mathcal{M}} \tau \frac{(1 - \cos(\partial_m(Z)))}{\partial_m(Z)} \Xi_m + \sum_{m \in \mathcal{M}} \tau \frac{\sin(\partial_m(Z))}{\partial_m(Z)} \xi_m, \]

\[ \text{where } \tau X_1 + \sum_{m \in \mathcal{M}} \tau \frac{(1 - \cos(\partial_m(Z)))}{\partial_m(Z)} \Xi_m + \sum_{m \in \mathcal{M}} \tau \frac{\sin(\partial_m(Z))}{\partial_m(Z)} \xi_m, \]

\[ \text{is orthogonal to } \Xi_m. \]

For (I), we let \( (\tilde{p}, s \zeta + \cos s \tilde{Z}) \), so that \( a_1 = e \), \( a_2 = s \zeta + \cos s \tilde{Z} \), \( \dot{a}_1(0) = 0 \) and \( \dot{a}_2(0) = \zeta \). Here \( Z^s_0 = \sin s \zeta + \cos s \tilde{Z} \), so \( \dot{Z}^s_0 = \zeta \). Also \( X^s_0 \equiv 0 \), so \( X^s_1 \equiv 0 \) and \( \xi_m \equiv 0 \) for \( m \in \mathcal{M} \). From this we have \( X_1^0 = 0 \), \( \xi_0^m = 0 \), \( \Xi_0^m = 0 \), \( \dot{X}_1^0 = 0 \), \( \dot{\xi}_m^0 = 0 \) and \( \ddot{\xi}_m = 0 \) for \( m \in \mathcal{M} \). One easily computes that \( \dot{X}(\tau) = 0 \), \( \dot{\dot{X}}(\tau) + \dot{X}^0(\tau) = 0 \) and \( \ddot{X}(\tau) = \tau \zeta \). Thus

\[ \text{(II-2) } \quad (\text{Id} - \tilde{\Phi}_{\tau^* \nu \nu}')(0, \zeta) = (-\tau \zeta, 0). \]

**Case II: DG-Multiplier.** Let \( \{\xi_1^0, \ldots, \xi_0^0\} \) be an orthonormal basis of \( \ker j(Z) \). For \( m \in \mathcal{M} \), let \( \xi_m^1 \) be a unit vector of \( W_m(Z) \). Let \( \Xi_m^1 = j(Z) \xi_m^1 / \partial_m(Z) \). One easily checks that \( \xi_m^1 \) and \( \Xi_m^1 \) are orthogonal unit vectors in \( W_m(Z) \). Let \( \Xi_m^2 \) be a unit vector in \( W_m(Z) \) that is orthogonal to both \( \xi_m^1 \) and \( \Xi_m^1 \). Proceed until we have \( \{\xi_m^1, \xi_m^1, \xi_m^2, \xi_m^1, \ldots, \xi_m^1, \xi_m^2, \ldots, \xi_m^{a_m}, \xi_m^{a_m}\} \), an orthonormal basis of \( W_m(Z) \) such that \( \Xi_m^\alpha = j(Z) \xi_m^\alpha / \partial_m(Z), \alpha = 1, \ldots, a_m \). Let \( \{\tilde{Z}, \zeta_1, \ldots, \zeta_b\} \) be an orthonormal basis of \( Z \).
We set
\[ \mathcal{E} = \{(\xi_0^1, 0), \ldots, (\Xi_{\mu}^a, 0), (Z, 0), (\zeta_1, 0), \ldots, (\zeta_b, 0), (0, Z)\}. \]

By Theorem 2.20,
\[ \mathcal{F} = \{(0, \xi_0^1), \ldots, (0, \Xi_{\mu}^a), (0, \bar{Z}), (0, \zeta_1), \ldots, (0, \zeta_b), (0, -\bar{Z})\}. \]

We set
\[ \mathcal{V} = \{(0, \xi_0^1), \ldots, (0, \Xi_{\mu}^a), (0, \zeta_1), \ldots, (0, \zeta_b)\}. \]

We must calculate \( TV \wedge \mathcal{F} \) as a multiple of \( \mathcal{V} \wedge \mathcal{E} \), up to sign. We have
\[
TV \wedge \mathcal{F} = T(0, \xi_0^1) \wedge \cdots \wedge T(0, \xi_0^a) \wedge T(0, \zeta_1) \wedge \cdots \wedge T(0, \zeta_b) \\
\wedge (0, \xi_0^1) \wedge \cdots \wedge (0, \Xi_{\mu}^a) \wedge (0, \bar{Z}) \wedge (0, \zeta_1) \wedge \cdots \wedge (0, \zeta_b) \wedge (0, -\bar{Z}).
\]

By (II-1) \( T(0, \xi_0^1) \wedge \cdots \wedge T(0, \xi_0^a) = \pm \tau^{a_0} (\xi_0^1, 0) \wedge \cdots \wedge (\xi_0^a, 0) \), and from (II-2), \( T(0, \zeta_1) \wedge \cdots \wedge T(0, \zeta_b) = \pm \tau^{b} (\zeta_1, 0) \wedge \cdots \wedge (\zeta_b, 0) \). Now \( T(0, \xi_0^a) = (-c_m \tau \Xi_{\alpha}^a - s_m \tau \Xi_{\alpha}^a, *) \), where \( c_m = (1 - \cos(\vartheta_m(Z))) / \vartheta_m(Z) \) and \( s_m = \sin(\vartheta_m(Z)) / \vartheta_m(Z) \). The right-hand component of \( T(0, \xi_0^a) \) is contained in \( W_m(Z) \), and as in Case I, because the result is ultimately wedged with \( (0, \xi_0^1) \wedge \cdots \wedge (0, \Xi_{\mu}^a) \), the right-hand component contributes nothing to the final wedge product. Note that \( j(Z) \Xi_{\mu}^a / \vartheta_m(Z) = -\xi_{\alpha}^a \). So, \( T(0, \Xi_{\mu}^a) = (-s_m \tau \Xi_{\alpha}^a + c_m \tau \Xi_{\alpha}^a, *) \), and the right-hand component of \( T(0, \Xi_{\mu}^a) \) also lies in \( W_m(Z) \). Thus the contribution of \( T(0, \xi_0^a) \wedge T(0, \Xi_{\mu}^a) \) to \( TV \wedge \mathcal{F} \) is \( \tau^2 (s_m^2 + c_m^2) \xi_{\alpha}^a, 0 \wedge (\Xi_{\mu}^a, 0) \).

Putting this altogether, we conclude that the DG-multiplier for \( d\mu \) when \( \gamma = \exp(Z) \) and \( \tau = |Z| \) is
\[
\text{(II-DG)} \quad \tau^{-(\dim g - 1)/2} \prod_{m \in M(Z)} \left( \frac{2(1 - \cos(\vartheta_m(Z)))}{\vartheta_m(Z)^2} \right)^{-\dim W_m(Z)/4}.
\]

Note that by the Clean Intersection Hypothesis (Theorem 2.14), \( (1 - \cos(\tau \vartheta_m(Z))) \neq 0 \) for all \( m \in M \) and for all \( Z \in \log g \cap \mathfrak{z} \).

Case III: Poincaré Map. \( \gamma = \exp(Z) \) and \( \tau < |Z| \).

By Theorem 2.11, the periods of \( \gamma \) with \( \tau < |Z| \) are precisely
\[
\left\{ \frac{|Z|}{|K(X_2 + Z_0)|} : X_2 + Z_0 \text{ satisfy (i)-(iv) below} \right\}
\]
Given $Z_0 \in \mathfrak{z}$ and $X_2 = \sum_{m \in \mathcal{M}(Z_0)} \xi_m \in \mathfrak{v}$, where $\xi_m \in W_m(Z_0)$, the conditions referred to above are the following:

(i) $|X_2 + Z_0| = 1$,
(ii) $X_2 \perp \ker j(Z_0)$, $X_2 \neq 0$,
(iii) $Z \in \text{span}_{\mathbb{R}^+}\{K(X_2 + Z_0)\}$,
(iv) for all $m \in \mathcal{M}$ such that $\xi_m \neq 0$, $\frac{|Z|\vartheta_m(Z_0)}{2\pi|K(X_2 + Z_0)|} \in \mathbb{Z}$.

Let $\tau = \frac{|Z|}{K(X_2 + Z_0)}$ where $\hat{X}_2 + \hat{Z}_0$ satisfies (i)–(iv) above. Then by Theorem 2.12

$$\hat{F}(\tau, \gamma) = \{v_{\tilde{p}} : v = X_2 + Z_0 : X_2 + Z_0 \text{ satisfy (a)–(d) below }\}.$$ 

Given $\tilde{p} \in G$, $Z_0 \in \mathfrak{z}$ and $X_2 = \sum_{m \in \mathcal{M}(Z_0)} \xi_m \in \mathfrak{v}$, where $\xi_m \in W_m(Z_0)$, the conditions referred to above are the following:

(a) $|X_2 + Z_0| = 1$,
(b) $X_2 \perp \ker j(Z_0)$, $X_2 \neq 0$,
(c) $K(X_2 + Z_0) = \frac{1}{\tau}Z$ and
(d) for all $m \in \mathcal{M}(Z_0)$ such that $\xi_m \neq 0$, $\vartheta_m(Z_0) \in \frac{2\pi}{\tau}\mathbb{Z}^\perp$.

Let $v_{\tilde{p}} \in \hat{F}(\tau, \gamma)$, so $v_{\tilde{p}} = (\tilde{p}, X_2 + Z_0)$ where $\tilde{p} \in G$ and $v = X_2 + Z_0$ satisfies (a)–(d) above. Note that since there is no restriction on $\tilde{p}$ in $\hat{F}(\tau, \gamma)$, $g \times \{0\} \subset T_{v_{\tilde{p}}}\hat{F}(\tau, \gamma)$, so $\Phi_{\tau, v_{\tilde{p}}} = \text{Id}$ when restricted to $g \times \{0\}$. Elements not in $T_{v_{\tilde{p}}}\hat{F}(\tau, \gamma)$ are spanned by vectors of the following type: (1) $\Phi_{\tau, v_{\tilde{p}}}(0, v^\perp)$ where $v^\perp \in \text{span}_{\mathbb{R}}\{X_2, Z_0\}$, $v^\perp \perp v$, (2) $\Phi_{\tau, v_{\tilde{p}}}(0, U)$ where $U \in \mathfrak{v}$, $U \perp v$, (3) $\Phi_{\tau, v_{\tilde{p}}}(0, \zeta)$ where $\zeta \in \mathfrak{z}$, $\zeta \perp v$.

For (1), let $\bar{X}_2 = X_2/|X_2|$ and $\bar{Z}_0 = Z_0/|Z_0|$. As $|X_2 + Z_0| = 1$, there exists $\beta$ so that $v = \cos \beta \bar{X}_2 + \sin \beta \bar{Z}_0$. In particular, $\cos \beta = |X_2|$ and $\sin \beta = |Z_0|$. Recall that $X_2 = \sum_{m \in \mathcal{M}} \xi_m$ where $\xi_m \in W_m(Z_0)$. Let $\bar{X}_2 = \sum_{m \in \mathcal{M}} \xi_m$, where $\xi_m \in W_m(Z_0)$, so that $\bar{X}_2 = \xi_m/|X_2|$. For $m \in \mathcal{M}(Z_0)$, let $\vartheta_m = \vartheta_m(Z_0)$, $J = j(Z_0)$ and $\Xi_m = J\xi_m/\vartheta_m$. Set $v^\perp = -\sin \beta \bar{X}_2 + \cos \beta \bar{Z}_0$. Now let $\alpha(s) = (\tilde{p}, \cos(\beta + s) \bar{X}_2 + \sin(\beta + s) \bar{Z}_0)$, so that $\alpha_1(s) = e$, $\alpha_2(s) = \cos(\beta + s) \bar{X}_2 + \sin(\beta + s) \bar{Z}_0$, $\dot{\alpha}_1(0) = 0$ and $\dot{\alpha}_2(0) = v^\perp$. Here $Z_0^s = \sin(\beta + s) \bar{Z}_0$, so $v_m^s = \vartheta_m(Z_0) \sin(\beta + s)$ and $\dot{\vartheta}_m = \cos \beta \vartheta_m$ for $m \in \mathcal{M}$. Also, as $\sin \beta \neq 0$, $\dot{\vartheta}_m = 0$ if and only if $\vartheta_m = 0$, so $N = \emptyset$ and $\mathcal{M} = \mathcal{M}$. Then $X_1^s = 0$, $X_2^s = \cos(\beta + s) \bar{X}_2$ so that $\xi_m^s = \cos(\beta + s) \xi_m$ and $\Xi_m^s = \cos(\beta + s) \Xi_m$. From this we have $X_1^0 = 0$, $\xi_m^0 = \cos \beta \bar{X}_2$, $\Xi_m^0 = \cos \beta \Xi_m$, ...
\[ \dot{Z}_0 = \cos \beta \dot{Z}_0 \quad \text{and} \quad \dot{X}_0 = 0. \] Also, \( \dot{\theta}_m = -\sin \beta \dot{\varphi}_m \) and \( \dot{\Xi}_0 = -\sin \beta \dot{\Xi}_m. \) This implies that if \( \xi_0^m = 0 \) then \( \dot{\theta}_m = 0, \) so that the terms with \( m \in M'' \) contribute nothing to the following calculations. Plugging these into (2.21) we have

\[
\dot{X}_0^0(\tau) = \tau \cos \beta \cot \beta \dot{X}_2, \quad -\dot{X}_0^0(\tau) + \dot{X}_0^0 = -\tau \cos^2 \beta J \dot{X}_2 \quad \text{and} \quad \dot{Z}_0^0(\tau) = \tau \cos \beta \dot{Z}_0 + \tau \cos \beta \csc^2 \beta \sum_{m \in M} [\dot{\xi}_m, J^{-1} \dot{\xi}_m]. \]

By (2.18),

\[
(Id - \Phi_{\tau \phi_{\tau \psi}})(0, v^\perp) = (Id - \Phi_{\tau \phi_{\tau \psi}}) \left( 0, -\frac{|Z_0|}{|X_2|} X_2 + \frac{|X_2|}{|Z_0|} Z_0 \right) = -\tau \frac{|X_2|}{|Z_0|} X_2 - \tau \frac{|X_2|}{|Z_0|} Z_0 - \tau \sum_{m \in M} [\xi_m, J^{-1} \xi_m],
\]

(III-1)

For (2), we let \( \alpha(s) = (\bar{\rho}, \sin sU + \cos s(X_2 + Z_0)) \), so that \( a_1(s) = e, \quad a_2(s) = \sin sU + \cos s(X_2 + Z_0), \quad \dot{a}_1(0) = 0 \) and \( \dot{a}_2(0) = U. \) Recall that \( X_2 = \sum_{m \in M} \xi_m, \) where \( \xi_m \in W_m(Z_0) \) and let \( \vartheta_m = \vartheta_m(Z_0) \), let \( \Xi_m = j(Z_0) \xi_m / \vartheta_m \) for \( m \in M. \) Let

\[
U = X_1^u + \sum_{m \in M} \xi_m^u \quad \text{and} \quad \Xi_m^u = \frac{j(Z_0) \xi_m^u}{\vartheta_m(Z_0)}.
\]

where \( X_1^u \in \ker j(Z_0) \) and \( \xi_m^u \in W_m(Z_0) \) for \( m \in M. \) Here \( Z_0^s = \cos sZ_0, \) so \( \vartheta_m^s = \vartheta_m(Z_0^s) = \cos s \vartheta_m, \) and \( \vartheta_m = 0 \) for \( m \in M. \) Also, \( \vartheta_m^0 = 0 \) if and only if \( \vartheta_m = 0, \) so \( N = \emptyset \) and \( M = M. \) Now \( X_1^s = \sin sX_1^u \) and \( X_2^s = \sum_{m \in M} (\cos s \xi_m + \sin s \xi_m^u) \) so that \( \xi_m^s = \cos s \xi_m + \sin s \xi_m^u \) and \( \Xi_m^s = j(Z_0^s) \xi_m / \vartheta_m^s = \cos s \Xi_m + \sin s \Xi_m^u. \) From this we have \( X_1^0 = 0, \quad X_2^0 = X_0 \) and \( \xi_0^m = \xi_m, \quad \Xi_0^m = \Xi_m, \quad \dot{\Xi}_0^0 = 0, \quad X_1^s = X_1^u, \) \( \dot{\xi}_0^m = \dot{\xi}_m^u \) and \( \Xi_0^m = \Xi_m^u. \) Note that \( \xi_m \) and \( \xi_m^u \) are not, in general, related so that \( M'' \) is a consideration in what follows. Plugging these into (2.21) we have

\[
\dot{X}_0^0(\tau) = \tau X_1^u + \sum_{m \in M} (1 - \cos(\tau \vartheta_m)) \Xi_m^u + \sum_{m \in M} \sin(\tau \vartheta_m) \Xi_m^u, \quad -\dot{X}_0^0(\tau) + \dot{X}_0^0 = -\sum_{m \in M} \sin(\tau \vartheta_m) \Xi_m^u + \sum_{m \in M} (1 - \cos(\tau \vartheta_m)) \Xi_m^u,
\]

and

\[
\dot{Z}_0^0(\tau) = -\sum_{m \in M} \frac{\tau}{\vartheta_m} [X_1^u, \Xi_m] + \sum_{m \in M} \frac{\tau}{2 \vartheta_m} (\xi_m^u, \Xi_m) + \sum_{m \in M} \frac{\vartheta_h (1 - \cos(\tau \vartheta_m))}{\vartheta_m (\vartheta_m^2 - \vartheta_h^2)} \Xi_m^u, \Xi_h - \sum_{m, h \in M, m \neq h} \frac{\sin(\tau \vartheta_m)}{\vartheta_m^2 - \vartheta_h^2} (\Xi_m, \xi_h).
\]
\[ + \sum_{m,h \in \mathcal{M}, m \neq h} \frac{\vartheta_h \sin(\tau \vartheta_m)}{\vartheta_m (\vartheta_m^2 - \vartheta_h^2)} [\xi_m^u, \Xi_h] \]

\[ + \sum_{m,h \in \mathcal{M}, m \neq h} \frac{(1 - \cos(\tau \vartheta_m))}{\vartheta_m^2 - \vartheta_h^2} [\xi_m^u, \xi_h]. \]

Thus

\[
(\text{Id} - \tilde{\Phi}_{\tau \varphi})(0, U) = \left(-\tau X_1^0 + \sum_{m \in \mathcal{M}} \frac{(\cos(\tau \vartheta_m) - 1)}{\vartheta_m} \Xi_m^u - \sum_{m \in \mathcal{M}} \frac{\sin(\tau \vartheta_m)}{\vartheta_m} \xi_m^u \right.
\]

\[
- \tau [X_1^u, J^{-1} X_2] - \sum_{m \in \mathcal{M}} \frac{\tau}{2 \vartheta_m} ([\xi_m^u, \Xi_m] + [\xi_m, \Xi_m])
\]

\[
+ \sum_{m,h \in \mathcal{M}, m \neq h} \frac{\vartheta_h \cos(\tau \vartheta_m) - 1}{\vartheta_m (\vartheta_m^2 - \vartheta_h^2)} [\Xi_m^u, \Xi_h]
\]

\[
+ \sum_{m,h \in \mathcal{M}, m \neq h} \frac{\sin(\tau \vartheta_m)}{\vartheta_m} [\Xi_m^u, \xi_h]
\]

\[
- \sum_{m,h \in \mathcal{M}, m \neq h} \frac{\vartheta_h \sin(\tau \vartheta_m)}{\vartheta_m (\vartheta_m^2 - \vartheta_h^2)} [\xi_m^u, \Xi_h]
\]

\[
+ \sum_{m,h \in \mathcal{M}, m \neq h} \frac{(\cos(\tau \vartheta_m) - 1)}{\vartheta_m^2 - \vartheta_h^2} [\xi_m^u, \xi_h],
\]

\[
- \sum_{m \in \mathcal{M}} \sin(\tau \vartheta_m) \Xi_m^u + \sum_{m \in \mathcal{M}} (1 - \cos(\tau \vartheta_m)) \xi_m^u, \right)
\]

where \( \vartheta_m = \vartheta_m(Z_0) \) and \( \xi_m^u \) and \( \Xi_m^u \) are given in (III-U).

For (3), we let \( \alpha(s) = (\tilde{\varphi}, \cos s(X_2 + Z_0) + \sin s \zeta) \), so that \( a_1(s) = \epsilon, a_2(s) = \cos s(X_2 + Z_0) + \sin s \zeta, a_1(0) = 0 \) and \( a_2(0) = \zeta \). Recall that \( X_2 = \sum_{m \in \mathcal{M}} \xi_m \), where \( \xi_m \in W_m(Z_0) \), and let \( \vartheta_m = \vartheta_m(Z_0) \) and \( \Xi_m = j(Z_0) \xi_m/\vartheta_m \). Here \( Z_0^s = \cos sZ_0 + \sin s \zeta \), so \( \vartheta_m^s = \vartheta_m(Z_0^s) \) and \( \vartheta_m^0 = \vartheta_m \) for \( m \in \mathcal{M} \), but \( \vartheta_m^0 \) cannot, in general, be simplified. Let \( X_1^s \) denote the component of \( \cos sX_2 \) in \( \ker j(Z_0^s) \). Note that \( X_1^0 = 0 \) and \( X_1^s \in \ker j(Z_0) \). Let \( \xi_m^s \) denote the component of \( \cos sX_2 \) in \( W_m(Z_0^s) \). Let \( \Xi_m^s \) denote \( j(Z_0^s) \xi_m^s/\vartheta_m^s \). Note that if \( Z_0 \notin U \) (see Definition 2.18), then \( \vartheta_m^s - \vartheta_m^0 \to 0 \) need not imply that \( m = h \), and \( \vartheta_m^s \to 0 \) need not imply \( \vartheta_m = 0 \). Finally, \( \xi_m^0 = 0 \) need not imply \( \xi_m^s = 0 \). Thus, there is very little simplification that can be
accomplished from (2.21). We write

\[(\Id - \bar{\Phi}_{\tau \psi})(0, \zeta)\]

\[
= -\tau (\dot{X}_1^0 + \sum_{n \in N} \dot{\xi}_n^0) - \sum_{m \in M'} \left( \frac{\tau \dot{\vartheta}_m^0}{\vartheta_m^0} \right) \xi_m^0
- \sum_{n \in N} \frac{\tau^2}{2} \frac{d}{ds_n} (J_s \xi_n^s) + \sum_{m \in M''} \cos(\tau \vartheta_m^0) - 1 \frac{\dot{\xi}_m^0}{\vartheta_m^0} - \sum_{m \in M''} \frac{\sin(\tau \vartheta_m^0)}{\vartheta_m^0} \dot{\xi}_m^0
- \tau \zeta + \sum_{m \in M', n \in N} \frac{\tau}{\vartheta_m^0} \left[ \dot{X}_1^0 + \sum_{n \in N} \dot{\xi}_n^0, \xi_n^0 \right] - \sum_{m \in M', n \in N} \frac{\tau}{\vartheta_m^0} \left[ \dot{\xi}_m^0, \xi_n^0 \right]
- \sum_{m \in M', \{m, h \} \in M'} \frac{\tau (3 \dot{\vartheta}_m^0 + \dot{\vartheta}_h^0)}{4 \vartheta_m^0 \vartheta_h^0} [\xi_m^0, \xi_h^0] - \sum_{m \in M', \{m, h \} \in M'} \frac{\tau^2 (\dot{\vartheta}_m^0 - \dot{\vartheta}_h^0)}{8 \vartheta_m^0 \vartheta_h^0} ([\xi_m^0, \xi_h^0] + [\xi_h^0, \xi_m^0])
+ \sum_{m \in M', \{m, h \} \in M'} \frac{\vartheta_m^0 (\cos(\tau \vartheta_m^0) - 1)}{\vartheta_m^0 (\vartheta_m^0 - \vartheta_h^0)} [\dot{\xi}_m^0, \dot{\xi}_h^0] + \sum_{m \in M', \{m, h \} \in M'} \frac{\sin(\tau \vartheta_m^0)}{\vartheta_m^0 (\vartheta_m^0 - \vartheta_h^0)} [\dot{\xi}_m^0, \dot{\xi}_h^0]
- \sum_{m \in M', \{m, h \} \in M'} \frac{\vartheta_m^0}{\vartheta_m^0 (\vartheta_m^0 - \vartheta_h^0)} [\dot{\xi}_m^0, \dot{\xi}_h^0] + \sum_{m \in M', \{m, h \} \in M'} \frac{\cos(\tau \vartheta_m^0) - 1}{\vartheta_m^0 (\vartheta_m^0 - \vartheta_h^0)} [\dot{\xi}_m^0, \dot{\xi}_h^0]
- \sum_{m \in M'} \tau \dot{\vartheta}_m^0 \dot{\xi}_m^0 - \sum_{n \in N} \tau \frac{d}{ds} (J_s \xi_n^s) - \sum_{m \in M''} \sin(\tau \vartheta_m^0) \xi_m^0
+ \sum_{m \in M''} (1 - \cos(\tau \vartheta_m^0)) \dot{\xi}_m^0.
\]

**Case III: DG-Multiplier.** Given (III-3), we cannot hope to compute a closed form that will apply to all two-step nilmanifolds for the DG-multiplier in this case. However, it is easier than it might appear to apply these computations.
to the case of a one-dimensional center/Heisenberg manifold (see Section 4.1) and a particular example (see Section 4.2).

Case IV: The Poincaré Map. \( \gamma = \exp(V + Z_V + Z_V^\perp), V \neq 0, Z_V \neq 0 \) and \( \tau = |V + Z_V^\perp| \).

Let \( \tilde{V} = V/|V| \) and \( \tilde{Z}_V^\perp = Z_V^\perp/|Z_V^\perp| \) and \( \bar{V} + Z_V^\perp = (V + Z_V^\perp)/|V + Z_V^\perp| \).

By Theorem 2.12, \( \bar{F}(\tau, \gamma) = C(\gamma, G)\bar{q} \times \{V + Z_V^\perp\} \) where \( \bar{q} \exp(V + Z_V^\perp)\bar{q}^{-1} = \gamma \). Let \( \bar{v}_p \in \bar{F}(\tau, \gamma) \), so \( \bar{v}_p = (\bar{p}, V + Z_V^\perp) \) and \( \bar{p} = x\bar{q} \) where \( x \in C(\gamma, G) \).

So that \( \bar{p} \exp(V + Z_V^\perp) = \gamma \bar{p} \). Then

\[
T_{v_p} \bar{F}(\tau, \gamma) = C(\log \gamma, g) \times \{0\}.
\]

As \( \bar{\Phi}_{\tau, v_p} = \text{Id} \) when restricted to \( C(\log \gamma, g) \times \{0\} \), we must calculate

1. \( \bar{\Phi}_{\tau, v_p}(U, 0) \) where \( U \perp C(\log \gamma, g) \),
2. \( \bar{\Phi}_{\tau, v_p}(0, v^\perp) \) where \( v^\perp \in \text{span}_R \{V, Z_V^\perp\} \),
3. \( \bar{\Phi}_{\tau, v_p}(0, U) \) where \( U \in v, U \perp v \), and
4. \( \bar{\Phi}_{\tau, v_p}(0, \zeta) \) where \( \zeta \in \Im, \Im \perp v \).

For (1), we let \( \alpha(s) = (\bar{p} \exp(sU), V + Z_V^\perp) \), so that \( a_1(s) = sU \) and \( a_2(s) = V + Z_V^\perp, \dot{a}_1(0) = U \) and \( \dot{a}_2(0) = 0 \). Thus \( Z_0^s = Z_V^\perp/\tau, X_2^s = 0 \) and \( X_1^s = V/\tau \). So \( \dot{Z}_0^0 = 0 \) and \( \dot{X}_1^0 = 0 \). Using (2.21), we obtain \( \dot{X}_0^0(\tau) = 0, -\dot{X}_0^0(\tau) + \dot{X}_0^0 = 0 \) and \( \dot{Z}_0^0(\tau) = 0 \). Using (2.18), we have

\[
(\text{IV-1}) \quad (\text{Id} - \bar{\Phi}_{\tau, v_p})(U, 0) = ([V, U], 0).
\]

Note that \( [V, U] \neq 0 \) since \( U \perp C(\log \gamma, g) \).

For (2), as \( |V + Z_V^\perp| = 1 \), there exists \( \beta \) so that \( V + Z_V^\perp = \cos \beta \bar{V} + \sin \beta \bar{Z}_V^\perp \). Set \( v^\perp = -\sin \beta \bar{V} + \cos \beta \bar{Z}_V^\perp \). Now let \( \alpha(s) = (\bar{p}, \cos(\beta + s)\bar{V} + \sin(\beta + s)\bar{Z}_V^\perp) \), so that \( a_1(s) = e, a_2(s) = \cos(\beta + s)\bar{V} + \sin(\beta + s)\bar{Z}_V^\perp \), \( \dot{a}_1(0) = 0 \) and \( \dot{a}_2(0) = v^\perp \). Here \( Z_0^s = \sin(\beta + s)\bar{Z}_V^\perp, X_1^s = \cos(\beta + s)\bar{V} \) and \( X_2^s = 0 \). From this we have \( X_1^0 = \cos \beta \bar{V}, X_2^0 = -\sin \beta \bar{V}, Z_0^0 = \sin \beta \bar{Z}_V^\perp \) and \( \dot{Z}_0^0 = \cos \beta \dot{Z}_V^\perp \). Plugging these into (2.21) we have \( \dot{X}_0^0(\tau) = -\tau \sin \beta \bar{V}, -\dot{X}_0^0(\tau) + \dot{X}_0^0 = 0 \) and \( \dot{Z}_0^0(\tau) = \tau \cos \beta \dot{Z}_V^\perp \). Thus

\[
(\text{IV-2}) \quad (\text{Id} - \bar{\Phi}_{\tau, v_p})(0, v^\perp) = (-\tau v^\perp, 0).
\]

For (3), we let \( \alpha(s) = (\bar{p}, \cos s(V + Z_V^\perp) + \sin sU) \) so that \( a_1(s) = \bar{p}, a_2(s) = \cos s(V + Z_V^\perp) + \sin sU, \dot{a}_1(0) = 0 \) and \( \dot{a}_2(0) = U \). Here \( Z_0^s = \cos sZ_V^\perp/\tau \), so \( \dot{v}_m^s = \cos s \dot{v}_m(Z_V^\perp)/\tau \), and \( \dot{v}_m^0 = 0 \) for \( m \in \mathcal{M}(Z_V^\perp) \). Also, \( \dot{v}_m^0 = 0 \) if and only if \( \vartheta_m(Z_V^\perp) = 0 \), so \( N = 0 \) and \( M = \mathcal{M} \). Let

\[
(\text{IV-U}) \quad U = X_1^u + \sum_{m \in \mathcal{M}} \xi_m^u \quad \text{and} \quad \Xi_m^u = j(Z_V^\perp)\xi_m^u/\vartheta_m(Z_V^\perp),
\]
where $X_1^u \in \ker j(Z_V^\perp)$ and $\xi_m^u \in W_m(Z_V^\perp)$. Denote $\vartheta_m = \vartheta_m(Z_V^\perp)/\tau$. Then $X_1^s = \sin sX_1^u + \cos sV/\tau$ and $X_2^s = \sum_{m \in \mathcal{M}} \sin s\xi_m^u$, so that $\xi_m^s = \sin s\xi_m^u$ and $\Xi_m^s = \sin s\Xi_m^u$ for $m \in \mathcal{M}$. From this we have $X_1^0 = V/\tau$, $\xi_m^0 = 0$, $\Xi_m^0 = \Xi_m^u$, and $\dot{\Xi}_m^0 = \Xi_m^u$, for $m \in \mathcal{M}$. This implies $M' = \emptyset$ and $M'' = \mathcal{M}$. Plugging these into (2.21) we have $\dot{X}_1^0(\tau) = \tau X_1^u + \sum_{m \in \mathcal{M}} \frac{(1 - \cos(\tau \vartheta_m))\Xi_m^u + \sum_{m \in \mathcal{M}} \sin(\tau \vartheta_m)\xi_m^u}{\vartheta_m} = 0$, $\dot{X}_1^0(\tau) + \dot{X}_1^0 = -\sum_{m \in \mathcal{M}} \sin(\tau \vartheta_m)\Xi_m^u + \sum_{m \in \mathcal{M}} (1 - \cos(\tau \vartheta_m))\xi_m^u$ and $\dot{Z}_0^0(\tau) = \Xi_m^u$ where $\Xi = \Xi_0$.

Thus

\[
(\text{Id} - \tilde{\Phi}_{\tau \vartheta, \pi})(0, U) = \left(\begin{array}{c}
-\tau X_1^u + \sum_{m \in \mathcal{M}} \frac{\tau (\cos(\vartheta_m(Z_V^\perp)) - 1)\xi_m^u}{\vartheta_m(Z_V^\perp)} \\
+ \sum_{m \in \mathcal{M}} \frac{-\sin(\vartheta_m(Z_V^\perp))\xi_m^u}{\vartheta_m(Z_V^\perp)} \\
+ \left[V, \frac{\tau}{2} X_1^u + \sum_{m \in \mathcal{M}} \frac{-\sin(\vartheta_m(Z_V^\perp)) + \vartheta_m(Z_V^\perp)}{\vartheta_m(Z_V^\perp)^2} \xi_m^u \\
+ \sum_{m \in \mathcal{M}} \frac{(1 - \cos(\vartheta_m(Z_V^\perp)))\xi_m^u}{\vartheta_m(Z_V^\perp)^2}\right]
\right),
\]

(IV-3)

where $X_1^u$, $\xi_m^u$ and $\Xi_m^u$ are defined in (IV-U).

For (4), we let $\alpha(s) = \bar{p}, \cos s(V + Z_V^\perp) + \sin s\zeta$, so that $\alpha_1(s) = \bar{p}$, $\alpha_2(s) = \cos s(V + Z_V^\perp) + \sin s\zeta$, $\dot{\alpha}_1(0) = 0$ and $\dot{\alpha}_2(0) = \zeta$. Here $Z_0^s = \cos sZ_V^\perp/\tau + \sin s\zeta$, so that $\vartheta_m = \vartheta_m(Z_0^s)$ cannot be simplified without additional information on the curves $\vartheta_m(Z_0^s)$. Note that $\vartheta_m = \frac{1}{\tau} \vartheta_m(Z_V^\perp)$. If $Z_V^\perp \notin \mathcal{U}$ (see Definition 2.18), then it is possible that $N \neq \emptyset$ and it is also possible that $\vartheta_m - \vartheta_h \to 0$ as $s \to 0$. Here $X_1^s$ represents the component of $\frac{1}{\tau} V$ in $\ker j(Z_0^s)$ and $\xi_m^s$ represents the component of $\frac{1}{\tau} V$ in $W_m(Z_0^s)$. Also, $\Xi_m^s = j(Z_0^s)\xi_m^u/\vartheta_m^s$. Note that since $V \in \ker j(Z_V^\perp)$, we must have $\xi_m^0 = 0$ for $m \notin N$, thus $M' = \emptyset$. Also, $\dot{X}_1^0 + \sum_{m \in \mathcal{N}} \dot{\xi}_m^0 + \sum_{m \in \mathcal{M}''} \dot{\xi}_m^0 = 0$ and $\dot{Z}_0^0 = \zeta$. Note that $\xi_m^0 = 0$ implies $\dot{\xi}_m^0 = W_m(Z_V^\perp) for m \in M''$. Plugging
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these into (2.21) we have
\[ \hat{X}^0(\tau) = \sum_{m \in M''} \tau (1 - \cos(\vartheta_m(Z_V^{\perp}))) / \vartheta_m(Z_V^{\perp}) \hat{\xi}_m^0 + \sum_{m \in M''} \tau \left( \sin(\vartheta_m(Z_V^{\perp})) - 1 \right) \hat{\xi}_m^0 + \sum_{n \in N} \tau^2 \frac{d}{ds}_{|0} (J_s \xi_n) \] and \( \hat{X}_m^0 = - \sum_{m \in M'} \sin(\vartheta_m(Z_V^{\perp})) \hat{\xi}_m + \sum_{m \in M''} (1 - \cos(\vartheta_m(Z_V^{\perp}))) \xi_m^0 - \sum_{n \in N} \tau \frac{d}{ds}_{|0} (J_s \xi_n) \) and \( \hat{\xi}(\tau) = \tau \zeta + [V, B] \) where
\[ B = \sum_{m \in M''} \tau \frac{2 \sin(\vartheta_m(Z_V^{\perp})) - \vartheta_m(Z_V^{\perp}) \cos(\vartheta_m(Z_V^{\perp})) + 1}{2 \vartheta_m(Z_V^{\perp})^2} \hat{\xi}_m^0 + \sum_{m \in M''} \tau \frac{2(\cos(\vartheta_m(Z_V^{\perp})) - 1) + \vartheta_m(Z_V^{\perp}) \sin(\vartheta_m(Z_V^{\perp}))}{2 \vartheta_m(Z_V^{\perp})^2} \xi_m^0 + \sum_{n \in N} \tau^2 \frac{d}{12 \, ds}_{|0} (J_s \xi_n). \]

Thus
\[ (\text{Id} - \hat{\Phi}_{\tau^* \varphi})(0, \zeta) = \left( \sum_{m \in M''} \tau \frac{\cos(\vartheta_m(Z_V^{\perp})) - 1}{\vartheta_m(Z_V^{\perp})} \hat{\xi}_m^0 \right. \]
\[ + \left. \sum_{m \in M''} \tau \left( 1 - \frac{\sin(\vartheta_m(Z_V^{\perp}))}{\vartheta_m(Z_V^{\perp})} \right) \xi_m^0 \right) - \sum_{n \in N} \tau \frac{d}{2 \, ds}_{|0} (J_s \xi_n) - \tau \zeta + \frac{\tau}{2} \left[ V, \hat{X}_m^0 + \sum_{n \in N} \xi_n^0 \right] \]
\[ + \left[ V, \sum_{m \in M''} \frac{\sin(\vartheta_m(Z_V^{\perp})) + \vartheta_m(Z_V^{\perp})}{2} \hat{\xi}_m^0 \right] - \sum_{m \in M''} \frac{\sin(\vartheta_m(Z_V^{\perp}))}{2} \hat{\xi}_m^0 + \sum_{n \in N} \tau^2 \frac{d}{6 \, ds}_{|0} (J_s \xi_n) \right] \]
\[ - \sum_{m \in M''} (1 - \cos(\vartheta_m(Z_V^{\perp}))) \xi_m^0 + \sum_{m \in M''} (1 - \cos(\vartheta_m(Z_V^{\perp}))) \xi_m^0 \]
\[ (IV-4) - \sum_{n \in N} \tau \frac{d}{ds}_{|0} (J_s \xi_n). \]

Case IV: The DG-Multiplier. Let \( \{ \hat{V}, \xi_0^1, \ldots, \xi_0^{a_1} \} \) be an orthonormal basis of \( \ker j(Z_V^{\perp}) \). For \( m \in M \) let \( \xi_m^1 \) be a unit vector of \( W_m(Z_V^{\perp}) \). Let \( \Xi_m^1 = j(Z_V^{\perp}) \xi_m^1 / \vartheta_m(Z_V^{\perp}) \). One easily checks that \( \xi_m^1 \) and \( \Xi_m^1 \) are orthogonal unit vectors in \( W_m(Z_V^{\perp}) \). Let \( \xi_m^2 \) be a unit vector in \( W_m(Z_V^{\perp}) \) that is orthogonal
to both $\xi^1_m$ and $\Xi^1_m$. Proceed until we have $\{\xi^1_m, \Xi^1_m, \xi^2_m, \Xi^2_m, \ldots, \xi^a_m, \Xi^a_m\}$, an orthonormal basis of $W_m(Z^+)$ such that $\Xi^\alpha_m = j(Z^+)^\alpha_m/\partial_m(Z^+)^\alpha_m$, $\alpha = 1, \ldots, a_m$. We use the convention that if $m \not\in \mathcal{M}$, $\xi^\alpha_m = 0$ and $\Xi^\alpha_m = 0$. Let $\{Z^+_V, \zeta_1, \ldots, \zeta_c\}$ be an orthonormal basis of $\mathfrak{g}$ such that $\{\zeta_1, \ldots, \zeta_b\}$ is a basis of $[V, \mathfrak{g}]$. Now, it is possible that $\xi^\alpha_m \in C(V, \mathfrak{g})$ and $\Xi^\alpha_m \not\in C(V, \mathfrak{g})$. Thus, for $m \in \mathcal{M}$ and $\alpha = 1, \ldots, a_m$ we let $\xi^\alpha_m$ denote the projection of $\xi^\alpha_m$ onto $C(V, \mathfrak{g})^\perp$, the orthogonal complement of $C(V, \mathfrak{g})$ in $\mathfrak{g}$. Define $\Xi^\alpha_m$ analogously. We will need a second basis of $\mathfrak{v}$ as follows. Let $Y^\perp_1, \ldots, Y^\perp_b$ be an orthonormal basis of $C(V, \mathfrak{g})^\perp$ and let $V, Y_1, \ldots, Y_d$ be an orthonormal basis of $\mathfrak{v} \cap C(V, \mathfrak{g})$ such that $Y_\delta \perp v$, $\delta = 1, \ldots, d$.

We set

$$\mathcal{E} = \{(Y_1, 0), \ldots, (Y_d, 0), (v, 0), (v^\perp, 0), (\zeta_1, 0), \ldots, (\zeta_c, 0), (0, v)\}.$$ 

By Theorem 2.20

$$\mathcal{F} = \{(0, Y_1), \ldots, (0, Y_d), (0, v), (0, v^\perp), (0, \zeta_1), \ldots, (0, \zeta_c), (0, v)\}.$$ 

We set

$$\mathcal{V} = \{(Y^\perp_1, 0), \ldots, (Y^\perp_b, 0), (0, \zeta^1), \ldots, (0, \Xi^\alpha_\mu), (0, v^\perp), (0, \zeta_1), \ldots, (0, \zeta_c)\}.$$ 

Recall that $T = I - \tilde{\Phi}_{r^{*}v^s}$. Now $T(Y^\perp_\beta, 0) = ([V, Y^\perp_\beta], 0)$. Let $M$ be a matrix whose entries are defined by

$$(IV-M) \quad M_{\delta, \beta} = \langle \zeta_\beta, [V, Y^\perp_\delta]\rangle,$$

$\beta, \delta = 1, \ldots, b$. So

$$T(Y^\perp_1, 0) \land \cdots \land T(Y^\perp_b, 0) = \pm \det M(\zeta_1, 0) \land \cdots \land (\zeta_b, 0).$$

We may now omit elements in $[V, \mathfrak{g}]$ in the left hand component in the remaining values. By (IV-2) $T(0, v^\perp) = (-\tau v^\perp, 0)$ and by (IV-4) $T(0, \zeta_\delta) = (-\tau \zeta_\delta, 0)$ for $\delta = b + 1, \ldots, c$. To see this note that $\zeta_\delta \perp [V, \mathfrak{g}]$, which implies $X^s_1 = V/\tau$ and $X^s_2 = 0$ when applying (IV-4). So

$$T(0, v^\perp) \land T(0, \zeta_{b+1}) \land \cdots \land T(0, \zeta_c) = \pm \tau^{c-b+1} (v^\perp, 0)$$

$$\land (\zeta_{b+1}, 0) \land \cdots \land (\zeta_c, 0).$$

By (IV-3) $T(0, \xi^0_\alpha) = (-\tau \xi^0_\alpha + [V, \ast], 0)$, so the contribution of $T(0, \xi^0_\alpha) \land \cdots \land T(0, \xi^a_\alpha)$ to $T\mathcal{V} \land \mathcal{F}$ is $\pm \tau^{a_0} (\xi^0_\alpha, 0) \land \cdots \land (\xi^a_\alpha, 0)$. For $m \in \mathcal{M}$ we
have
\[ T(0, \xi_m^\alpha) \]
\[ = (-s_m \tau \xi_m^\alpha - c_m \tau \Xi_m^\alpha + [V, \star], (1 - \cos(\tau \vartheta_m(Z_V^\perp))) \xi_m^\alpha - \sin(\tau \vartheta_m(Z_V^\perp)) \Xi_m^\alpha) \]
and
\[ T(0, \Xi_m^\alpha) \]
\[ = (c_m \tau \xi_m^\alpha - s_m \tau \Xi_m^\alpha + [V, \star], \sin(\tau \vartheta_m(Z_V^\perp))) \xi_m^\alpha + (1 - \cos(\tau \vartheta_m(Z_V^\perp))) \Xi_m^\alpha), \]
where \( c_m = (1 - \cos(\tau \vartheta_m(Z_V^\perp)))/\vartheta_m(Z_V^\perp) \) and \( s_m = \sin(\tau \vartheta_m(Z_V^\perp))/\vartheta_m(Z_V^\perp) \).

The contribution of \( F \) means that \((0, Y_1) \land \cdots \land (0, Y_d)\) is wedged with every term in \( TV \land F \). Thus elements in \( v \) in the right-hand components may be projected onto \( C(V, g)^\perp \), and we may ignore further values \([V, \star]\) as they contribute nothing to \( TV \land F \). Likewise, we may replace \( \xi_m^\alpha \) and \( \Xi_m^\alpha \) with \( \xi_m^{\alpha, \perp} \) and \( \Xi_m^{\alpha, \perp} \) in the right-hand component. Thus, the contribution of \( T(0, \xi_m^\alpha) \land T(0, \Xi_m^\alpha) \) to \( TV \land F \) is
\[ \pm \frac{2(1 - \cos(\tau \vartheta_m(Z_V^\perp))) \tau^2}{\vartheta_m(Z_V^\perp)^2} \left( \xi_m^\alpha, \frac{\vartheta_m(Z_V^\perp)}{\tau} \Xi_m^{\alpha, \perp} \right) \wedge \left( \Xi_m^\alpha, -\frac{\vartheta_m(Z_V^\perp)}{\tau} \xi_m^{\alpha, \perp} \right). \]

Now,
\[ T(0, \zeta_\beta) = \left( \tau \sum_{m \in M} \left( (1 - s_m) \xi_{m, \beta}^0 - c_m \Xi_{m, \beta}^0 \right) - \tau \zeta_\beta + [V, \star] \right) \]
\[ - \sum_{n \in N} \frac{\tau^2}{2} \frac{d}{ds}|_0 (J_s \xi_{n, \beta}^s), \sum_{m \in M} (1 - \cos(\vartheta_m(Z_V^\perp))) \xi_{m, \beta}^0 \]
\[ - \sin(\vartheta_m(Z_V^\perp)) \Xi_{m, \beta}^0 - \sum_{n \in N} \tau \frac{d}{ds}|_0 (J_s \xi_{n, \beta}^s), \]
where \( \xi_{m, \beta}^s \) is the component of \( \frac{1}{\tau} V \) in \( W_m(\cos s \frac{1}{\tau} Z_V^\perp + \sin s \zeta_\beta) \) and \( \dot{\xi}_{m, \beta} = \frac{d}{ds}|_0 \xi_{m, \beta}^s \) and \( \dot{\Xi}_{m, \beta} = j(Z_V^\perp) \xi_{m, \beta}/\vartheta_m(Z_V^\perp) \). As \( \xi_{m, \beta}^0 = 0 \) for all \( m, \beta \), we have \( \dot{\xi}_{m, \beta}^0, \dot{\Xi}_{m, \beta}^0 \in W_m(Z_V^\perp) \) for all \( m \in M \). By writing \( \dot{\xi}_{m, \beta}^0 \) and \( \dot{\Xi}_{m, \beta}^0 \) as linear combinations of the \( \xi_m^\alpha \) and \( \Xi_m^\alpha \), and by row reducing with the elements in \( T(0, \xi_m^\alpha) \land T(0, \Xi_m^\alpha) \), above, we see that the contribution of \( T(0, \zeta_\beta) \) to \( TV \land F \) is
\[ \left( \tau \sum_{m \in M} \dot{\xi}_{m, \beta}^0 - \sum_{n \in N} \frac{\tau^2}{2} \frac{d}{ds}|_0 (J_s \xi_{n, \beta}^s), - \sum_{n \in N} \tau \frac{d}{ds}|_0 (J_s \xi_{n, \beta}^s) \right). \]
Let \( U_\beta = \sum_{m \in M} \hat{\xi}^0_{m, \beta} \) and \( J_\beta = \sum_{n \in N} \frac{d}{ds}|_0 J_s \xi^s_{n, \beta} \).

We now use the fact that both \( \{ \hat{V}, \xi^1_0, \ldots, \xi^a_{\mu} \} \) and \( \{ \hat{V}, Y^\perp_1, \ldots, Y^\perp_b, Y_1, \ldots, Y_d \} \) are orthonormal bases of \( \mathfrak{u} \). Let \( \hat{M} \) be the matrix whose \( \beta-\delta \) entry is

\[
\hat{M}_{\beta, \delta} = \sum_{m \in M} \sum_{\alpha=1}^{a_m} \left( -\frac{J_\beta}{\tau} Y^\perp_{\delta} - \left\langle -\frac{\vartheta_m}{\tau} \xi^a_\alpha, Y^\perp_{\delta} \right\rangle \left\langle \tau U_\beta - \frac{\tau^2}{2} J_\beta, \xi^a_m \right\rangle \right) + \left\langle \frac{\vartheta_m}{\tau} \xi^a_\alpha, Y^\perp_{\delta} \right\rangle \left\langle \tau U_\beta - \frac{\tau^2}{2} J_\beta, \xi^a_m \right\rangle,
\]

(IV-\( \hat{M} \)) \( \beta, \delta = 1, \ldots, b \). Then, putting everything above together, we obtain a DG-multiplier of

\[
\text{det} M \text{ det} \hat{M} \left| -1/2 \tau \right. \left( \text{dim} \mathfrak{g} - \text{dim} [V, \mathfrak{g}] - 1 \right) / 2 \times \prod_{m \in \mathcal{M}(Z^\perp_V)} \left( \frac{2(1 - \cos(\vartheta_m(Z^\perp_V)))}{\vartheta_m(Z^\perp_V)^2} \right)^{-\dim W_m(Z^\perp_V)/4},
\]

(IV-DG) where \( M \) and \( \hat{M} \) are defined in (IV-M) and (IV-\( \hat{M} \)), above.

Note that the values of \( \hat{M}, U_\beta, J_\beta \) depend on the chosen curves, but the final expression (IV-DG) will not.

**Case V: Poincaré Map.** \( \gamma = \exp(V + Z^\perp_V + Z^\perp_0), V \neq 0, Z^\perp_V \neq 0 \) and \( \tau < |V + Z^\perp_V| \).

By Theorem 2.11, the periods \( \tau \) of \( \gamma \) with \( \tau < |V + Z^\perp_V| \) are precisely

\[
\left\{ \sqrt{|V|^2 + \frac{|Z^\perp_V|^2}{|K^\perp_V(X_2 + Z_0)|^2}} : X_2 + Z_0 \text{ satisfy (i)--(iv) below} \right\}.
\]

Given \( Z_0 \in \mathfrak{z} \) and \( X_2 = \sum_{m \in \mathcal{M}} \xi_m \in \mathfrak{u} \), where \( \xi_m \in W_m(Z_0) \), the conditions referred to above are the following:

(i) \( |X_2 + Z_0| = 1 \)

(ii) \( V \in \ker j(Z_0) \) and \( X_2 \perp \ker j(Z_0), X_2 \neq 0 \)

(iii) \( Z^\perp_V \in \text{span}_{\mathbb{R}^+} \{ K^\perp_V(X_2 + Z_0) \} \)

(iv) for all \( m \in \mathcal{M}(Z_0) \) such that \( \xi_m \neq 0 \),

\[
\frac{|Z^\perp_V| \vartheta_m(Z_0)}{2\pi|K^\perp_V(X_2 + Z_0)|} \in \mathbb{Z}.
\]
Let \( \tau_2 = \frac{|Z|}{|K_V^\dagger(X_0 + Z_0)|} \) where \( \hat{X}_0 + \hat{Z}_0 \) satisfies (i)-(iv) above. Let \( \tau = \sqrt{|V|^2 + \tau_2^2} \). Then by Theorem 2.12

\[
\tilde{F}(\tau, \gamma) = \left\{ v_\tilde{p} : v = \frac{1}{\tau} (V + \tau_2(X_2 + Z_0)), v \middle| X_2 + Z_0 \text{ satisfy } (a)-(e) \text{ below} \right\}
\]

Given \( \tilde{p} \in G, Z_0 \in z \) and \( X_2 = \sum_{m \in M} \xi_m \in v \), where \( \xi_m \in W_m(Z_0) \), the conditions referred to above are the following:

(a) \( |X_2 + Z_0| = 1 \),

(b) \( V \in \ker j(Z_0) \) and \( X_2 \perp \ker j(Z_0), X_2 \neq 0 \),

(c) \( K_V^\dagger(X_2 + Z_0) = \frac{1}{\tau_2} Z_V^\dagger \),

(d) for all \( m \in M(Z_0) \) such that \( \xi_m \neq 0 \), \( \frac{\tau_2}{\tau} \partial_m(Z_0) \in Z \) and

(e) \( [V, \log \tilde{p}] + Z_V = [V, j(Z_0)^{-1}X_2] + \tau_2 K_V(X_2 + Z_0) \).

Let \( v_\tilde{p} \in \tilde{F}(\tau, \gamma) \), so \( v_\tilde{p} = (\tilde{p}, X_0 + Z_0) \) where \( v = \frac{1}{\tau} (V + \tau_2(X_2 + Z_0)) \) where \( \tilde{p} \) and \( X_2 + Z_0 \) satisfy (a)-(e) above. Note that \( \tilde{p} = x\tilde{q}a \), where \( x \in C(\gamma, G) \), \( \tilde{q}^{-1}\gamma \tilde{q} = \exp(V + Z_V^\dagger) \) and \( a \in G \). Also note by condition (e) that if \( (x\tilde{q}a, v) \in \tilde{F}(\tau, \gamma) \), then \( (y\tilde{q}a, v) \in \tilde{F}(\tau, \gamma) \) for all \( y \in C(\gamma, G) \), thus \( C(\log \gamma, g) \times \{0\} \subset T_{v_\tilde{p}} \tilde{F}(\tau, \gamma) \). (See Section 4.2 for an example where this containment is proper.) So \( \Phi_{\tau \ast \tilde{v}_p} = \text{Id} \) when restricted to \( C(\log \gamma, g) \times \{0\} \).

We must calculate \( \tilde{F}(U, 0) \) where \( U \perp C(\log \gamma, g) \), \( \tilde{F}(0, v_1^\perp) \) where \( v_1^\perp \in \text{span}_R \{X_2, Z_0\}, v_1^\perp \perp v \), \( \tilde{F}(0, v_2^\perp) \) where \( v_2^\perp \in \text{span}_R \{V, X_2, Z_0\}, v_2^\perp \perp v, v_2^\perp \not\perp v \), \( \tilde{F}(0, U) \) where \( U \in v \), \( U \perp \text{span}\{v, X_2\} \) and

We must calculate \( \tilde{F}(U, 0) \) where \( U \perp C(\log \gamma, g) \), \( \Phi_{\tau \ast \tilde{v}_p}(0, v_1^\perp) \) where \( v_1^\perp \in \text{span}_R \{X_2, Z_0\}, v_1^\perp \perp v \), \( \Phi_{\tau \ast \tilde{v}_p}(0, v_2^\perp) \) where \( v_2^\perp \in \text{span}_R \{V, X_2, Z_0\}, v_2^\perp \perp v, v_2^\perp \not\perp v \), \( \Phi_{\tau \ast \tilde{v}_p}(0, U) \) where \( U \in v \), \( U \perp \text{span}\{v, X_2\} \) and

For (1), we let \( \alpha(s) = (\tilde{p} \exp(sU), v) \), so \( a_1(s) = sU, a_2(s) = v, \tilde{a}_1(0) = U, \) and \( \tilde{a}_2(0) = 0 \). Recall that \( X_2 = \sum_{m \in M} \xi_m \), where \( \xi_m \in W_m(Z_0) \). Then

\[
X_1^s = V/\tau, \quad X_2^s = \frac{2}{\tau} X_2, \quad Z_0^s = \frac{2}{\tau} Z_0 \quad \text{and} \quad \partial_m^s = \partial_m(Z_0^s) = \frac{2}{\tau} \partial_m(Z_0).
\]

So \( \hat{X}_0^s = 0, \hat{X}_0^s = 0, \hat{\xi}_m = 0, \hat{\xi}_m = 0, \hat{\partial}_m = 0 \) and \( \hat{\partial}_m = 0 \) for \( m \in M \). Also, \( \partial_m^0 = 0 \) if and only if \( \partial_m(Z_0) = 0 \), so \( N = \emptyset \), and by (2.21) we have \( \hat{X}_0^0 = 0, -\hat{X}_0^0(\tau) + \hat{X}_0^0 = 0 \) and \( \hat{X}_0^0(\tau) = 0 \). Thus by (2.18)

\[
(V\text{-1}) \quad (I - \Phi_{\tau \ast \tilde{v}_p})(U, 0) = ([V, U], 0).
\]

For (2), let \( \hat{X}_2 = X_2/|X_2| \) and \( \hat{Z}_0 = Z_0/|Z_0| \). As \( |X_2 + Z_0| = 1 \), there exists \( \beta_1 \) so that \( X_2 + Z_0 = \cos \beta_1 \hat{X}_2 + \sin \beta_1 \hat{Z}_0 \). That is, \( \cos \beta_1 = |X_2| \) and \( \sin \beta_1 = |Z_0| \). Recall that \( X_2 = \sum_{m \in M} \xi_m \) where \( \xi_m \in W_m(Z_0) \), and let
Let $\bar{\xi}_m \in W_m(Z_0)$, so $\bar{\xi}_m = \xi_m/|X_2|$. Let $\bar{\vartheta}_m = \vartheta_m(\bar{Z}_0)$ and let $J = j(\bar{Z}_0)$. Let $\xi_m = J\bar{\xi}_m/\vartheta_m$. Set $v^1_\perp = -\sin(\beta_1\bar{X}_2 + \cos(\beta_1\bar{Z}_0)$. Now let $a(s) = (\bar{p}, \bar{V} + 2\bar{\tau}/\tau(\cos(\beta_1+s)\bar{X}_2 + \sin(\beta_1+s)\bar{Z}_0))$, so that $a_1(s) = e$, $a_2(s) = 2\bar{\tau}/\bar{V} + 2\bar{\tau}/\tau\cos(\beta_1+s)\bar{X}_2 + \sin(\beta_1+s)\bar{Z}_0)$, $\dot{a}_1(0) = 0$ and $\dot{a}_2(0) = 2\bar{\tau}/\tau^2 v^1_\perp$. Here $Z_\perp = \bar{\tau}/\tau \sin(\beta_1+s)\bar{Z}_0$, so $\vartheta^s_m = \vartheta_m(\bar{Z}_\perp = \bar{\tau}/\tau \sin(\beta_1+s)\bar{\vartheta}_m$, and $\bar{\vartheta}_m = \bar{\tau}/\tau \cos(\beta_1+s)\bar{\vartheta}_m$ for $m \in M$. Also, as $\sin(\beta_1) \neq 0$, $\dot{\vartheta}_m = 0$ if and only if $\vartheta_m = 0$, so $N = 0$ and $M = \mathcal{M}$. Then $X^0_\perp = V/\tau$, $X^1_\perp = \bar{\tau}/\tau \cos(\beta_1+s)\bar{X}_2$ so that $\xi^s_m = \bar{\tau}/\tau \cos(\beta_1+s)\bar{\xi}_m$ and $\Xi^s_m = \bar{\tau}/\tau \cos(\beta_1+s)\bar{\Xi}_m$. From this we have $X^0_\perp = 0$, $\xi^s_m = \bar{\tau}/\tau \cos(\beta_1\xi_m)$, $\Xi^s_m = \bar{\tau}/\tau \cos(\beta_1\Xi_m)$, $Z_\perp = \bar{\tau}/\tau \cos(\beta_1\bar{Z}_0$ and $\dot{X}_\perp = 0$. Also, $\dot{\xi}_m = -\bar{\tau}/\tau \sin(\beta_1\xi_m)$ and $\dot{\Xi}_m = -\bar{\tau}/\tau \sin(\beta_1\Xi_m)$. This implies that if $\xi^0_m = 0$ then $\dot{\xi}_m = 0$, so that the terms with $m \in M''$ contribute nothing to the following calculations. Plugging these into (2.21) we have $X^0(\tau) = \tau_2 \cos(\beta_1 \bar{X}_2 - \bar{X}^0(\tau) + \bar{X}_2 = -\bar{\tau}/\tau \cos(\beta_1\bar{X}_2$ and

$$
\dot{Z}^0(\tau) = \tau_2 \cos(\beta_1\bar{Z}_0 + \left[V, -(2\cot^2(\beta_1 + 1))\bar{J}^{-1} \bar{X}_2 + \frac{\tau_2}{2} \cos(\beta_1\cos(\beta_1\bar{X}_2)
\right. + \right. \tau_2 \cos(\beta_1 \csc^2(\beta_1) \sum_{m \in \mathcal{M}} [\bar{\xi}_m, \bar{J}^{-1} \bar{\xi}_m].
$$

After normalizing by $\tau_2/\tau$ and substituting we have

$$
(Id - \tilde{\Phi}_{\tau^{*}, \vartheta}) (0, v^1_\perp) = (Id - \tilde{\Phi}_{\tau^{*}, \vartheta}) (0, -\frac{|Z_0|}{X_2} X_2 + \frac{|X_2|}{|Z_0|} Z_0) = \left(\begin{array}{c}
-\tau |X_2|/|Z_0| X_2 - \tau |X_2|/|Z_0| Z_0 - \tau |X_2|/|Z_0| \sum_{m \in \mathcal{M}} [\xi_m, \bar{J}^{-1} \xi_m] \\
\tau (1 + |X_2|^2) [V, \bar{J}^{-1} X_2], -\tau^{-1} |X_2|/|Z_0| \bar{J} X_2
\end{array}\right)
$$

(V-2)

For (3), let $\bar{V} = V/|V|$. As $|v| = 1$, there exists $\beta_2$ so that $v = \cos(\beta_2 \bar{V} + \sin(\beta_2 (X_2 + \bar{Z}_0)$. In particular, $\cos(\beta_2) = |V|/\tau$ and $\sin(\beta_2) = \tau$. Recall that $X_2 = \sum_{m \in \mathcal{M}} \xi_m$, where $\xi_m \in W_m(Z_0)$. Let $\vartheta_m = \vartheta_m(\bar{Z}_0)$ and let $J = j(\bar{Z}_0)$. Let $\xi_m = J\bar{\xi}_m/\vartheta_m$. Set $v^1_\perp = -\sin(\beta_2\bar{V} + \cos(\beta_2 (X_2 + \bar{Z}_0)$. Now let $a(s) = (\bar{p}, \cos(\beta_2 + s)\bar{V} + \sin(\beta_2 + s)(X_2 + \bar{Z}_0))$, so that $a_1(s) = e$, $a_2(s) = \cos(\beta_2 + s)\bar{V} + \sin(\beta_2 + s)(X_2 + \bar{Z}_0)$, $\dot{a}_1(0) = 0$ and $\dot{a}_2(0) = v^1_\perp$. Here $Z^s_\perp = \sin(\beta_2 + s)\bar{Z}_0$, so $\vartheta^s_m = \vartheta_m(\bar{Z}_\perp = \bar{\tau}/\tau \sin(\beta_2 + s)\bar{\vartheta}_m$, and $\bar{\vartheta}_m = \bar{\tau}/\tau \cos(\beta_2 + s)\bar{\vartheta}_m$ for $m \in \mathcal{M}$. Also, as $\sin(\beta_2) \neq 0$, $\dot{\vartheta}_m = 0$ if and only if $\vartheta_m = 0$, so $N = 0$ and $M = \mathcal{M}$. Then $X^s_\perp = \cos(\beta_2 + s)\bar{V}$, $X^s_\perp = \sin(\beta_2 + s)X_2$ so that $\xi^s_m = \sin(\beta_2 + s)\xi_m$ and $\Xi^s_m = \sin(\beta_2 + s)\Xi_m$. From this we have $X^s_\perp = \cos(\beta_2 \bar{V}$, $\xi^s_m = \sin(\beta_2 \xi_m$ and $\Xi^s_m = \sin(\beta_2 \Xi_m$, $Z^s_\perp = \cos(\beta_2 \bar{Z}_0$ and $\dot{X}^s_\perp = -\sin(\beta_2 \bar{V}$ and $\xi^s_m = \cos(\beta_2 \xi_m$ and $\Xi^s_m = \cos(\beta_2 \Xi_m$. This implies that if $\xi^0_m = 0$ then $\xi^s_m = 0$, so that the
terms with $m \in M''$ contribute nothing to the following calculations. Plugging these into (2.21) we have $\dot{X}^0(\tau) = -\tau \sin \beta_2 \dot{V} + \tau \cos \beta_2 X_2$, $-\dot{X}^0(\tau) + \dot{X}_0 = -\tau \sin \beta_2 \cos \beta_2 JX_2$ and $\ddot{X}^0(\tau) = \tau \cos \beta_2 Z_0 - (\tau \sin \beta_2 / |V| + \cot \beta_2)[V, J^{-1}X_2] + \frac{\tau \cos \beta_2}{2} [V, X_2]$. By (2.18)

$$\text{Id} - \Phi_{\tau_*, \pi}(0, v_2^\perp) = (\text{Id} - \Phi_{\tau_*, \pi})(0, v_2^\perp) \left(0, -\frac{\tau_2}{\tau|V|} V + \frac{|V|}{\tau}(X_2 + Z_0)\right)$$

(V-3) \quad = \left(-\tau v_2^\perp + \frac{\tau^2}{2|V|} [V, J^{-1}X_2], -\frac{\tau_2}{\tau|J|} X_2 \right).$$

For (4), we let $\alpha(s) = (\tilde{p}, \sin sU + \cos sv)$, so that $a_1(s) = e$, $a_2(s) = \sin sU + \cos sv$, $\dot{a}_1(0) = 0$ and $\dot{a}_2(0) = U$. Recall that $X_2 = \sum_{m \in M} \xi_m$, where $\xi_m \in W_m(Z_0)$. Let $\vartheta_m = \vartheta_m(Z_0)$, and let $\Xi_m = j(Z_0)\xi_m / \vartheta_m$. Let

$$(V-U) \quad U = X_1^u + \sum_{m \in M} \xi_m^u \quad \text{and} \quad \Xi_m = j(Z_0)\xi_m / \vartheta_m.$$

where $X_1^u \in \ker j(Z_0)$ and $\xi_m^u \in W_m(Z_0)$, for $m \in M(Z_0)$. Here $Z_0 = \cos s\frac{\tau_2}{\tau} Z_0$, so $\vartheta_m^s = \vartheta_m(Z_0^s) = \cos s\frac{\tau_2}{\tau} \vartheta_m$, and $\vartheta_m^0 = 0$ for $m \in M$. Also, $\vartheta_m^0 = 0$ if and only if $\vartheta_m = 0$, so $N = \emptyset$ and $M = \mathcal{M}$. Now $X_1^s = \cos s\frac{\tau_2}{\tau} V + \sin sX_1^u$ and $X_2^s = \sum_{m \in M}(\cos s\frac{\tau_2}{\tau} \xi_m^s + \sin s\xi_m^u)$ so that $\xi_m^s = \cos s\frac{\tau_2}{\tau} \xi_m^s + \sin s\xi_m^u$, and $\Xi_m^s = \cos s\frac{\tau_2}{\tau} \Xi_m + \sin s\Xi_m^u$. From this we have $X_1^0 = \frac{1}{\tau} V$, $X_2^0 = \frac{\tau_2}{\tau} X_2$ and $\xi_m^0 = \frac{\tau_2}{\tau} \xi_m^0$, $\Xi_m^0 = \frac{\tau_2}{\tau} \Xi_m^0$, $\dot{X}_0 = 0$, $X_1^0 = X_1^u$, $\dot{\xi}_m = \xi_m^u$ and $\dot{\Xi}_m = \Xi_m^u$. Note that $\xi_m$ and $\xi_m^u$ are not, in general, related so that $M''$ is a consideration in what follows. Plugging these into (2.21) we have $\dot{X}^0(\tau) = \tau X_1^u + \sum_{m \in M} \tau(1 - \cos \tau_2 \vartheta_m)\xi_m^u + \sum_{m \in M} \tau \sin \tau_2 \vartheta_m \xi_m^u$, $-\dot{X}^0(\tau) + \dot{X}_0 = -\sum_{m \in M} \sin \tau_2 \vartheta_m \Xi_m^u + \sum_{m \in M}(1 - \cos \tau_2 \vartheta_m)\xi_m^u$ and

$$\ddot{X}^0(\tau) = \sum_{m \in M'} \frac{\tau \vartheta_m}{2 \vartheta_m^2 - \vartheta_m^2} [X_1^u, \Xi_m] + \sum_{m \in M} \frac{\tau}{2 \vartheta_m^2} ([\xi_m^u, \Xi_m] + [\xi_m, \Xi_m^u])$$

$$+ \sum_{m \in M''', h \in M''', m \neq h} \frac{\tau \vartheta_h(1 - \cos \tau_2 \vartheta_h)}{\tau_2 \vartheta_h^2 (\vartheta_m^2 - \vartheta_h^2)} [\Xi_m^u, \Xi_h]$$

$$- \sum_{m \in M''', h \in M''', m \neq h} \frac{\tau \sin \tau_2 \vartheta_m}{\tau_2 (\vartheta_m^2 - \vartheta_h^2)} [\Xi_m^u, \xi_h]$$

$$+ \sum_{m \in M''', h \in M''', m \neq h} \frac{\tau \vartheta_h \sin \tau_2 \vartheta_m}{\tau_2 \vartheta_h^2 (\vartheta_m^2 - \vartheta_h^2)} [\xi_m^u, \xi_h]$$
\[ + \sum_{m \in M', h \in M', m \neq h} \frac{\tau(1 - \cos(\tau_2 \vartheta_m))}{\tau_2 (\vartheta_m^2 - \vartheta_h^2)} [\xi_m^u, \xi_h] \]
\[ + \left[ V, \sum_{m \in M} \frac{2 \tau \sin(\tau_2 \vartheta_m) - \tau_2 \vartheta_m (1 + \cos(\tau_2 \vartheta_m))}{2 \tau_2^2 \vartheta_m^2} \Xi_m^u \right] \]
\[ + \left[ V, \sum_{m \in M} \frac{2 \tau \cos(\tau_2 \vartheta_m) - 1 + \tau_2 \vartheta_m \sin(\tau_2 \vartheta_m)}{2 \tau_2^2 \vartheta_m^2} \xi_m^u \right] \]

Thus

\[(V-4)\]

\[(\text{Id} - \hat{\Phi}_{\tau^s, \vartheta})(0, U)\]

\[= \left( -\tau X_1^u + \sum_{m \in M} \frac{\tau \cos(\tau_2 \vartheta_m) - 1}{\tau_2 \vartheta_m} \Xi_m^u \]
\[+ \sum_{m \in M} \frac{\tau \sin(\tau_2 \vartheta_m)}{\tau_2 \vartheta_m} \xi_m^u + \sum_{m \in M} \frac{\tau}{\vartheta_m} [X_1^u, \Xi_m] \]
\[= \sum_{m \in M} \frac{\tau \vartheta_h \cos(\tau_2 \vartheta_m) - 1}{\tau_2 \vartheta_m (\vartheta_m^2 - \vartheta_h^2)} [\Xi_m^u, \Xi_h] + \sum_{m \in M, m \neq h} \frac{\tau \sin(\tau_2 \vartheta_m)}{\tau_2 (\vartheta_m^2 - \vartheta_h^2)} [\Xi_m^u, \xi_h] \]
\[+ \sum_{m \in M', h \in M', m \neq h} \frac{\tau \vartheta_h \sin(\tau_2 \vartheta_m)}{\tau_2 \vartheta_m (\vartheta_m^2 - \vartheta_h^2)} [\Xi_m^u, \Xi_h] + \sum_{m \in M', h \in M', m \neq h} \frac{\tau(\cos(\tau_2 \vartheta_m) - 1)}{\tau_2 (\vartheta_m^2 - \vartheta_h^2)} [\xi_m^u, \xi_h] \]
\[= \sum_{m \in M} \frac{\tau_2 \vartheta_m - \tau \sin(\tau_2 \vartheta_m)}{\tau_2 \vartheta_m^2} \Xi_m^u + \sum_{m \in M} \frac{\tau(1 - \cos(\tau_2 \vartheta_m))}{\tau_2 \vartheta_m^2} \xi_m^u \]
\[+ \sum_{m \in M} \frac{\tau_2 \vartheta_m - \tau \sin(\tau_2 \vartheta_m)}{\tau_2 \vartheta_m^2} \Xi_m^u + \sum_{m \in M} \frac{\tau(1 - \cos(\tau_2 \vartheta_m))}{\tau_2 \vartheta_m^2} \xi_m^u \]

For (5), we let \(\alpha(s) = (\tilde{\rho}, \cos sv + \sin s \zeta), \) so that \(a_1(s) = \rho, a_2(s) = \cos sv + \sin s \zeta, \) and \(a_1(0) = 0 = a_2(0) = \zeta. \) Recall that \(X_2 = \sum_{m \in M} \xi_m, \) where \(\xi_m \in W_m(Z_0) \) and let \(\vartheta_m = \vartheta_m(Z_0) \) and \(\Xi_m = j(Z_0) \xi_m/\vartheta_m. \) Here \(Z_0 = \cos s \frac{\zeta}{\tau} Z_0 + \sin s \zeta, \) so \(\vartheta_m = \vartheta_m(Z_0) \) and \(\vartheta_m = \frac{\zeta}{\tau} \vartheta_m \) for \(m \in M \) but \(\vartheta_m \) cannot, in general, be simplified. Let \(\xi_m^s \) denote the component of \(\cos s(\frac{1}{\tau} V + \frac{\zeta}{\tau} X_2) \) in \(W_m(Z_0). \) Let \(\Xi_m^s \) denote \(j(Z_0^s) \xi_m^s/\vartheta_m^s. \) Note that if \(Z_0 \notin U \) (see Proposition 2.19), then \(\vartheta_m^s \rightarrow 0 \) need not imply that \(m = h, \) and \(\vartheta_m^s \rightarrow 0 \)
need not imply $\vartheta_m = 0$. Finally, $\xi^0_n = 0$ need not imply $\hat{\xi}^0_n = 0$. Thus, there is very little simplification that can be accomplished. Thus, we may only write the following:

(V-5)

$$(\text{Id} - \tilde{\Phi}_{\tau^*F})(0, \zeta)$$

$$= \left( -\tau \left( \dot{X}_1^0 + \sum_{n \in N} \hat{\xi}_n^0 \right) - \sum_{m \in M'} \left( \frac{\tau \dot{\vartheta}_m^0}{\vartheta}_m^0 \right) \xi_m^0 \right.$$  

$$- \sum_{n \in N} \frac{\tau^2}{2} \frac{d}{ds} (J_s \xi_n^0) + \sum_{m \in M''} \frac{\cos(\tau \vartheta_m^0) - 1}{\vartheta_m^0} \hat{\xi}_m^0 - \sum_{m \in M''} \frac{\sin(\tau \vartheta_m^0)}{\vartheta_m^0} \xi_m^0$$  

$$- \tau \zeta + \sum_{m \in M''} \frac{\tau}{\vartheta_m^0} \left[ \dot{X}_1^0 + \sum_{n \in N} \hat{\xi}_n^0, \xi_m^0 \right] - \frac{\tau}{2 \vartheta_m^0} \left( \xi_m^0, \vartheta_m^0 \right)$$  

$$- \sum_{m \in M', n \in N} \frac{\tau^2}{2 \vartheta_m^0} \left[ \xi_m^0, \frac{d}{ds} (J_s \xi_n^0) \right] + \sum_{m \in M', n \in N} \frac{\tau}{\vartheta_m^0} \left[ \xi_m^0, \frac{d}{ds} (J_s \xi_n^0) \right]$$  

$$- \sum_{m, h \in M', \vartheta_m^0 \neq \vartheta_h^0} \frac{\tau}{4 \vartheta_m^0} \left( \dot{\vartheta}_m^0, \dot{\vartheta}_m^0 \right) \left[ \xi_m^0, \zeta_h^0 \right] - \sum_{m, h \in M', \vartheta_m^0 \neq \vartheta_h^0} \frac{\tau^2}{8 \vartheta_m^0} \left( \dot{\vartheta}_m^0 - \dot{\vartheta}_h^0 \right) \left( \left[ \xi_m^0, \vartheta_m^0 \right] + \left[ \xi_m^0, \zeta_h^0 \right] \right)$$  

$$+ \sum_{m \in M', \vartheta_m^0 \neq \vartheta_h^0} \frac{\vartheta_h^0 \left( \cos(\tau \vartheta_m^0) - 1 \right)}{\vartheta_m^0 \left( \vartheta_m^0 - 2 \vartheta_h^0 \right)} \left[ \xi_m^0, \vartheta_m^0 \right] + \sum_{m \in M', \vartheta_m^0 \neq \vartheta_h^0} \frac{\sin(\tau \vartheta_m^0)}{\vartheta_m^0 - \vartheta_h^0} \left[ \xi_m^0, \vartheta_h^0 \right]$$  

$$- \sum_{m \in M', \vartheta_m^0 \neq \vartheta_h^0} \frac{\vartheta_h^0 \sin(\tau \vartheta_m^0)}{\vartheta_m^0 \left( \vartheta_m^0 - 2 \vartheta_h^0 \right)} \left[ \xi_m^0, \vartheta_h^0 \right] + \sum_{m \in M', \vartheta_m^0 \neq \vartheta_h^0} \frac{\vartheta_h^0 \left( \cos(\tau \vartheta_m^0) - 1 \right)}{\vartheta_m^0 \left( \vartheta_m^0 - 2 \vartheta_h^0 \right)} \left[ \xi_m^0, \vartheta_h^0 \right]$$  

$$+ \left[ \frac{\tau^2}{2} \left( \dot{X}_1^0 + \sum_{n \in N} \hat{\xi}_n^0 \right) - \sum_{m \in M'} \frac{2 \dot{\vartheta}_m^0}{\vartheta_m^0} \xi_m^0 \right.$$  

$$+ \sum_{m \in M'} \frac{1}{\vartheta_m^0} \hat{\xi}_m^0 + \frac{\tau^2}{6} \sum_{n \in N} \frac{d}{ds} (J_s \xi_n^0) \right]$$
\[
\begin{align*}
&+ \left[ V, \sum_{m \in M'} \frac{\tau \theta_0^m - \sin(\tau \theta_0^m)}{\tau \theta_0^m} \dot{\xi}_m^0 \right. \\
&\quad \left. - \sum_{m \in M'} \frac{1 - \cos(\tau \theta_0^m)}{\tau \theta_0^m} \dot{\xi}_m^0 \\n&\quad + \sum_{m \in M'} \left( 1 - \cos(\tau \theta_0^m) \right) \dot{\xi}_m^0 \right].
\end{align*}
\]

Case V: DG-Multiplier. As is clear from formula (V-5), a tractable closed form for the DG-multiplier that will work for general two-step nilmanifolds is not plausible. Section 4.2 applies the formulas in Case V to a specific five-dimensional example.

4. Special cases and examples

4.1. One-dimensional center/Heseinberg manifolds

We consider the special case where the two-step nilpotent Lie group \( G \) has a one-dimensional center; i.e., \( G \) is a Heisenberg Lie group. Here we need only Cases I, II and III. To see this, if \( V \not\in \mathfrak{z} \), then \([V, \mathfrak{g}] = \mathfrak{z}\), and so \( \mathfrak{z}_V = 0 \) for all \( V \neq 0 \). With this assumption, Case III becomes tractable, as formula (III-3) never applies.

Let \( n = \dim(G) \). Note that \( \dim \mathfrak{z} = 1 \) implies \( \ker j(Z) = \{0\} \) for all \( Z \in \mathfrak{z}, Z \neq 0 \). Let \( Z \) be a unit vector in \( \mathfrak{z} \).

Case I: Let \( \gamma = \exp(V^* + Z^*) \), with \( V^* \neq 0 \). Then by Theorem 2.11 \( \tau = |V^*| > 0 \). Recall from (I-DG) that the DG-multiplier is

\[
\frac{1}{\tau^{(\dim C(\gamma, G) - 1)/2} |\det M|},
\]

where \( M = \langle Z, [V, Y^\perp] \rangle \), and \( Y^\perp \) is a unit normal to \( C(\log \gamma, \mathfrak{g}) \). One easily computes that \( Y^\perp = j(Z)V^*/|j(Z)V^*| \). To see this, note that \([V, Y] = 0 \) if and only if \( \langle Z, [V^*, Y] \rangle = 0 \) if and only if \( \langle j(Z)V^*, Y \rangle = 0 \). This also implies that \( \dim C(\gamma, G) = n - 1 \). Finally, \( |\det M| = |\langle Z, [V^*, j(Z) V^*] \rangle / |j(Z) V^*| = |j(Z)V^*| \). Thus, the DG-multiplier simplifies to

\[
(4.1) \quad \frac{1}{|V^*(n-2)/2|j(Z)V^*|}.
\]
Case II: Let \( \gamma = \exp(Z^*) \), with \( \tau = |Z^*| > 0 \). Recall from (II-DG) that the DG-multiplier in this case is

\[
\tau^{-(n-1)/2} \prod_{m=1}^{\mu} \left( \frac{2(1 - \cos \vartheta_m(Z^*))}{\vartheta_m(Z^*)^2} \right)^{-\dim W_m(Z^*)/4}.
\]

Because \( \mathfrak{z} \) is one-dimensional, the eigenvalues of \( j(Z^*) \) are of the form \( \vartheta_m(Z^*) = |Z^*| \vartheta_m(Z) = |Z^*| t_m, \ m = 1, \ldots, \mu \). The multiplier for Case II thus reduces to

\[
|Z^*|^{n-1} 2^{-(n-1)/4} \prod_{m=1}^{\mu} \left( \frac{1 - \cos(|Z^*| t_m)}{t_m^2} \right)^{-\dim W_m(Z)/4}.
\]

Case III: Let \( \gamma = \exp(Z^*) \), with \( 0 < \tau < |Z^*| \).

Recall that \( \vartheta_m(Z^*) = |Z^*| t_m, \ m = 1, \ldots, \mu \) and \( Z = Z^*/|Z^*| \). By [12, 14, 26], or Theorem 2.11, the periods of \( \gamma \) are of the form

\[
\left\{ \sqrt{\frac{4\pi k_m}{t_m^2}(t_m|Z^*| - \pi k_m)}, 1 \leq k_m < \frac{t_m|Z^*|}{2\pi}, k_m \in \mathbb{Z} \right\}.
\]

Since \( \tau \) is a period of \( \gamma \), there exists \( m_0 \in \{1, \ldots, \mu\} \) and \( k_{m_0} \in \mathbb{Z}^+ \) such that \( 2\pi k_{m_0} < t_{m_0}|Z^*| \) and such that \( \tau^2 = 2 \left( \frac{2\pi k_{m_0}}{t_{m_0}} \right) |Z^*| - \left( \frac{2\pi k_{m_0}}{t_{m_0}} \right)^2 \). Let

\[
M_\tau = \left\{ m \in \mathcal{M} : \exists k_m \in \mathbb{Z}^+, \frac{k_m}{t_m} = \frac{|Z^*| - \sqrt{|Z^*|^2 - \tau^2}}{2\pi} \right\}.
\]

One easily checks that if \( m \in M_\tau \), then \( k_{m_0}/t_{m_0} = k_m/t_m \). We set

\[
v_\tau = \oplus_{m \in M_\tau} W_m(Z), \quad v_\tau^\perp = \oplus_{m \not\in M_\tau} W_m(Z).
\]

Let \( z_0 = \sqrt{\frac{\pi k_{m_0}}{t_{m_0}|Z^*| - \pi k_{m_0}}} \), and \( x_2 = \sqrt{1 - z_0^2} \). Then by Definition 2.7

\[
\hat{F}(\tau, \gamma) = \{(\tilde{p}, X_2 + Z_0): Z_0 = z_0Z, X_2 \in v_\tau, |X_2| = x_2 \}.
\]

Let \( v_\tilde{p} \in \hat{F}(\tau, \gamma) \). Then

\[
T_{v_\tilde{p}} \hat{F}(\tau, \gamma) = \text{span}\{(U', 0), (0, U''), (0, v): U' \in \mathfrak{g}, U'' \in \mathfrak{v}_\tau, U'' \perp v\}.
\]

To calculate the wave invariant, we need only (1) \( \Phi_{\tau^* v_\tilde{p}}(0, v^\perp) \) where \( v^\perp \in \text{span}\{X_2, Z_0\}, v \perp v^\perp \), and (2) \( \Phi_{\tau^* v_\tilde{p}}(0, U), U \in \mathfrak{v}, U \perp v_\tau \).
For all $m \notin M_{\tau}$, let $\xi^1_m$ be a unit vector of $W_m(Z)$. Let $\Xi^1_m = j(Z)\xi^1_m/\vartheta_m(Z)$. One easily checks that $\xi^1_m$ and $\Xi^1_m$ are orthogonal unit vectors in $W_m(Z)$. Let $\xi^2_m$ be a unit vector in $W_m(Z)$ that is orthogonal to both $\xi^1_m$ and $\Xi^1_m$. Proceed until we have \{ $\xi^1_m, \Xi^1_m, \xi^2_m, \Xi^2_m, \ldots, \xi^a_m, \Xi^a_m$ \}, an orthonormal basis of $W_m(Z)$ such that $\Xi^\alpha_m = j(Z)\xi^\alpha_m/\vartheta_m(Z)$, $\alpha = 1, \ldots, a_m$. We now have

$$\{ \xi^\alpha_m, \Xi^\alpha_m : m \notin M_{\tau}, \alpha = 1, \ldots, a_m \}.$$

an (ordered) basis of $v^\perp_{\tau}$. Let \{ $E_1, \ldots, E_n$ \} be any (ordered) orthonormal basis of $g$, and let \{ $X_2, Y_1, \ldots, Y_d$ \} be any (ordered) orthonormal basis of $v_{\tau}$, where $X_2 = X_2/|X_2|$.

We set

$$\mathcal{E} = \{(E_1, 0), \ldots, (E_n, 0), (0, Y_1), \ldots, (0, Y_d), (0, v)\}.$$  

Then

$$\mathcal{F} = \{(0, E_1), \ldots, (0, E_n), (-Y_1, -j(Z_0)Y_1), \ldots, (-Y_d, -j(Z_0)Y_d), (-v, -j(Z_0)v)\}.$$  

We set

$$\mathcal{V} = \{(0, \xi^\alpha_m), (0, \Xi^\alpha_m), (0, v^\perp) : m = 1, \ldots, \mu, m \notin M_{\tau}, \alpha = 1, \ldots, a_m \}.$$  

We now calculate $TV \wedge \mathcal{F}$ as a multiple of $\mathcal{V} \wedge \mathcal{E}$. Note that since $\mathfrak{z}$ is one-dimensional, $[\xi^\alpha_m, X_2] = 0$ since $X_2 \in v_{\tau}$ and $\xi^\alpha_m \perp v_{\tau}$. By (III-2),

$$T(0, \xi^\alpha_m) = (-s_m \xi^\alpha_m - c_m \Xi^\alpha_m, (1 - \cos(\tau \vartheta_m)) \xi^\alpha_m - \sin(\tau \vartheta_m) \Xi^\alpha_m)$$  

and

$$T(0, \Xi^\alpha_m) = (c_m \xi^\alpha_m - s_m \Xi^\alpha_m, \sin(\tau \vartheta_m) \xi^\alpha_m + (1 - \cos(\tau \vartheta_m)) \Xi^\alpha_m).$$  

Here $c_m = (1 - \cos(\tau \vartheta_m))/\vartheta_m$ and $s_m = \sin(\tau \vartheta_m)/\vartheta_m$, and recall that $\vartheta_m = t_m|Z_0|$. Since $T(0, \xi^\alpha_m) \wedge T(0, \Xi^\alpha_m)$ is wedged with $(0, E_1) \wedge \cdots \wedge (0, E_n)$, the contribution of $T(0, \xi^\alpha_m) \wedge T(0, \Xi^\alpha_m)$ to $TV \wedge \mathcal{F}$ is $(s^2_m + c^2_m)(\xi^\alpha_m, 0) \wedge (\Xi^\alpha_m, 0)$. Note that $(s^2_m + c^2_m) = 2(1 - \cos(\tau \vartheta_m))/\vartheta^2_m$.

Now $\tau = \sqrt{4\pi k_m/t^2_m/\sqrt{t_m|Z|} - \pi k_m}$, and after plugging this into the value for $|Z_0|$ from above, we see that $\tau \vartheta_m = \tau t_m|Z_0| = 2\pi k_m t_m/t_m$. Now, by the definition of $M_{\tau}$, for $m \notin M_{\tau}$, $\tau \vartheta_m \notin 2\pi \mathbb{Z}^+$. Thus, for $m \notin M_{\tau}$, $(1 - \cos(\tau \vartheta_m)) \neq 0$. Finally, by (III-1), $T(0, v^\perp) = (\tau |X_2|^2/|Z_0|^2 v^\perp, -\tau |X_2|^2/|Z_0|^2 j(Z_0)X_2)$.  


Putting this altogether, we see that the DG-multiplier for Case III is

\[
(4.3) \quad \tau^{-1/2} |Z_0||X_2|^{-1} \prod_{m \notin M_r} \left( \frac{2(1 - \cos(\tau t_m|Z_0|))}{t_m^2|Z_0|^2} \right)^{-\dim W_m(Z)/4},
\]

where \(|Z_0| = \frac{1}{2}(|Z^*| - \sqrt{|Z^*|^2 - \tau^2})\) and \(|X_2| = \sqrt{1 - |Z_0|^2}.

Remark 4.1. (Example 2.15, continued) Note that in the case of a one-dimensional center, the DG-multiplier in Case II and III depends only on the length \(\tau\), the value \(|Z^*|\) and on the eigenvalues of \(j(Z)\) and the dimensions of the invariant subspaces of \(j(Z)\), for \(Z\) a unit vector in \(\mathfrak{z}\). In Example 2.15, we argued that the wave invariants, not just the DG-multiplier, associated to the central periods were equal for the Heisenberg manifolds considered there. We provide details of this argument now. Note that the only other consideration in the calculation of the wave trace is \(\text{Vol}(\Gamma \setminus \tilde{F}(\tau, \gamma))\) and \(\dim \tilde{F}(\tau, \gamma)\). We already showed that \(\dim \tilde{F}(\tau, \gamma)\) is equal for the pairs of examples considered in Example 2.15. The central periods correspond to Cases II and III. In Case II, \(\Gamma \setminus \tilde{F}(\tau, \gamma) = \Gamma \setminus H_n \times \{Z\}\). The volume of this will be equal in the pairs of examples, because isospectral manifolds must have the same volume. For Case III, \(\Gamma \setminus \tilde{F}(\tau, \gamma) = \Gamma \setminus H_n \times S_{x_2}(v_\tau)\), where \(S_{x_2}(v_\tau)\) is the sphere of radius \(x_2 = |X_2|\) in \(v_\tau\). Again, the volume in this case is equal for the pairs of examples, since \(v_\tau\), \(x_2\) and \(z_0 = |Z_0|\) depend only on \(\tau\), \(|Z^*|\), and the eigenvalues and dimensions of invariant subspaces of \(j(Z)\) for \(Z\) a unit vector in \(\mathfrak{z}\). By Theorem 2.16, these values will be the same for isospectral Heisenberg manifolds. (The wave invariants for Case I are compared in Example 2.15.)

### 4.2. Five-dimensional example of the Poincaré map

We now include a nontrivial example in order to demonstrate explicitly why we need all five cases to compute the Poincaré map for general two step nilmanifolds.

Let \(\mathfrak{g} = \text{span}\{X, Y_1, Y_2, Z_1, Z_2\}\) where \([X, Y_i] = Z_i\), \(i = 1, 2\) and all other basis brackets (not determined by skew-symmetry) are zero. Let \(G\) be the simply connected Lie group with Lie algebra \(\mathfrak{g}\). We use the inner product on \(\mathfrak{g}\) for which the given basis is orthonormal. With this metric, letting \(Z = z_1Z_1 + z_2Z_2\),

\[
j(Z) = \begin{pmatrix} 0 & -z_1 & -z_2 \\ z_1 & 0 & 0 \\ z_2 & 0 & 0 \end{pmatrix}
\]
and the eigenvalue curves of \( j(Z) \) are \( \Theta_0(Z) = 0 \) and \( \Theta(Z) = |Z| \). The invariant subspaces associated to these eigenvalue curves are \( W_0(Z) = \text{span}\{-z_2Y_1 + z_1Y_2\} \) and \( W(Z) = \text{span}\{X, z_1Y_1 + z_2Y_2\} \). Note that \( v = \text{span}\{X, Y_1, Y_2\} \) and \( z = \text{span}\{Z_1, Z_2\} \).

Let \( \gamma = \exp(V + Z) \) where \( V \in v \) and \( Z \in z \). We analyze the periods of \( \gamma \) and the DG-multiplier associated to each of these periods.

We consider the five cases I–V as listed above, as they can all occur. **Case I.** \( V \neq 0 \) and \( Z^\perp = 0 \) and \( \tau = |V| \).

Write \( V = xX + y_1Y_1 + y_2Y_2 \). If \( x \neq 0 \), then \( C(V, g) = \text{span}\{V, Z_1, Z_2\} \) so that \( C(V, g)^\perp = \text{span}\{Y_i^\perp, Y_j^\perp\} \), where \( Y_i^\perp = (-y_1X + xY_i)/\sqrt{x^2 + y_i^2} \), \( i = 1, 2 \). As \( C(V, g)^\perp \) is two-dimensional, we must calculate the 2x2 matrix \( M = \langle Z_i, [V, J_j^\perp] \rangle \) where \( i, j = 1, 2 \). Thus

\[
M = \begin{pmatrix}
\sqrt{x^2 + y_1^2} & \frac{y_1y_2}{\sqrt{x^2 + y_1^2}} \\
\frac{y_1y_2}{\sqrt{x^2 + y_1^2}} & \sqrt{x^2 + y_2^2}
\end{pmatrix}.
\]

We conclude that if \( x \neq 0 \), then by (I-DG) the DG-multiplier for Case I is

\[
\frac{1}{|V| \det M}.
\]

If \( x = 0 \), then \( C(V, g) = \text{span}\{Y_1, Y_2, Z_1, Z_2\} \) so that \( C(V, g)^\perp = \text{span}\{X\} \). In this case, \( M \) is a 1x1 matrix. Note that \( [V, g] = \text{span}\{y_1Z_1 + y_2Z_2\} \). Thus \( |\det M| = |\langle [V, g], [V, X] \rangle| = |V| \). We conclude that if \( x = 0 \), then by (I-DG) the DG-multiplier for Case I is

\[
\frac{1}{|V|^{5/2}}.
\]

**Case II.** \( V = 0 \) and \( \tau = |Z| \).

Note that \( \dim W(Z) = 2 \), so that by (II-DG), the DG-multiplier for Case II is

\[
\frac{1}{|Z|^{21/2}(1 - \cos |Z|)^{1/2}}.
\]

By the Clean Intersection Hypothesis, \( \cos |Z| \neq 1 \).

**Case III.** \( V = 0 \) and \( \tau < |Z| \).

We write \( Z = \Upsilon(z_1Z_1 + z_2Z_2) \), with \( z_1^2 + z_2^2 = 1 \) and \( \Upsilon > 0 \). We also denote \( \hat{Z} = z_1Z_1 + z_2Z_2 \), the unit vector in the direction \( Z \). We denote \( Y_Z = z_1Y_1 + z_2Y_2 \) and \( Y_{Z^\perp} = -z_2Y_1 + z_1Y_2 \) and \( Z^\perp = -z_2Z_1 + z_1Z_2 \). Now
the Lie group $G$ with the given metric is an example of a two-step nilpotent
Lie group that is Heisenberg-like [26]. In particular, a two-step nilpotent
Lie group is Heisenberg-like if and only if all eigenvalue curves are of the
form $\theta_m(Z) = c_m|Z|$, for some constant $c_m$. Here, the eigenvalue curves are
$\Theta_0(Z) = 0$ and $\Theta(Z) = |Z|$. In the case of Heisenberg-like metric Lie groups,
the periods of elements take on a nice form [26]. In particular, the periods
of exp($Z$) are

$$\left\{ |Z|, \sqrt{4\pi k(|Z| - \pi k)}, 1 \leq k < \frac{|Z|}{2\pi}, k \in \mathbb{Z} \right\}.$$ 

One checks that

$$\tilde{F}(\tau, \gamma) = \{(\bar{p}, v) : p \in G, v = X_2 + Z_0, Z_0 = z_0\tilde{Z},$$

$$X_2 = x_2U, U \in W(Z), |U| = 1\},$$

where $x_2 = \sqrt{(|Z| - 2\pi k)/(|Z| - \pi k)}$ and $z_0 = \sqrt{\pi k/(|Z| - \pi k)}$. Note that

$$\ker j(Z) = \text{span}\{Y_{Z^\perp}\} \text{ and } W(Z) = \text{span}\{X, Y_Z\}.$$ 

So that $U = xX + yY_Z$, with $x^2 + y^2 = 1$. Denote $U^\perp = -yX + xY_Z = j(\tilde{Z})U$. Let $v_\tilde{p} \in \tilde{F}(\tau, \gamma)$, then

$$T_{v_\tilde{p}}\tilde{F}(\tau, \gamma) = \text{span}\{(U', U'') : U' \in \mathfrak{g}, U'' \in W(Z), U'' \perp v\}.$$ 

A basis of $\mathcal{E}$ is

$$\mathcal{E} = \{(X, 0), (Y_Z, 0), (Y_{Z^\perp}, 0), (\tilde{Z}, 0), (Z^\perp, 0), (0, v), (0, U^\perp)\}.$$ 

Then

$$\mathcal{F} = \{(0, X), (0, Y_Z), (0, Y_{Z^\perp}), (0, \tilde{Z}), (0, Z^\perp), (-v, -j(Z_0)v), (-U^\perp, z_0U)\}.$$ 

A basis of $\mathcal{V}$ is

$$\mathcal{V} = \{(0, v^\perp), (0, Y_{Z^\perp}), (0, Z^\perp)\},$$

where $v^\perp = -\frac{z_0}{x_2}X_2 + \frac{x_2}{z_0}Z_0$.

We wish to calculate $T\mathcal{V} \wedge \mathcal{F}$ as a multiple of $\mathcal{V} \wedge \mathcal{E}$.

From (III-1), we conclude that $T(0, v^\perp) = (\frac{tx_2}{z_0}v^\perp, \ast)$. From (III-2), we conclude that $T(0, Y_{Z^\perp}) = (-\tau Y_{Z^\perp} + \frac{ry_2}{z_0}Z^\perp, \ast)$. Here the $\ast$s refer to values
that we do not need to calculate, because we will be wedging with values
that will eliminate the contribution of $\ast$ to $T\mathcal{V} \wedge \mathcal{F}$. 

While $\bar{\Phi}_{r^*}(0, Z^\bot)$ does not depend on the curve $a_2(s)$, the expression for it given in (III-3) does, and its evaluation will involve more details. We continue the notation of Section 2 and Section 3 Case III(3). Recall that $a_2(s) = \cos s(x_2 U + z_0 Z) + \sin s Z^\bot$, so that $Z_0^s = \cos s z_0 Z + \sin s Z^\bot$. Also, $\Theta^s = |Z_0^s| = \sqrt{\cos^2 s z_0^2 + \sin^2 s}$. Note that $|Z_0^s|$ does not go to zero as $s$ goes to zero, so the set $N = \emptyset$. Using the subspaces $\ker j(Z_0^s) = \text{span}\{-\sin s Y Z + z_0 \cos s Y Z^\bot\}$ and $W(Z_0^s) = \text{span}\{X, z_0 \cos s Y Z + \sin s Y Z^\bot\}$, one computes that, with $X_0^s = x_2 \cos s U$,

$$X_1^s = \frac{-x_2 y \cos s \sin s}{(\Theta)^s} (-\sin s Y Z + z_0 \cos s Y Z^\bot)$$

and

$$\xi^s = x x_2 \cos s X + \frac{x_2 y z_0 \cos^2 s}{(\Theta)^s} (z_0 \cos s Y Z + \sin s Y Z^\bot).$$

One easily checks that $\dot{\Theta}^0 = 0$, $X_1^0 = 0$, $\dot{\xi}^0 = x_2 U$, $\ddot{\xi}^0 = \frac{y z_2}{z_0} Y Z^\bot$ and $\dot{X}_1^0 = -\dot{\xi}^0$. Note that since $\xi^0 \neq 0$, we have $M'' = \emptyset$. Using $\Xi^s = j(Z_0^s)\xi^s/\Theta^s$, we have $\Xi^0 = x_2 U^\bot$, and $\ddot{\Xi}^0 = \frac{x z_2}{z_0} Y Z^\bot$. Applying (III-3) with these values, we conclude that

$$T(0, Z^\bot) = \left(\frac{\tau y x_2}{z_0} Y Z^\bot - \frac{\tau}{2 z_0^2} (1 + 2 y^2 x_2^2 + z_0^2) Z^\bot, \ast\right).$$

Now

$$TV \wedge F = T(0, v^\bot) \wedge T(0, Y Z^\bot) \wedge T(0, Z^\bot) \wedge (0, X) \wedge (0, Y Z) \wedge (0, Y Z^\bot) \wedge (0, Z^\bot) \wedge (0, \bar{Z}) \wedge (0, \bar{Z}^\bot) \wedge (-v, -j(Z_0)v) \wedge (-U^\bot, z_0 U)$$

$$= \pm \left(\frac{\tau x_2^2}{z_0^2} v^\bot, 0\right) \wedge \left(-\tau Y Z^\bot + \frac{\tau y x_2}{z_0} Z^\bot, 0\right)$$

$$\wedge \left(\frac{\tau x_2 y}{z_0} Y Z^\bot - \frac{\tau}{2 z_0^2} (1 + 2 y^2 x_2^2 + z_0^2) Z^\bot, 0\right)$$

$$\wedge (v, 0) \wedge (U^\bot, 0) \wedge (0, X) \wedge \cdots \wedge (0, Z^\bot)$$

$$= \pm \frac{\tau^3}{2 z_0^2} (1 - z_0^4)^2 V \wedge \mathcal{E}.$$
We use here the fact that both \( \{X, Y_Z, Y_{Z^\perp}, \bar{Z}, Z^\perp\} \) and \( \{v, v^\perp, U^\perp, Y_{Z^\perp}, Z^\perp\} \) are orthonormal bases of \( g \).

The DG-multiplier for Case III is then

\[
\frac{\sqrt{2}z_0}{\tau^{3/2}\sqrt{1-z_0^2}}.
\]

Recall that \( 2\pi \leq 2\pi k < |Z| \), and \( z_0^2 = (\pi k)/(|Z| - \pi k) < 1 \).

**Case IV.** \( V \neq 0 \), \( Z^\perp_V \neq 0 \), \( \tau = |V + Z^\perp_V| \).

For this case to occur, we must have \( V = \lambda(y_1Y_1 + y_2Y_2) \) and \( Z^\perp_V = z(-y_2Z_1 + y_1Z_2) \), where we assume \( y_1^2 + y_2^2 = 1 \) and \( \lambda > 0 \). We let \( Y = y_1Y_1 + y_2Y_2 \) and \( Y^\perp = -y_2Y_1 + y_1Y_2 \). Define \( Z_Y = y_1Z_1 + y_2Z_2 \) and \( Z_{Y^\perp} = -y_2Z_1 + y_1Z_2 \), so \( V = \lambda Y \) and \( Z^\perp_V = zZ_{Y^\perp} \). Note that \( [V, g] = \text{span}\{Z_Y\} \).

Thus \( \ker j(Z^\perp_V) = \text{span}_R\{V\} = \text{span}\{Y\} \), \( \log C(\gamma, G) = \text{span}_R\{Y, Y^\perp, Z_Y, Z_{Y^\perp}\} \) and \( \log C(\gamma, G)^{\perp} = \mathbb{R}X \). In this case

\[
\tilde{F}(\tau, \gamma) = \{(\tilde{p}, v) : \tilde{p} \in C(\gamma, G)\tilde{q}, v = (V + Z^\perp_V)/\tau\}.
\]

We let

\[
\mathcal{E} = \{(Y, 0), (Y^\perp, 0), (Z_Y, 0), (Z_{Y^\perp}, 0), (0, v)\}.
\]

Thus

\[
\mathcal{F} = \{(0, Y), (0, Y^\perp), (0, Z_Y), (0, Z_{Y^\perp}), (-v, 0)\},
\]

and we let

\[
\mathcal{V} = \{(X, 0), (0, X), (0, Y^\perp), (0, v^\perp), (0, Z_Y)\}.
\]

We apply the above values to (IV-DG) in order to compute the DG-multiplier here.

The matrix \( M \) is \( 1 \times 1 \), so \( \det M = \langle Z_Y, [V, X] \rangle = -\lambda \). Because the metric Lie group is Heisenberg-like, we are in the case where \( N = \emptyset \). To calculate the matrix \( \hat{M} \), we must evaluate the curve \( a_2(s) \) more closely. In the notation of Case IV(4) and (IV-DG), the curve \( a_2(s) = \frac{\cos s}{\tau}(V + Z^\perp_V) + \sin sZ_Y \) produces \( Z_0^s = \frac{\cos s}{\tau}Z_{Y^\perp} + \sin sZ_Y \), so that \( \Theta^s = \sqrt{\sin^2 s + z^2 \cos^2 s}/\tau^2 \).

Using the subspaces \( \ker j(Z_0^s) = \text{span}\{-\sin s Y^\perp + \cos sz_0Y\} \) and \( W(Z_0^s) = \text{span}\{X, z_0 \cos sY^\perp + \sin sY\} \), where \( z_0 = z/\tau \), we compute

\[
\xi^s = \frac{\lambda \cos s \sin s}{\tau(\Theta^s)^2} \left( \sin sY + \frac{z \cos s}{\tau}Y^\perp \right).
\]

Thus \( \xi^s = Z_Y \), \( Y^\perp_\delta = X \), \( U_\delta = \xi^0 = \frac{\lambda}{\tau}Y^\perp \), \( J_\beta = 0 \), \( \xi^a = X \) and \( \Xi^\alpha = Y^\perp \).

Plugging this into (IV-\( \hat{M} \)) we obtain the \( 1 \times 1 \) matrix \( \hat{M} \) to be \( \pm \lambda = \pm |V| \).
We thus obtain a DG-multiplier of
\[ \tau^{-3/2} |V|^{-1} |Z^V_\perp|^2 2^{-1/2} (1 - \cos |Z^V_\perp|)^{-1/2}. \]

By the Clean Intersection Hypothesis, \( |Z^V_\perp| = \vartheta_2(Z^V_\perp) \notin 2\pi \mathbb{Z}. \)

**Case** \( V, V \neq 0 \) \( Z^V_\perp \neq 0 \) \( \tau < |V + Z^V_\perp| \).

As \( Z^V_\perp \neq 0 \) we must have \( V = \lambda Y \) and \( Z^V_\perp = \Upsilon Z_\perp \), where \( Y = y_1Y_1 + y_2Y_2, \ \lambda > 0, \ Y_\perp = -y_2Y_1 + y_1Y_2, \ Z_\perp = -y_2Z_1 + y_1Z_2 \) and \( y_1^2 + y_2^2 = 1. \)

Note that \([V, g] = \mathbb{R}Z_Y \) where \( Z_Y = y_1Z_1 + y_2Z_2. \) As \( \tau < |V + Z^V_\perp| \), we must have \( \tau = \sqrt{|V|^2 + \tau^2_2} \) where \( \tau_2 = \sqrt{4\pi k(|Z^V_\perp| - \pi k), \ k \in \mathbb{Z}^+ \) and \( 1 \leq k < |Z^V_\perp|/2\pi. \) The fact that \( \tau \) must be of this form follows from the fact that \( G \) is Heisenberg-like and the expression of the length spectrum given in Case V, above. See [26] for more details.

Now
\[ \tilde{F}(\tau, \gamma) = \left\{ (\tilde{p}, v) : \tilde{p} \in C(\gamma, G))\tilde{q}, v = \frac{1}{\tau}V + \frac{\tau_2}{\tau}(X_2 + Z_0), \right\} \]
\[ X_2 = x_2U, \ Z_0 = z_0\epsilon Z_\perp, U \in W(Z_\perp), |U| = 1 \}

where \( z_0 = \sqrt{\pi k/(|Z^V_\perp| - \pi k)}, \ x_2 = \sqrt{(|Z^V_\perp| - 2\pi k)/(|Z^V_\perp| - \pi k)} \) and \( \epsilon = \pm 1 \), depending on the sign of \( \Upsilon. \) That is, \( \epsilon Z_\perp = Z^V_\perp/|Z^V_\perp|. \) Note that \( x_2^2 + z_0^2 = 1. \)

Let \( v_{\tilde{p}} \in \tilde{F}(\tau, \gamma) \), so \( v = \lambda Y + \frac{\tau_2}{\tau}(X_2 + Z_0), \ X_2 = x_2U, \ Z_0 = z_0\epsilon Z_\perp \) and \( U = xX + yY_\perp \), where \( x^2 + y^2 = 1. \)

Then
\[ T_{v_{\tilde{p}}}\tilde{F}(\tau, \gamma) = \{ (U', U'') : U' \in \log C(\gamma, G), U'' \in W(Z_\perp), v \perp U'' \}. \]

We have
\[ \mathcal{E} = \{ (Y, 0), (Y_\perp, 0), (Z_Y, 0), (Z_\perp, 0), (0, v), (0, U_\perp) \}, \]
where \( U_\perp = j(Z_\perp)U = -yX + xY_\perp. \) Using the symplectic form in Theorem 2.20, we have
\[ \mathcal{F} = \left\{ (0, Y), (0, Y_\perp), (0, Z_Y), (0, Z_\perp), \left( -v, -\frac{\tau_2^2 x_2 z_0 \epsilon}{\tau^2} U_\perp \right), \right\} \]
and we choose
\[ V = \{(X, 0), (0, v_1^+), (0, v_2^+), (0, Z_Y)\}, \]
where
\[ v_1^+ = -z_0 U + \epsilon x_2 Z_Y \quad \text{and} \quad v_2^+ = -\frac{\tau_2}{\tau} Y + \frac{\lambda}{\tau} (x_2 U + z_0 \epsilon Z_Y). \]

By (V-1),
\[ T(X, 0) = ([V, X], 0) = (-\lambda Z_Y, 0). \]
Note that \([V, g] = \mathbb{R} Z_Y\), so we may ignore any \(Z_Y\) and \([V, g]\) components in the left hand entry of our remaining calculations.

Because \(g\) is Heisenberg-like, or by direction computation, \([\xi, j(Z_0)^{-1} \xi]\) \(= -\frac{x_2^2}{z_0^2} Z_0\). Also, \(j(Z_0)X_2 = x_2 z_0 \epsilon U \perp\). Using (V-2), we see that
\[
T(0, v_1^+) = \left( -\tau \frac{x_2}{z_0} (X_2 + Z_0) + \tau \frac{x_2}{z_0^2} Z_0 + [V, \star], -\tau_2 x_2^2 \epsilon U \perp \right)
\]
\[
= \left( \tau \frac{x_2}{z_0} v_1^+ + \star, -\tau_2 x_2^2 \epsilon U \perp \right).
\]

Using (V-3), we see that
\[
T(0, v_2^+) = \left( -\tau v_2^+ + [V, \star], -\frac{\tau_2 \lambda}{\tau} x_2 z_0 \epsilon U \perp \right).
\]

Finally, we use (V-5) to evaluate \(T(0, Z_Y)\).

Let \(a_2(s) = \cos sv + \sin s Z_Y\). Then \(Z_0^s = \alpha^s Z_Y + \beta^s Z_Y \perp\), where \(\alpha_s = \sin s\), \(\beta_s = \cos s \tau_2 z_0 \epsilon / \tau\). So \(\Theta^s = \Theta(Z_0^s) = |Z_0^s|\). Note that \(Z_0^s = Z_Y\), \(\Theta^0 = \tau_2 z_0 \epsilon / \tau\) and \(\dot{\Theta}^0 = 0\). We conclude \(N = \emptyset\) when applying (V-5).

Now \(a_2(s) = X_1^s + \xi^s + Z_0^s\), where \(X_1^s \in \ker j(Z_0^s)\) and \(\xi^s \in W(Z_0^s)\) for all \(s\). We have \(\ker j(Z_0^s) = \text{span}\{\beta_s Y - \alpha_s Y \perp\}\) and \(W(Z_0^s) = \text{span}\{X, \alpha_s Y + \beta_s Y \perp\}\). One easily calculates
\[
X_1^s = \frac{\cos s}{\tau(\Theta^s)^2} (\beta_s \lambda - \alpha_s \tau_2 x_2 y)(\beta_s Y - \alpha_s Y \perp)
\]
and
\[
\xi^s = \frac{x x_2 \tau_2 \cos s}{\tau} X + \frac{\cos s}{\tau(\Theta^s)^2} (\alpha_s \lambda + \beta_s \tau_2 x_2 y)(\alpha_s Y + \beta_s Y \perp).
\]

Note that since \(\xi^0 \neq 0\), \(M'' = \emptyset\). Thus \(X_1^0 = \frac{\lambda}{\tau} Y\), \(\xi^0 = \frac{x x_2 \tau_2}{\tau} U\), \(\dot{\xi}^0 = \epsilon(x x_2 \tau_2 Y + \frac{\lambda}{\tau_2 z_0} Y \perp)\) and \(X_1^0 = -\dot{\xi}^0\). As \(\Xi^s = j(Z_0^s) \xi^s / \Theta^s\), \(\Xi^0 = \frac{x x_2 \tau_2}{\tau} U \perp\).
and \( \hat{\xi}^0 = \left( -\frac{\lambda}{\tau z_0} \right) X + \left( \frac{\tau x_2}{z_0} \right) Y \). Applying (V-5) we compute

\[
T(0, Z_Y) = \left( \frac{\tau \epsilon (yx_2 Y + \frac{\lambda}{\tau_2} Y^\perp)}{z_0} - \frac{2yx_2 \lambda \tau}{\tau z_0^2} Z_Y^\perp + \ast Z_Y, 0 \right),
\]

\[
= \left( \frac{\tau \lambda \epsilon (z_0^2 - 2)}{\tau z_0^2} v^*_1 - \frac{\tau^2 \lambda \epsilon x_2}{\tau z_0^2} v^*_2 + \frac{x \lambda \tau \epsilon}{\tau z_0^2} X^\perp, 0 \right).
\]

Recall that we seek to calculate \( TV \land F = \)

\[
T(X, 0) \land T(0, v_1^\perp) \land T(0, v_2^\perp) \land T(0, Z_Y) \land (0, Y) \land (0, Y^\perp) \land (0, Z_Y) \land (0, Z_Y^\perp)
\]

\[
\land (-v, -\frac{\tau^2 x_2 z_0}{\tau^2} U^\perp) \land (-U^\perp, \frac{\tau z_0}{\tau} U)
\]

as a multiple of \( V \land E \). First note that \( \{X, Y, Y^\perp, Z_Y, Z_Y^\perp\} \) and \( \{v, v_1^\perp, v_2^\perp, U^\perp, Z_Y\} \) are both orthonormal bases of \( \mathfrak{g} \), so we may use either when calculating the wedge product.

Now

\[
TV \land F = \pm (-\lambda Z_Y, 0) \land \left( \frac{\tau x_2}{z_0} v_1^\perp, \frac{\tau_2 x_2 \lambda \epsilon}{z_0} X \right) \land \left( -\tau v_2^\perp, \frac{\tau \lambda \epsilon x_2}{\tau z_0} X^\perp \right)
\]

\[
\land \left( \frac{-y \lambda \epsilon}{\tau_2} \left( 1 + \frac{x_2^2}{z_0^2} \right) v^*_1 - \frac{\tau^2 \lambda \epsilon x_2}{\tau z_0^2} v^*_2 + \frac{x \lambda \epsilon}{\tau z_0^2} U^\perp, 0 \right)
\]

\[
\land (0, Y) \land (0, Y^\perp) \land (0, Z_Y) \land (0, Z_Y^\perp)
\]

\[
\land (-v, \frac{\tau^2 x_2 z_0 \epsilon}{\tau^2} X) \land \left( -U^\perp, \frac{\tau z_0}{\tau} \epsilon X \right).
\]

We use here the fact that since we wedge with \( (0, Y) \land (0, Y^\perp) \land (0, Z_Y) \land (0, Z_Y^\perp) \), only the coefficient of \( X \) matters in the right-hand components.

Writing everything as a multiple of

\[
V \land E = \pm (v, 0) \land (v_1^\perp, 0) \land (v_2^\perp, 0) \land (U^\perp, 0) \land (0, X)
\]

\[
\land (Z_Y, 0) \land (0, Y) \land (0, Y^\perp) \land (0, Z_Y) \land (0, Z_Y^\perp)
\]

we have a DG-Multiplier of

\[
\sqrt{\frac{1}{\lambda |\text{det} A|}} = \frac{z_0}{\tau x_2 \lambda^3}.
\]
where

\[
A = \begin{pmatrix}
0 & \frac{\tau x_2^2}{z_0^2} & 0 & 0 & \frac{\tau^2 x_2^2\epsilon y}{\tau^2} \\
0 & 0 & -\tau & 0 & \frac{\tau^2 \lambda y x_2 z_0 \epsilon}{\tau} \\
0 & -y \lambda \tau \epsilon (1 + x_2^2) & -\tau^2 \epsilon x_2 y & x \lambda \tau \epsilon & 0 \\
1 & 0 & 0 & 0 & \frac{-\tau^2 x_2 z_0 \epsilon y}{\tau^2} \\
0 & 0 & 0 & 0 & 1
\end{pmatrix}
\]

Note that $0 < x_2 < 1$ and $\lambda > 0$.

5. Conclusions

The wave invariant calculations, particularly for the isospectral Heisenberg manifolds, show that for a given length $\tau$ in the length spectrum, both the number of free homotopy classes containing a closed geodesic of length $\tau$ and the volume of the initial velocities producing these closed geodesics are of paramount importance when computing the wave invariants. One might hope to adjust the definition of multiplicity to include the volumes of the $F(\tau, c)$ toward showing that all examples of isospectral (nil)manifolds must have the same length spectrum with this new multiplicity. However, by (2.17), the only multiplicity or weighting of each length that assures equality is precisely the weighting given by the wave trace.
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