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1. Introduction

Let $M$ be a complete Riemannian manifold with finite volume which we initially assume to be compact. Then since $M$ is compact, $L^2(M)$ is spanned by the eigenfunctions of the Laplacian $\Delta$ on $M$.

Many interesting questions can be asked about these eigenfunctions and their properties, and of these we focus on one, quantum ergodicity, which to the best of my knowledge was first considered by A.I. Šnirel’man, and was substantially sharpened in the work of Z. Rudnick and P. Sarnak which deals with the equidistribution properties of these eigenfunctions.

Specifically, let $\phi_n$ be a complete orthonormal sequence of eigenfunctions of $\Delta$ ordered by eigenvalue. These can be interpreted for example as the steady states for Schrödinger’s equation

$$i\frac{\partial \psi}{\partial t} = \Delta \psi$$

describing the quantum mechanical motion of a free (spinless) particle on $M$. According to Bohr’s interpretation of quantum mechanics $\tilde{\mu}_n(A) := \int_A |\phi_n(x)|^2 \, d\text{vol}(x)$ is the probability of finding a particle in the state $\phi_n$ inside the set $A$ at any given time.

A.I. Šnirel’man, Y. Colin de Verdière and S. Zelditch [26, 8, 30] have shown that whenever the geodesic flow on $M$ is ergodic, for example if $M$ has negative curvature, there is a subsequence $n_k$ of density one on which $\tilde{\mu}_{n_k}$ converge in the weak$^*$ topology to the uniform measure $\frac{1}{\text{vol}(M)} d\text{vol}_M$. This phenomenon is called quantum ergodicity.

The author gratefully acknowledges the support of the Clay Mathematics Institute in the form of a Clay research fellowship and of NSF grant DMS-0434403.

1i.e., for every continuous (compactly supported in more general situations) function $f$ one has that $\int f \, d\mu_{n_k} \rightarrow \frac{1}{\text{vol}(M)} \int f \, d\text{vol}_M$. 
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This leaves unanswered the question of what happens with the remaining eigenfunctions. In the analogue case of planar billiards E.J. Heller has numerically observed eigenfunctions which seem to be enhanced near-closed geodesics, a phenomenon he called scarring. In its strongest form this phenomenon will be manifested if there is some (necessarily zero density) subsequence \( n_k \) so that

\[
\lim_{k \to \infty} \tilde{\mu}_{n_k}(C) > 0
\]

for some closed geodesic \( C \) in \( M \).

It is worth explaining why closed geodesics are singled out in this context. Let \( S^*M \) denote the unit cotangent bundle of \( M \) with \( \pi : S^*M \to M \) the natural projections. In addition to proving quantum ergodicity, in \([26, 8, 30]\) Šnirel’man, Colin de Verdière and Zelditch defined the micro-local lift of these measures \( \tilde{\mu}_k \). In one of its variants, the microlocal lift of \( \tilde{\mu}_k \) (a measure on \( M \)) is a measure \( \mu_k \) on \( S^*M \), explicitly defined in terms of \( \phi_k \), so that its projection to \( M \) is close to \( \mu_k \), and is close to being invariant under the geodesic flow (in a quantifiable way depending on the eigenvalue \( \lambda_k \)). In particular any weak* limit \( \tilde{\mu} \) of a subsequence \( \tilde{\mu}_k \) is of the form \( \pi_*\mu \) with \( \mu \) invariant under the geodesic flow on \( S^*M \). The uniform measure on a periodic trajectory of the geodesic flow is the most degenerate invariant measure possible, and its projection to \( M \) is the uniform measure on a periodic geodesic. We shall call any measure \( \mu \) on \( S^*M \) that actually arises as the weak star limit of these micro-local lifts a quantum limit.

In their paper \([21]\), Rudnick and Sarnak have made the following conjecture:

**Conjecture 1 (Quantum unique ergodicity).** If \( M \) is a compact manifold of negative curvature, the normalized volume measure on \( S^*M \) is the only quantum limit.

It follows in particular that scarring in its strong form stated above is impossible on negatively curved manifolds. We stress that in addition to normalized volume and the periodic geodesics there is a whole slew of invariant measures of varying entropy, support, and mixing properties. For some \( M \), namely arithmetic quotients of \( \mathbb{H} \), and for an appropriate choice of complete orthonormal sequence of eigenfunctions, Rudnick and Sarnak also proved in \([21]\) that scarring in this strong form is indeed impossible (actually, they have shown that a slightly stronger form of scarring is impossible, but a modification of the same techniques \([11]\) establishes that scarring as defined above does not occur). In its general form, the strongest evidence towards this conjecture seems to be
extensive numerics by A. Barnett \cite{2}, and a result of N. Anantharaman \cite{1} which gives under some assumption on the $L^p$-norms of the eigenfunctions that any quantum limit has positive entropy.\footnote{\(\text{Added in proof}\) N. Anantharam has recently eliminated the need for any assumptions regarding the $L^p$-norms, proving for any compact hyperbolic surface that any quantum limit has positive entropy. This recent and remarkable result cannot be used as a substitute for Theorem 1.3 below as it does not give sufficiently strong information regarding the entropy of each ergodic component.}

This special case considered by Rudnick and Sarnak has attracted much attention, if only because there are many more tools at our disposal in dealing with these nice arithmetic eigenfunctions. Since this is precisely the case we will consider we give some more details.

A hyperbolic surface of constant negative curvature can be written as $M = \Gamma \backslash \mathbb{H}$ with $\Gamma < \text{PSL}(2, \mathbb{R})$. For some $\Gamma$, this manifold has extra symmetry: for all but finitely many $n \in \mathbb{N}$ there is a correspondence $T_n$ which maps a point $x \in M$ to a set $T_n(x)$ of finitely many points in $M$, and each branch of the map $x \mapsto T_n(x)$ is locally an isometry. Using these correspondences one can define operators, the Hecke operators, on various function spaces on $M$ by setting

$$[T_n(f)](x) = n^{-1/2} \sum_{y \in T_n(x)} f(y).$$

These operators (possibly after throwing away finitely many of them) turn out to be self adjoint, commute with each other and with the Laplacian, and so (at least in the compact case) have a complete orthonormal sequence of joint eigenfunctions of $\Delta$ and all $T_n$. We give a construction of these operators from the Adelic viewpoint in Section 5.

Such joint eigenfunctions are called Hecke Maass forms and are of great intrinsic interest: in particular, their study is a key tool in modern analytic number theory. We shall call any quantum limit on an arithmetic surface coming from Hecke Maass forms an arithmetic quantum limit.

In this note we will deal exclusively with the case $\Gamma$ a congruence lattice in $\text{SL}(2, \mathbb{Z})$ which alas fails to be cocompact. However, everything we will do is also valid for $\Gamma$ arising from quaternionic division algebras over $\mathbb{Q}$ that are unramified over $\mathbb{R}$ which are cocompact (the details of this case are fully written in \cite{4, 12}).

If $\Gamma \backslash \mathbb{H}$ is not compact then in general the quantum unique ergodicity problem needs to be reformulated, since in general one cannot expect to have many $L^2$-eigenfunctions of the Laplacian. This is less of an issue in the arithmetic quotients we consider here since in this case Selberg \cite{22} has shown that there is an abundance of eigenfunctions (in fact, as many as we expect to have in a compact surface of the same volume); furthermore the continuous spectrum given by Eisenstein series is very well understood, and the appropriate version of quantum unique
ergodicity has been established for these Eisenstein series using analytic methods by Luo, Sarnak and Jakobson \[14, 10\]. For a simple proof for the abundance of $L^2$-eigenfunctions of $\Delta$ on arithmetic $\Gamma \backslash \mathbb{H}$ see \[13\].

Assuming the Riemann hypothesis for suitable automorphic $L$-functions, T. Watson \[27\] has shown that the only arithmetic quantum limit, both in the compact and noncompact case, is the normalized volume measure. In fact, to obtain this conclusion one does not need the full force of the Riemann hypothesis but only subconvexity estimates on the value of these $L$-functions at $1/2$, which are known for some families of $L$-functions but not for the ones appearing in Watson’s work. Assuming the full force of the Riemann hypothesis gives a rate of convergence of the $\tilde{\mu}_k$ to the uniform measure that is known to be best possible \[15\].

Using a result about flows on homogeneous spaces, the author has been able to show unconditionally the following regarding arithmetic quantum limits:

**Theorem 1.1** (\[12\]). Let $M$ be $\Gamma \backslash \mathbb{H}$ for $\Gamma$ a congruence lattice as above. Then any arithmetic quantum limit for $M$ is $c \frac{\text{vol} M}{\text{vol} S^* M}$ for some $c \in [0,1]$; in the compact case, $c = 1$.

This (almost) proves the arithmetic case of the quantum unique ergodicity conjecture. The only missing piece is showing the possibility that $c = 0$, i.e., that all the mass escapes to the cusp(s).

It is an amusing coincidence that in the subconvexity approach, establishing that arithmetic quantum limits are probability measures (i.e., that no mass escapes to the cusp(s)) involves proving subconvexity for simpler (lower order) $L$-functions than what is needed to show that what remains in the limit is equidistributed. Needless to say, from the ergodic theoretic point of view controlling this hypothetical escape of mass seems to be the harder part, or at least the part which is at present unknown...

The proof of this theorem consists of two separate parts. One of these parts is a partial classification of invariant measures satisfying an auxiliary, recurrence condition:

Let $L$ be an $S$-algebraic group, $K$ a compact subgroup of $L$, $G = \text{SL}(2, \mathbb{R}) \times L$ and $\Gamma$ a discrete subgroup of $G$ (for example, $\Gamma$ can be a lattice of $G$), and consider the quotient $X = \Gamma \backslash G/K$.

The diagonal subgroup

$$A = \left\{ \begin{pmatrix} e^t & 0 \\ 0 & e^{-t} \end{pmatrix} : t \in \mathbb{R} \right\} \subset \text{SL}(2, \mathbb{R})$$

acts on $X$ by right translation. In this paper we wish to study probability measures $\mu$ on $X$ invariant under this action.

Without further restrictions, one does not expect any meaningful classification of such measures. For example, one may take $L =$...
SL(2, \mathbb{Q}_p), K = SL(2, \mathbb{Z}_p) and \Gamma the diagonal embedding of SL(2, \mathbb{Z}[\frac{1}{p}]) in G. As is well-known,

\begin{equation}
\Gamma \backslash G / K \cong SL(2, \mathbb{Z}) \backslash SL(2, \mathbb{R}).
\end{equation}

Any A-invariant measure \( \mu \) on \( \Gamma \backslash G / K \) is identified with an A-invariant measure \( \tilde{\mu} \) on \( SL(2, \mathbb{Z}) \backslash SL(2, \mathbb{R}) \). The A-action on \( SL(2, \mathbb{Z}) \backslash SL(2, \mathbb{R}) \) is very well understood, and in particular such measures \( \tilde{\mu} \) are in finite-to-one correspondence with shift invariant measures on a specific shift of finite type [23] — and there are plenty of these.

In order to get a useful classification of invariant measures, one needs to impose an additional assumption relating \( \mu \) with the foliation of \( X \) by \( L \)-orbits. The condition we consider is that of recurrence: that is that for every \( B \subset X \) with \( \mu(B) > 0 \), for almost every \( x \in X \) with \( x \in B \) there are elements \( x' \in xL \) arbitrarily far along this orbit with \( x' \in B \); for a formal definition see Definition 2.2.

Theorem 1.2. Let \( G = SL(2, \mathbb{R}) \times L \), where \( L \) is an \( S \)-algebraic group, \( H < G \) the \( SL(2, \mathbb{R}) \) factor of \( G \) and \( K \) a compact subgroup of \( L \). Take \( \Gamma \) to be a discrete subgroup of \( G \) (not necessarily a lattice) such that \( \Gamma \cap L \) is finite. Suppose \( \mu \) is a probability measure on \( X = \Gamma \backslash G / K \), invariant under multiplication from the right by elements of the diagonal group \( \begin{pmatrix} * & 0 \\ 0 & * \end{pmatrix} \). Assume that

1. All ergodic components of \( \mu \) with respect to the \( A \)-action have positive entropy.
2. \( \mu \) is \( L / K \)-recurrent.

Then \( \mu \) is a linear combination of algebraic measures invariant under \( H \).

The proof of this theorem relies on ideas developed by Ratner to deal with unipotent flows [19, 18, 20], in conjunction with some elements from work of M. Einsiedler and A. Katok [9] and a maximal inequality joint with D. Rudolph [12, Appendix].

If no entropy assumption is made there is no reason for \( \mu \) to be \( H \)-invariant but it is still reasonable to conjecture that \( \mu \) must be a linear combination of algebraic measures. At the moment showing this seems quite hard.

It is fairly straightforward to show that arithmetic quantum limits are \( G(\mathbb{Q}_p) / G(\mathbb{Z}_p) \)-recurrent; indeed implicitly it has been done already in [11]. More complicated is studying the entropy, but in a joint work with J. Bourgain we show

Theorem 1.3 ([4]). Every ergodic component of an arithmetic quantum limit has entropy \( \geq \frac{2}{3} \) (in this normalization, the entropy of the uniform Lebesgue measure is 2).

\[ \text{In the proof one also uses a very simple case of the } S \text{-arithmetic version of Ratner’s theorem ([17], [16]), which can also be shown directly.} \]
We remark that the first attempt to use Hecke operators to give explicit bounds on the modulus of continuity of quantum limits (which is what entropy estimates eventually boil down to) is due to S. Wolpert [28].

The purpose of this paper is to place these two results in the appropriate more general context. In particular we show how exactly the same techniques give the following seemingly unrelated result, announced in [12]:

**Theorem 1.4.** Let $\mathbb{A}$ denote the ring of Adeles over $\mathbb{Q}$. Let $A(\mathbb{A})$ denote the diagonal subgroup of $\text{PGL}(2, \mathbb{A})$, and let $\mu$ be an $A(\mathbb{A})$-invariant probability measure on $X = \text{PGL}(2, \mathbb{Q}) \backslash \text{PGL}(2, \mathbb{A})$. Then $\mu$ is the $\text{PGL}(2, \mathbb{A})$-invariant measure on $X$.

Using the same general strategy, L. Silberman and A. Venkatesh have been able to prove a version of arithmetic quantum unique ergodicity for other $\Gamma \backslash G/K$, specifically for locally symmetric spaces arising from division algebras of prime degree. While the strategy remains the same, several new ideas are needed for this extension, in particular a new micro-local lift for higher rank groups [24].

### 2. Measures on $G$-spaces

Let $G$ be a second countable locally compact group. It is customary to call a space $X$ on which $G$ acts a $G$-space. The type of space and the regularity of the action is usually implicit. In this paper we will consider some explicit $X$ with lots of structure, and try to analyze how a probability measure $\mu$ interacts with the action of $G$. The abstract framework in which we can perform much of the analysis is that of a continuous action: we assume that $X$ is a second countable locally compact space and that the map $(g, x) \mapsto g.x$ is continuous, and accordingly unless we specifically state otherwise, all $G$-space we shall consider are of this type. Under suitable assumptions these general results about decomposition of measures etc. are likely extendable to Borel actions on a standard Borel space. To avoid pathologies, we will assume that for $\mu$ a.e. $x$ the map $g \mapsto g.x$ is injective. Nothing further is assumed on the measure $\mu$; in particular the action of $G$ need not preserve $\mu$ nor even its measure class.

For our purposes the action would be much less important than the foliation of $X$ into orbits. One can study more general spaces, which we

---

4We will always denote our group actions as a left actions $x \mapsto g.x$. If $x \in \Gamma \backslash G$ and $g \in G$ we set $g.x = x g^{-1}$.

5We recall that a space $X$ equipped with a sigma algebra of measurable sets $\mathcal{B}$ is a standard Borel space if there is a bijective map $\iota : X \rightarrow [0, 1]$ which sends $\mathcal{B}$ to the sigma algebra of Borel measurable subsets of the unit interval. For example, if $X$ is any locally compact metric space, then $X$ equipped with the sigma algebra of Borel sets is a standard Borel space.
have called \((G, T)\)-spaces in \([12, \text{Section 2}]\) with \(T\) a homogeneous space of \(G\) (i.e., a space in which \(G\) acts transitively with compact stabilizer). Roughly a \((G, T)\)-space is a space foliated by leaves modeled on \(T\). For simplicity, in this paper we consider only group actions and not these more general objects.

**Example 2.1.** Suppose \(X_0\) is any locally compact metric space, and \(G\) a locally compact group. Then \(X = X_0 \times G\) is a \(G\) space with \(g.(x_0, g') = (x_0, gg')\).

For any \(G\)-space \(X\) and \(x \in X\), we shall let \(t_x : G \to X\) be the map \(g \mapsto g.x\).

**Definition 2.2.** We say that a Radon measure \(\mu\) on a \(G\)-space \(X\) is **recurrent** if for every measurable \(B \subset X\) with \(\mu(B) > 0\), for almost every \(x \in B\) it holds that \(t_x^{-1}(B)\) is unbounded, i.e., has a non-compact closure.

The opposite of recurrence is transience:

**Definition 2.3.** We say that a Radon measure \(\mu\) on a \(G\)-space \(X\) is **transient** if there is a sequence \(B_n \subset X\) with \(\mu(X \setminus \bigcup_n B_n) = 0\) so that for every \(x \in B_n\), \(t_x^{-1}(B_n)\) is bounded.

**Proposition 2.4.** Let \(\mu\) be a radon measure on a \(G\)-space \(X\).

1. If \(\mu\) is recurrent (or transient), and if \(\mu(B) > 0\) then the same is true for \(\mu|_B\).
2. If \(\mu\) is recurrent (or transient), then the same holds for any measure in its measure class.
3. \(\mu\) can be uniquely written as \(\mu = \mu_1 + \mu_2\) with \(\mu_1\) recurrent and \(\mu_2\) transient.

**Proof.** The first two statements of this proposition follow directly from the definitions; in particular (2) holds since the definitions only involve notions which are measure class invariant.

Suppose \(\mu\) is not recurrent. Then there exist sets \(B' \subset B\) with \(\mu(B') \neq 0\) so that for every \(x \in B'\) the set \(t_x^{-1}(B')\) is bounded. In particular, \(t_x^{-1}(B')\) is bounded.

Let \(C_0\) be the collection of such \(B'\), and let \(B'_0 \in C\) be such that

\[
\mu(B'_0) > \frac{1}{2} \sup_{B' \in C} \mu(B')
\]

Define inductively for \(n > 0\) the collection \(C_n\) of all such \(B'\) disjoint from \(\bigcup_{k<n} B'_k\) and choose a \(B'_n \in C_n\) so that

\[
\mu(B'_n) > \frac{1}{2} \sup_{B' \in C_n} \mu(B')
\]

Let \(B_\infty = \bigcup_n B'_n\). Then by definition \(\mu_2 = \mu|_{B_\infty}\) is transient, and it is a simple exercise to show that \(\mu_1 = \mu|_{X \setminus B_\infty}\) is recurrent.
Regarding uniqueness: by definition the measures $\mu_1$ and $\mu_2$ we have constructed above are mutually singular. Suppose $\mu$ can also be represented as $\mu = \nu_1 + \nu_2$ with $\nu_1$ recurrent and $\nu_2$ transient.

Then if $\nu_2(B) > 0$ there is a $B' \subset B$ with positive $\nu_2$ measure satisfying that $t_x^{-1}(B')$ is bounded for every $x \in B'$. Indeed, since $\nu_2$ is transient there is a $B_n$ with $t_x^{-1}(B_n)$ bounded for every $x \in B_n$ for which $\nu_2(B \cap B_n) > 0$; take $B' = B \cap B_n$.

Conversely, if $t_x^{-1}(B)$ is bounded for every $x \in B'$ then since $\nu_1$ is recurrent we have that $\nu_1(B) = 0$. If $\mu(B) > 0$ this implies that $\nu_2(B) > 0$. We conclude that $\nu_2(B) > 0$ iff there is a $B' \subset B$ with positive $\mu$ measure satisfying that $t_x^{-1}(B')$ is bounded for every $x \in B'$. The same holds of course also for $\mu_2$, so $\mu_2$ and $\nu_2$ are in the same measure class. Similarly one can show that $\mu_1$ and $\nu_1$ are in the same measure class, and since $\mu_1$ and $\mu_2$ are mutually singular this means that $\mu_1 = \nu_1$ and $\mu_2 = \nu_2$. □

Another proof of Proposition 2.4 can be deduced from Theorem 4.2 below.

3. Conditional measure on $G$-orbits

A basic construction which is very helpful in analyzing measures on $G$-spaces is the construction of conditional measures on $G$-orbits, which we shall also refer to as $G$-leaves.

Throughout this section, we take $\mu$ to be a Radon measure on $X$ and assume $t_x$ is injective for $\mu$-almost every $x \in X$.

Let $\mathcal{M}_\infty(G)$ denote the space of all Radon (in particular, locally finite) measures on $G$, equipped with the smallest topology so that the map $\nu \mapsto \int \int f \, d\nu$ is continuous for every continuous compactly supported $f \in C_c(G)$. Note that since $G$ is a locally compact separable metric space, $\mathcal{M}_\infty(G)$ is separable and metrizable (though in general not locally compact).

The purpose of this section is to show how the measure $\mu$ on $X$ induces a locally finite measure on almost every $G$-orbit which is well defined up to a normalizing constant. More formally, we define a measurable map $x \mapsto \mu_{x,G}$ from $X$ to $\mathcal{M}_\infty(G)$ with the properties described below in Theorem 3.3; we emphasize that in general $\mu_{x,G}$ will not be finite measures.

We take $d_G$ to be some right $G$ invariant metric on $G$ (i.e., $d_G(xg, yg) = d_G(x, y)$), and use $B^G_r(g)$ (respectively $\overline{B}^G_r(g)$) to denote the open (closed) ball of radius $r$ around $g \in G$; it would also be convenient to use the notations $B^G_r = B^G_r(e)$ and for $x \in X$, $B^G_r(x) = t_x(B^G_r)$.

We recall that a sigma ring is a collection of sets $A$ which is closed under countable unions and under set differences (i.e., if $A, B \in A$ then so is $A \setminus B$). Unless specified otherwise, all sigma rings we consider will
be countably generated sigma rings of Borel sets, and in particular have a maximal element.

**Definition 3.1.** Let $A \subset B$ be a countably generated sigma ring, and let $C \subset A$ be a countable ring of sets which generates $A$. The **atom** $[x]_A$ of a point $x \in X$ in $A$ is defined as

$$[x]_A = \bigcap_{C \in C : x \in C} C = \bigcap_{A \in A : x \in A} A.$$ 

Let $A \subset B$ be a countably generated sigma ring, $\mu$ a Radon measure, and assume that the $\mu$-measure of the maximal element of $A$ is finite. Then we can consider the decomposition of $\mu$ with respect to the sigma ring $A$, i.e., a set of probability measures $\{\mu_x^A : x \in X\}$ on $X$ with the following properties.

1. For all $x, x' \in X$ with $[x]_A = [x']_A$,

$$\mu_x^A = \mu_{x'}^A \text{ and } \mu_x^A([x]_A) = 1,$$

2. For every $B \in B$, the map $x \mapsto \mu_x^A(B)$ is $A$-measurable.

3. For every $A \in A$ and $B \in B$,

$$\mu(A \cap B) = \int_A \mu_x^A(B) \, d\mu(x).$$

We consider first the rather trivial $G$ space $X = X_0 \times G$ as in Example 2.1. Let $B_0 \subset B$ be the inverse image of the sigma algebra of Borel subsets of $X_0$ with respect to the projection $X \to X_0$.

Then $B_0$ is a countably generated sigma algebra, and its atoms are precisely the fibers $\{x_0\} \times G$, i.e., the $G$-leaves for this $G$-structure. We can decompose $\mu$ with respect to the sigma algebra $B_0$ as above, obtaining a system of conditional measures (in this case, probability measures) $\mu_x^{B_0}$ on the $G$-leaves, which we can then push forward to $G$ using the map $t_x^{-1}$.

Such a countably generated sigma algebra whose atoms are precisely the $G$-leaves exists only rarely, and furthermore in this case the dynamics is rather dull (for example, in this case any probability measure is $G$-transient). In more interesting cases, one needs to work with countably generated sigma rings whose atoms are pieces of $G$-leaves, which we will call $G$-plaques:

**Definition 3.2.** A set $A \subset X$ is an open $G$-plaque if for any $x \in A$:

1. $A \subset t_x(G)$ and $t_x^{-1}A$ is open in $G$.

By considering a sequence of such sigma rings whose atoms are bigger and bigger open $G$-plaques one can construct the full system of conditional measures, which we will denote by $\mu_{x,G}$. In general, particularly when $\mu_{x,G}$ is infinite, there is no natural normalization. However,
the identity \( e \in G \) can be shown to be almost surely in the support of \( \mu_{x,G} \), and so we can use the normalizer \( \mu_{x,G} \) e.g., by requiring that

\[ \mu_{x,G}(B_1^G(e)) = 1. \]

The following theorem which we quote from [12] uniquely determines \( \mu_{x,G} \):

**Theorem 3.3.** Let \( X \) be a \( G \)-space, and \( \mu \) a probability measure on \( X \) with \( t_x \) injective a.s. Then there is a Borel measurable map \( \mu_{x,G} : X \to M_\infty(G) \) which is uniquely determined (up to \( \mu \)-measure 0) by the following two conditions:

1. For \( \mu \) almost every \( x \), we have that \( \mu_{x,G}(B_1^G) = 1 \).
2. For any countably generated sigma ring \( \mathcal{A} \subset \mathcal{B} \) with maximal element \( E \), if for every \( x \in E \) the atom \([x]_A\) is an open \( G \)-plaque, then for \( \mu \)-almost every \( x \in E \),

\[ t_x^{-1}_* \mu_x^A \propto \mu_{x,G} | t_x^{-1} [x]_A. \]

In addition, \( \mu_{x,G} \) satisfies the following:

3. There is a set \( X_0 \subset X \) of full \( \mu \)-measure so that for every \( x, y \in X_0 \) with \( x T y \), and for any \( g \in G \) satisfying \( t_y \circ g = t_x \) we have that

\[ g_* \mu_{x,G} \propto \mu_{y,G}. \]

For example, it follows that for \( X = X_0 \times G \) as in Example 2.1\(^6\),

\[ \mu_{X,G} = \frac{(t_x^{-1})_* (\mu^B_{x,G})}{\mu^B_{x,G}(B_1^G(x))}. \]

### 4. Recurrence and conditional measures

It turns out that recurrence and conditional measures are intimately connected. What we have called recurrence is more commonly called conservativity of measures; we will give the following definition for conservative measures which we will immediately show is equivalent to recurrence; however, quantifying Definition 2.2 and Definition 4.1 gives different notions.

**Definition 4.1.** A probability measure \( \mu \) on a \( G \)-space \( X \) is **\( G \)-conservative** if for \( \mu \)-a.e. \( x \) one has that \( \mu_{x,G} \) is an infinite measure.

**Theorem 4.2.** Let \( \mu \) be a probability measure on a \( G \)-space \( X \). Then

1. \( \mu \) is \( G \)-recurrent if and only if \( \mu_{x,G} \) is an infinite measure a.s., i.e., if \( \mu \) is \( G \)-conservative;
2. \( \mu \) is \( G \)-transient if and only if \( \mu_{x,G} \) is finite a.s.

\(^6\)More generally, for any \( G \)-space for which there is a countably generated sigma algebra \( B_0 \) whose atoms are precisely the \( G \)-leaves.
Proof. Let $B = \{x : \mu_{x,G}(G) < \infty\}$. Then for any $\epsilon > 0$ there is a $r > 0$ and a Borel set $B_r \subset B$ so that

1. $\mu(B_r) > \mu(B) - \epsilon$
2. for every $x \in B_r$, one has that $\mu_{x,G}(B^G_r) > 0.9 \mu_{x,G}(G)$.

Then for every $x \in B_r$, it holds that $t_x^{-1}(B_r) \subset B^G_r$. Indeed, if $t \in G \setminus B^G_{2r}(x^G)$ with $x, t_x(t) \in B_r$ then

$$\mu_{x,G}(G) \geq \mu_{x,G}(B^G_r \cup B^G_r(t)) = \mu_{x,G}(B^G_r(t)) + \mu_{x,G}(B^G_r(t)) \geq 1.8 \mu_{x,G}(G)$$

is a contradiction since $\mu_{x,G}(G) > 0$ almost everywhere.

We conclude that if $\mu_{x,G}$ is finite a.s. this sequence of sets $B_r$ show that $\mu$ is transient; furthermore it follows that unless $\mu_{x,G}$ is infinite a.s., $\mu$ cannot be recurrent.

For the reverse direction, let $B' = \{x : \mu_{x,G}(x) = \infty\}$, and suppose $C \subset B'$ with $t_x^{-1}(C) \subset B^G_r$. Indeed, if $\mu(C) = 0$, which will imply that if $\mu$ is transient $B'$ is a null set as well as that if $B'$ is co-null then $\mu$ is recurrent.

By definition of $C$ and since $C \subset B'$, there are for any $\epsilon > 0$ real numbers $R > r > 0$ and a compact $C' \subset C$ so that:

1. $\mu(C') > \frac{1}{2} \mu(C)$
2. $t_x^{-1}(C) \subset B^G_r$ for all $x \in C'$
3. $\mu_{x,G}(B^G_r) < \epsilon \mu_{x,G}(B^G_R(x^G))$ for any $x \in C'$.

Consider now the set $C_R = B^G_R(C') = \bigcup_{x \in C'} B^G_R(x)$. This is a compact set, as the image of the compact set $C' \times B^G_R$ under the continuous map $(x, s) \mapsto x.s$. For every $x \in C_R$ we have that $t_x^{-1}(C_R)$ is bounded: indeed $t_x^{-1}(C_R) \subset B^G_R + r.$

The map $\phi : x \mapsto B^G_R(x) \cap C_T$ is a continuous map from $C_R$ to $2^{2^{C_R}}$, the space of closed subsets of $C_T$, equipped with the Hausdorff metric. The inverse image under $\phi$ of every $p = \phi(x) \in 2^{2^{C_R}}$ is precisely the slice $G.x \cap C_T$.

Therefore the pullback under $\phi$ of the sigma algebra of Borel sets in $2^{C_R}$ is a countably generated sigma algebra $\mathcal{A}$ of (Borel) subsets of $C_R$ whose atoms are precisely these slices.

By Theorem 3.3, $\mu_x^A \propto (t_x)_*(\mu_{x,G}(t_x^{-1}(C_R)))$ and so by 1-3 above, for every $x \in C_R$ for which $\mu_x^A(C') > 0$, for $\mu_x^A$ a.e. $x' \in C' \cap [x]_A$

$$\mu_x^A(C') = \frac{\mu_{x',G}(t_{x'}^{-1}(C'))}{\mu_{x',G}(t_{x'}^{-1}(C_R))} \leq \frac{\mu_{x',G}(B^G_r)}{\mu_{x',G}(B^G_R)} < \epsilon.$$
Since the above inequality also clearly holds if $\mu_x^A(C') = 0$, we conclude that

$$\mu(C') = \int_{C_R} \mu_x^A(C')d\mu(x)$$

$$\leq \epsilon \int_{C_R} \mu_x^A(C_R)d\mu(x)$$

$$= \epsilon \mu(C_R) \leq \epsilon \mu(X) = \epsilon.$$

Thus $\mu(C) < 2\epsilon$ for arbitrary $\epsilon < 0$, establishing the theorem. \qed

REMARK. Theorem 4.2 can be used to give an alternative proof of Proposition 2.4.(3), by setting for arbitrary $\mu$ its transient and recurrent parts to be $\mu_1 = \mu|_B$ and $\mu_2 = \mu|_{B'}$ respectively, $B, B'$ as in the proof of Theorem 4.2.

5. The space $\text{PGL}(2, \mathbb{Q}) \sslash \text{PGL}(2, \mathbb{A})$

In this section we recall some well-known facts relating the Adelic quotient $\text{PGL}(2, \mathbb{Q}) \sslash \text{PGL}(2, \mathbb{A})$ and $\text{PGL}(2, \mathbb{Z}) \sslash \text{PGL}(2, \mathbb{R})$, and explain how the Hecke correspondence on the latter can be explained from the Adelic viewpoint.

Set

$$G_R = \text{PGL}(2, \mathbb{R}) \quad \text{for every ring } R$$

$$A = \begin{pmatrix} e^t & 0 \\ 0 & 1 \end{pmatrix} \subset G_R$$

$$G_f = \prod_{p \neq \infty} G_{\mathbb{Q}_p}$$

$$K_f = \prod_{p \neq \infty} G_{\mathbb{Z}_p}.$$  

By slight abuse of notation we have used $2 \times 2$-matrices, and not equivalence classes modulo the center of $\text{GL}(2)$ to denote elements in $\text{PGL}(2)$. It would also be convenient to use $K_p$ as a shorthand for $G_{\mathbb{Z}_p}$. As is customary, the rational points $G_{\mathbb{Q}}$ can be considered as a subgroup of $G_{\mathbb{R}}$ and of $G_{\mathbb{Q}_p}$ for every finite prime $p$; we can also consider these rational points as a subgroup of any product of the above groups via the diagonal embedding.

We shall say that a $2 \times 2$ matrix $M$ with integer entries is primitive if $\det M \neq 0$ and $M$ is not a nontrivial integer multiple of another matrix with integer entries. Denote the set primitive integer matrices by $\Lambda$. For each $\gamma \in G_{\mathbb{Q}}$ there is a unique $\tilde{\gamma} \in \Lambda$ proportional to it; and when convenient we shall implicitly identify between $\gamma$ and $\tilde{\gamma}$. For every $n \in \mathbb{N}$ we let

$$\Lambda_n = \{\gamma \in \Lambda : \det \tilde{\gamma} = n\}.$$  

We will also use the notation $d(\gamma) = |\det \tilde{\gamma}|$. 


We recall that there is a natural isomorphism

\[(5.1) \quad G_Z \backslash G_R \cong G_Q \backslash G_A/K_f.\]

Let \(\pi_A : G_A \to G_R\) denote the projection \(G_A = G_R \times G_f \to G_R\). The isomorphism \((5.1)\) is explicitly given by the right \(K_f\)-invariant map \(\pi : G_Q \backslash G_A \to G_Z \backslash G_R\)

\[\pi : G_Q g \mapsto \pi_A(G_Q g \cap [G_R \times K_f])\]

since \(G_Q \cap K_f = G_Z\) the image of this map is left \(G_Z\) invariant — indeed a single left \(G_Z\) coset.

The group \(G_f\) acts on \(G_Q \backslash G_A\) in the obvious way \(g_f.G_Q g = G_Q gg^{-1}\), and traces of this action persist in \(G_Z \backslash G_R\) in the form of the Hecke correspondence.

It follows from the definitions that

\[(5.2) \quad G_f = \bigcup_{n \in \mathbb{N}} K_f \begin{pmatrix} n & 0 \\ 0 & 1 \end{pmatrix} K_f \quad \text{(disjoint union).}\]

Given an element \(g_f \in K_f \begin{pmatrix} n & 0 \\ 0 & 1 \end{pmatrix} K_f\), if one takes a point \(G_Z g_{\infty} \in G_Z \backslash G_R\), and looks at \(\pi(\pi^{-1}(G_Z g_{\infty})g_f)\) one obtains a finite subset of \(G_Z \backslash G_R\) that depends only on \(n\) and the point \(G_Z g_{\infty}\), which we shall denote by \(T_n(G_Z g_{\infty})\). The map \(G_Z g_{\infty} \mapsto T_n(G_Z g_{\infty})\) is called the \(n\)-Hecke correspondence.

It will be convenient for us to have a more explicit description of the Hecke correspondences. For every \(n\), the set \(\Lambda_n\) decomposes into finitely many left \(G_Z\) cosets. Take \(T_n\) to be a subset of \(\Lambda_n\) containing exactly one element of every left \(G_Z\) coset (we intentionally use the same notation \(T_n\) we have used for the Hecke correspondence). The double coset \(K_f \begin{pmatrix} n & 0 \\ 0 & 1 \end{pmatrix} K_f\) can be decomposed into right \(K_f\) cosets as follows:

\[K_f \begin{pmatrix} n & 0 \\ 0 & 1 \end{pmatrix} K_f = \bigcup_{\gamma^{-1} \in T_n} \gamma K_f.\]

Then for \(g_f \in K_f \begin{pmatrix} n & 0 \\ 0 & 1 \end{pmatrix} K_f\) as above and \(g_{\infty} \in G_R\),

\[\pi(\pi^{-1}[G_Z g_{\infty}]g_f) = \pi(G_Q g_{\infty} \times [K_f g_f K_f])\]

\[= \pi \left( G_Q g_{\infty} \times \left[ K_f \begin{pmatrix} n & 0 \\ 0 & 1 \end{pmatrix} K_f \right] \right)\]

\[= \bigcup_{\gamma^{-1} \in T_n} \pi(G_Q g_{\infty} \times [\gamma^{-1} K_f])\]

\[= \bigcup_{\gamma^{-1} \in T_n} \pi(G_Q [g_{\infty}] \times K_f)\]

\[= G_Z T_n g_{\infty}\]
which is indeed a finite set of points as claimed, and we have, for \( x = G\mathbb{Z}g_\infty \in G\mathbb{Z}\backslash G\mathbb{R} \), that \( T_n(x) = G\mathbb{Z}T_n g_\infty = \Lambda_n g_\infty \) is precisely the Hecke correspondence we have defined earlier. The Hecke correspondences give rise to the Hecke operators which are defined on functions over \( G\mathbb{Z}\backslash G\mathbb{R} \) by taking

\[
[T_n f](x) = n^{-1/2} \sum_{y \in T_n(x)} f(y).
\]

If \( n = p^k \) with \( p \) a prime, we can choose

\[
T_{p^k} = \left\{ \begin{pmatrix} p^k & 0 \\ b & 1 \end{pmatrix} : 0 \leq b < p^k \right\} \cup \left\{ \begin{pmatrix} 1 & 0 \\ 0 & p^k \end{pmatrix} \right\} \cup \\
\bigcup_{j=1}^{k-1} \left\{ \begin{pmatrix} p^{k-j} & 0 \\ b & p^j \end{pmatrix} : 0 \leq p^{k-j}, (b, p) = 1 \right\},
\]

and in general if \( n = p_1^{k_1} \ldots p_\ell^{k_\ell} \),

\[
T_n = T_{p_1^{k_1}} \ldots T_{p_\ell^{k_\ell}}.
\]

We also remark that if \( n, m \) are relatively prime, \( G\mathbb{Z}T_n T_m = G\mathbb{Z}T_m T_n = \Lambda_{nm} \). It will be convenient to set \( T_1 = \left\{ \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix} \right\} \) and \( T_{*|n} = \bigcup_{m|n} T_m \).

6. Entropy of uniformly Adelic-conservative measures

Let \( X \) be a \( G \)-space, and \( \mu \) a Radon measure on \( X \). By definition, \( \mu \) is \( G \)-conservative if and only if \( \mu_{x,G}(G) = \infty \). One can quantify this as follows: suppose \( F_n \) is a sequence of subsets of \( G \) and \( \rho_n \to \infty \). Then \( \mu \) is \( (F_n, \rho_n) \)-uniformly conservative if for almost every \( x \),

\[
\mu_{x,G}(F_n) \geq \rho_n.
\]

We now fix our attention on the space \( X = \text{PGL}(2, \mathbb{Q}) \backslash \text{PGL}(2, \mathbb{A}) \) considered in the previous section.

We shall say that a probability measure \( \mu \) on \( X \) is \( \ell \)-uniformly adelicly conservative if there is some \( c > 0 \) so that for every prime \( p \) and every \( x \in X \)

\[
\mu_{x,G_f} \left( \bigcup_{i=1}^\ell K_f \begin{pmatrix} p^i & 0 \\ 0 & 1 \end{pmatrix} K_f \right) \geq c \mu_{x,G_f}(K_f).
\]

By (5.2) we see that this is indeed a quantification of \( G_f \)-conservativity in the sense considered above.

We can now state the following theorem, which is the main theorem we will prove in this note. For \( \ell = 2 \) this theorem is implicit in [4, 5], and the extension to general \( \ell \) using the same techniques does not pose an additional difficulty. However, it seems useful to state and prove this result explicitly.
Theorem 6.1. Let $\mu$ be a probability measure on $X$ invariant under $A$ which is $\ell$-uniformly adelically conservative. Then the entropy of every ergodic component of $\mu$ with respect to $A$ is positive.

The same techniques applies also to the following case: let $H$ be a quaternion division algebra defined over $\mathbb{Q}$ which splits over $\mathbb{R}$. Let $G$ be the group of invertible elements of $H$ divided by the center. Then $G(\mathbb{Z})$ is a cocompact lattice in $G(\mathbb{R}) \cong \text{PGL}(\mathbb{R})$. Indeed, this case is somewhat simpler since the space $X$ is compact (again, the case $\ell = 2$ is implicitly proved in [4]).

Except for the number theoretic Theorem 7.6 this discussion generalizes also for quaternion division algebras over any number field (while we do not explore this direction here, in [11, Sect. 5] some of the techniques which eventually led to the work [4] are developed in precisely this context). It seems it should be possible also to find a suitable substitute to Theorem 7.6.

We will discuss two applications to Theorem 6.1. One is arithmetic quantum unique ergodicity, and the other the analysis of probability measures on $G_Q \backslash G_\mathbb{A}$ invariant under the full Adelic diagonal group.

There is a trade-off regarding Theorem 6.1: one can simplify the proof if one makes a stronger assumption regarding the measure $\mu$ and its behavior with respect to the $G_f$-action. This stronger assumption is valid for the quantum unique ergodicity application, but not for the case of measures on $G_Q \backslash G_\mathbb{A}$ invariant by the full Adelic torus.

This approach was independently found by Silberman and Venkatesh [25] and by Bourgain and myself (unpublished), and Silberman and Venkatesh have taken it much further and were able to establish analogs for much more general groups, for example for general $\mathbb{R}$-split algebraic groups.

Both arithmetic quantum limits and measures invariant under the full Adelic torus satisfy this uniformly adelically conservativity criterion. For arithmetic quantum limits this is (implicitly) shown with $\ell = 2$ in [4].

We note the following:

Proposition 6.2. If $\mu$ is a measure on $G_Q \backslash G_\mathbb{A}$ invariant under the full Adelic $\mathbb{Q}$-split torus then $\mu$ is 1-uniformly adelically conservative.

Proof. It can be shown, similarly to [12, Prop. 4.3], that if $X$ is a $G$-space, $H < G$, and $\nu$ is an $H$-invariant measure on $X$ then for $\nu$-a.e. $x$ the conditional measure $\nu_{x,G}$ is left $\ell$-$H$-invariant. Since $\mu$ is $A(\mathbb{A})$-invariant, and in particular $A(\mathbb{A}_f) < G_f$ invariant, we see that

\footnote{In [12], all actions were right actions; here they are all left actions, hence the sides are switched here vs. [12, Prop. 4.3].}
\[ \mu_{x,G} \] is a.e. invariant under \( \begin{pmatrix} p & 0 \\ 0 & 1 \end{pmatrix} \) for every \( p \), hence

\[ \mu_{x,G} \left( K_f \begin{pmatrix} p & 0 \\ 0 & 1 \end{pmatrix} K_f \right) \geq \mu_{x,G} \left( \begin{pmatrix} p & 0 \\ 0 & 1 \end{pmatrix} K_f \right) = \mu_{x,G}(K_f) \]

and \( \mu \) is 1-uniformly adelically conservative with the implicit constant \( c = 1 \).

The proposition above, Theorem 6.1 and Theorem 1.2 imply Theorem 1.4.

7. Entropy and volume estimates for \( \ell \)-uniformly adelically conservative measures

In this section we prove an estimate on the measure of small tubes around geodesics for \( \ell \)-uniformly conservative measures which will imply Theorem 6.1. First we set up some notations.

First we define the tubes: Identifying the Lie algebra of \( G_R \) with \( \text{sl}(2, \mathbb{R}) \) in the obvious way we define

\[ \tilde{B}_0(\epsilon, \tau) = \left\{ \begin{pmatrix} x_{11} & x_{12} \\ x_{21} & -x_{11} \end{pmatrix} : |x_{12}|, |x_{11}| < \epsilon, |x_{11}| < \tau \right\} \subset \text{sl}(2, \mathbb{R}) \]

\[ \tilde{B}(\epsilon, \tau) = \exp \tilde{B}_0(\epsilon, \tau) \subset G_R \]

\[ \tilde{B}(x, \epsilon, \tau) = x \tilde{B}(\epsilon, \tau) \subset G_Z \backslash G_R \quad \text{for } x \in G_Z \backslash G_R \]

\[ B(x, \epsilon, \tau) = x[\tilde{B}(\epsilon, \tau) \times K_f] \subset G_Q \backslash G_A \quad \text{for } x \in G_Q \backslash G_A. \]

We also recall the definition of the maximal function \( M(f, x) \) for a Borel measurable function \( f \) on \( X \):

\[ M(f, x) = \sup_{T>0} \int_0^T f(xa(-t))dt. \]

We can now state the main result of this section. In the next section we will show how this theorem indeed implies Theorem 6.1.

**Theorem 7.1.** Let \( \mu \) be a \( \ell \)-uniformly adelically conservative probability measure on \( X \), and let \( \Omega \subset X \) be a compact subset. Then there are constants \( \alpha, \beta > 0 \), depending only on \( \ell \) and \( t > 0 \), so that for every \( x \in \Omega \) and \( \epsilon > 0 \) at least one of the following two possibilities holds:

1. \( \mu(B(x, \epsilon, t)) \ll_{t, \Omega} \epsilon^\alpha; \)
2. \( M(1_{\Omega_{\mathcal{g}}, x}) > \beta. \)

Note that since our tubes \( B(x, \epsilon, t) \) are right \( K_f \)-invariant, and without loss of generality \( \Omega \) can be taken to be \( K_f \) invariant, Theorem 7.1 is precisely equivalent to the analogous statement regarding the \( \tilde{\mu} = \pi_*(\mu) \) measure of tubes \( \tilde{B}(x, \epsilon, t) \) on \( \pi(X) = G_Z \backslash G_R \). This later point of view has the advantage that the space \( G_Z \backslash G_R \) is easier to visualize than the
larger space $X$ — indeed, as is well-known, $G_Z \backslash G_R$ is the unit cotangent bundle of the hyperbolic surface $SL(2, \mathbb{Z}) \backslash \mathbb{H}$. In addition to the projection $\pi : G_Z \backslash G_A \to G_Z \backslash G_R$, we will make use of the projection $\tilde{\pi} : G_R \to G_Z \backslash G_R$.

To enable us to work on $G_Z \backslash G_R$ we need to understand how $\mu$ being $\ell$-uniformly adelically conservative is reflected by the properties of $\tilde{\mu}$:

**Proposition 7.2.** If $\mu$ is a $\ell$-uniformly adelically conservative probability measure on $X$ then for the same $c > 0$ as in (6.1) it holds that for every Borel $B \subset G_R$ and every prime $p$

$$\sum_{\gamma \in T_{*|p^\ell}} \tilde{\mu}(G_Z \gamma B) \geq (1 + c)\tilde{\mu}(G_Z B)$$

where $\tilde{\mu} = \pi_* \mu$.

**Proof.** By dividing $B$ into sufficiently many small pieces, without loss of generality we can assume that the collection of sets $\{G_Z \gamma B\}_{\gamma \in T_{*|p^\ell}}$ is disjoint.

Define $\mathcal{A}$ to be the following sigma ring of subsets of $X$

$$\mathcal{A} = \left\{ \pi^{-1}(T_{*|p^\ell}(A)) : A \text{ a Borel subset of } B \right\}.$$ 

Since the Borel subsets of $B$ are countably generated, so is $\mathcal{A}$. For $x \in \pi^{-1}(B)$ the atom $[x]_\mathcal{A}$ satisfies

$$[x]_\mathcal{A} = x \left( \bigcup_{i=0}^\ell K_f \begin{pmatrix} p^i & 0 \\ 0 & 1 \end{pmatrix} K_f \right).$$

We can now apply Theorem 3.3.(2) and the $\ell$-uniformly adelically conservative criterion (6.1) to deduce that for every $x \in \pi^{-1}(T_{*|p^\ell} B)$,

$$\mu_x^A(\pi^{-1}(B)) = \frac{\mu_y G_f(K_f)}{\mu_y G_f \left( \bigcup_{i=0}^\ell K_f \begin{pmatrix} p^i & 0 \\ 0 & 1 \end{pmatrix} K_f \right)} \leq \frac{1}{1 + c}$$

where $y$ is any point in $\pi^{-1}(B \cap T_{*|p^\ell}(\pi(x)))$. Integrating over $\pi^{-1}(T_{*|p^\ell} B)$, we get

$$\tilde{\mu}(T_{*|p^\ell}(B)) \geq (1 + c) \int_{\pi^{-1}(T_{*|p^\ell} B)} \mu_x^A(\pi^{-1}(B)) d\mu(x)$$

$$= (1 + c)\mu(\pi^{-1}(B)) = (1 + c)\tilde{\mu}(B).$$

□

We can now outline our strategy, following closely [4, 5], to proving Theorem 7.1.

We want to bound the $\tilde{\mu}$-measure of a tube $\tilde{B}(x, \epsilon, \tau)$ for a given $x = \Gamma g \in \Omega$. Consider the collection of tubes

$$\mathcal{V} = \left\{ \tilde{B}(y, \epsilon, \tau) : y \in T_{*|p^\ell}(x), \ p \text{ prime } \leq N \right\}$$
for suitably chosen $N$ which would be a power of $\epsilon^{-1}$.

If all of these tubes were disjoint, we would have that

$$1 \geq \sum_{V \in \mathcal{V}} \tilde{\mu}(V)$$

(7.1) $$= \tilde{\mu}(\tilde{B}(x, \epsilon, \tau)) + \sum_{p \text{ prime} \leq N} \sum_{y \in T_{*\text{p}}(x) \setminus \{x\}} \tilde{\mu}(\tilde{B}(y, \epsilon, \tau))$$

$$\geq c |\{\text{primes} \leq N\}| \tilde{\mu}(\tilde{B}(x, \epsilon, \tau))$$

and $\tilde{\mu}(\tilde{B}(x, \epsilon, \tau)) \ll N^{-1} \log N$. More generally, for any set of primes $P$

all sets in $\mathcal{V}_P := \{ \tilde{B}(y, \epsilon, \tau) : y \in T_{*\text{p}}(x), p \in P \}$ are disjoint

$$\downarrow$$

(7.2) $$\tilde{\mu}(\tilde{B}(x, \epsilon, \tau)) \leq c^{-1} |P|^{-1}.$$ 

The key fact implicitly behind the proof is that if we take $N$ large but not too large then either:

1. All these tubes are indeed disjoint.
2. There is a $g_0$ very close to $g$ with $\Gamma g_0 A$ is compact so that for $\gamma \in \Lambda(p^j), \gamma' \in \Lambda(q^k)$ with $p, q \leq N$ and $j, k \leq \ell$

$$\tilde{B}(\gamma g, \epsilon, \tau) \cap \tilde{B}(\gamma' g, \epsilon, \tau) \neq \emptyset$$

$$\downarrow$$

$$\gamma g_0 = \gamma' g_0 \alpha(t)$$ for some $|t| \leq 4\tau$.

3. There is a $g_0$ very close to $g$ so that the trajectory of $\Gamma g_0$ under $A$ is divergent (i.e., $x_0 \alpha(t) \to \infty$ as $|t| \to \infty$) so that the same statement as in (2) holds.

If (1) holds there is nothing left to do but rejoice.

If (2) holds things are slightly more delicate. To any periodic $A$-orbit one can attach a real quadratic number field: since $G_{Zg_0} A$ is compact $G_{Z} \cap g_0 A_{g_0}^{-1} \neq \emptyset$. The eigenvalues of elements of $G_{Z} \cap g_0 A_{g_0}^{-1} \neq \emptyset$ are integers (in fact units) in a single real quadratic number field $\mathbb{Q}(\sqrt{D})$, and one can bound $D$ in terms of $N$.

It turns out that in this case

$$\left\{ B(y, \epsilon, \tau) : y \in T_{*\text{p}}(x), p \text{ prime} \leq N \text{ inert in } \mathbb{Q}(\sqrt{D}) \right\}$$

is disjoint, and one needs to estimate how many primes $\leq N$ are indeed inert in $\mathbb{Q}(\sqrt{D})$ (equivalently, $\left( \frac{D}{p} \right) = -1$).

If (3) holds, i.e., $x$ is close to a divergent trajectory, the trajectory of $x$ will also spend much time outside $\Omega$ — more precisely the maximal function $M(1_{\Omega g}, x) > \beta$ for a fixed $\beta$ which does not depend on $\Omega$.

We now turn to actually implementing the above strategy. Recall from §5 that for any $\alpha \in G_{\mathbb{Q}}$, there corresponds a unique primitive
integer matrix $\tilde{\alpha}$, and we shall often implicitly identify between $\alpha$ and $\tilde{\alpha}$.

The key observation for carrying out this strategy is contained in the following simple lemma:

**Lemma 7.3 ([4, Lemma 4.1]).** Let $\Omega$ be a compact subset of $G_\mathbb{R}$, and let $\alpha, \beta \in G_\mathbb{Q}$ and $g \in \Omega$ satisfy

$$\beta g, \alpha g \in g\tilde{B}(\epsilon, \tau) \quad \text{for } \epsilon \ll_{\Omega, t} [d(\alpha)d(\beta)]^{-1/2}.$$

Then $\alpha, \beta$ commute.

**Proof.** Throughout this proof $C, C_1, \ldots$ will denote constants depending only on $\tau$ and $\Omega$. Define $t_\alpha, t_\beta \in (-\tau, \tau)$ by

$$\alpha g \in ga(t_\alpha)\tilde{B}(1, 0)$$
$$\beta g \in ga(t_\beta)\tilde{B}(1, 0).$$

Then in fact $\alpha g \in ga(t_\alpha)\tilde{B}(C\epsilon, 0)$, and similarly for $\beta$.

$$g^{-1}\alpha\beta g \in a(t_\alpha + t_\beta)\tilde{B}(C_1\epsilon, C_1\epsilon^2)$$
$$g^{-1}\beta\alpha g \in a(t_\alpha + t_\beta)\tilde{B}(C_1\epsilon, C_1\epsilon^2).$$

In other words, since $g^{-1}\tilde{B}(C_1\epsilon, C_1\epsilon^2)g \subset \tilde{B}(C_2\epsilon, C_2\epsilon)$

$$\alpha\beta \in \beta\alpha \tilde{B}(C_3\epsilon, C_3\epsilon).$$

By (7.3), both $\alpha$ and $\beta$ are in some fixed compact region in $G_\mathbb{R}$. It follows that both $\tilde{\alpha}\tilde{\beta}$ and $\tilde{\beta}\tilde{\alpha}$ are integer matrices with all entries $\leq C_4d(\alpha\beta)^{1/2}$ in absolute value. Since integers are at least one apart this implies that if $\epsilon \leq C_5d(\alpha\beta)^{-1/2}$ in fact $\alpha\beta = \beta\alpha$, i.e., $\alpha, \beta$ commute. \qed

In $\text{SL}(2, \mathbb{R})$ there are two types of commutative one dimensional subgroups: tori and unipotent subgroups. The following helps distinguish between the two:

**Lemma 7.4.** Let $\Omega$ be a compact subset of $G_\mathbb{R}$, $\alpha \in G_\mathbb{Q}$ and $g \in \Omega$ satisfy

$$\alpha g \in g\tilde{B}(\epsilon, \tau) \quad \text{for } \epsilon \ll_{\Omega, \tau} d(\alpha)^{-1/2}.$$

Then $\alpha$ is $\mathbb{R}$-diagonalizable.

**Proof.** A straightforward calculation shows that

$$\tilde{B}(\epsilon, \tau) \cap \{g \in \text{PGL}(2, \mathbb{R}) : g \text{ is not } \mathbb{R}\text{-split}\} \subset \tilde{B}(\epsilon, C\epsilon).$$

Indeed, this follows easily from estimating from below the trace of an arbitrary element $h \in \tilde{B}(\epsilon, \tau) \setminus \tilde{B}(\epsilon, C\epsilon)$ and showing it is $\geq 2 \det(h)^{1/2}$; hence $h$ is $\mathbb{R}$-split.

Therefore if $\alpha$ is not $\mathbb{R}$-diagonalizable,

$$\alpha \in g\tilde{B}(\epsilon, C\epsilon)g^{-1} \subset \tilde{B}(C_1\epsilon, C_1\epsilon).$$
In other words, if \( \tilde{\alpha} = (a_{ij}) \) the integer entries of \( \tilde{\alpha} \) satisfy the inequalities
\[
|a_{11} - a_{22}|, |a_{12}|, |a_{21}| \leq C_2 \epsilon d(\alpha)^{1/2} < 1;
\]
hence \( \alpha \) is the identity (in particular, \( \mathbb{R} \)-diagonalizable) in contradiction to our assumption. \( \square \)

Slightly less simple, but of the same general flavor is the following which is only needed because \( G_\mathbb{Z} \) is not cocompact; it is not relevant e.g., for lattices arising from quaternion division algebras over \( \mathbb{Q} \).

**Lemma 7.5.** Let \( \Omega \) be a compact subset of \( G_\mathbb{R}, \eta \in (0, \frac{1}{2}) \), \( \alpha \in G_\mathbb{Q} \) and \( g \in \Omega \) satisfy
\[
(7.4) \quad \alpha g \in \tilde{B}(\epsilon, \tau) \quad \text{for } \epsilon \ll_{\Omega, \tau} d(\alpha)^{-1-\eta}
\]
with \( \tilde{\alpha} \neq I \) diagonalizable over \( \mathbb{Q} \). Then
\[
M(1_{\tilde{\pi}(\Omega)^c}, \tilde{\pi}(g)) \geq \eta.
\]

**Proof.** In this proof we let \( c_1, c_2, \ldots \) denote constants depending only on \( \tau \) and \( \Omega \) and \( C, C_1, \ldots \) denote constants which are either absolute or depend only on \( \tau \).

As before, (7.4) implies in particular that \( \alpha \) is in some fixed compact subset of \( G_\mathbb{R} \); hence all entries of \( \tilde{\alpha} \) are integers \( < c_1 d(\alpha)^{1/2} \). Let \( v_1, v_2 \) be the two eigenvalues of \( \tilde{\alpha} \) with \( |v_1| > |v_2| \) and let \( z_1, z_2 \) be the corresponding eigenvectors. By the assumption that \( \tilde{\alpha} \) is diagonalizable over \( \mathbb{Q} \), \( v_1, v_2 \) are integers and \( z_1, z_2 \) can be chosen to be integral and primitive (i.e., the coefficients of each eigenvector are relatively prime integers). Note that it follows from the bounds on the coefficients of \( \tilde{\alpha} \) that \( v_1, v_2 < c_1 d(\alpha)^{1/2} \) and
\[
(7.5) \quad c_2 d(\alpha)^{-\frac{1}{2}} < |t_{\alpha}| < c_3
\]
with \( c_2, c_3 \) appropriate functions of \( c_1 \). Like any \( 2 \times 2 \) degenerate integer matrix, \( \tilde{\alpha} - v_2 I \) has the form
\[
\begin{pmatrix}
 rp & rq \\
 sp & sq
\end{pmatrix}
\]
with \( r, p, s, q \) integers, and hence \( z_1, z_2 \), which are also eigenfunctions of \( \tilde{\alpha} - v_2 I \), are equal up to sign to \( (s, -r), (p, q) \).

\[
\|z_1\| \cdot \|z_2\| < 2c_1 d(\alpha)^{1/2}.
\]

Since \( z_1 \) and \( z_2 \) are integer vectors, it follows that \( \|z_1\|, \|z_2\| \leq 2c_1 d(\alpha)^{1/2} \).

From (7.4), we see that \( \alpha^g = g^{-1} \alpha g \in \tilde{B}(\epsilon, \tau) \). Since \( \text{tr}(\tilde{\alpha}) = 2 \cosh(t_{\alpha}) d(\alpha)^{1/2} \)
\[
\alpha^g \in \tilde{B}(\epsilon, \tau) \cap \left\{ h : \text{tr}(h) = 2 \cosh(t_{\alpha}) \det(h)^{1/2} \right\}
\]
\[
\subset a(t_{\alpha}) \tilde{B}(C\epsilon, C\epsilon^2) \cup a(-t_{\alpha}) \tilde{B}(C\epsilon, C\epsilon^2).
\]

\(^8\)By being slightly more careful and working with the smaller of the two eigenvectors (which has norm \( \ll d(\alpha)^{1/4} \)) one can get a slightly sharper lemma.
Without loss of generality, \( \alpha^g \in a(-t_\alpha)\tilde{B}(C\varepsilon, C\varepsilon^2) \); otherwise replace \( \alpha \) by \( \alpha^{-1} \) which also satisfies (7.4) and which has the same value of \( t_\alpha \).

There is some constant \( C_1 \) so that as long as

\[
(7.6) \quad \sum_{j=0}^{n} e^{2jt_\alpha} < (C_1\varepsilon)^{-1}
\]

one has

\[
\tilde{B}(Ce^{2nt_\alpha}\varepsilon, C\varepsilon^2) \ldots \tilde{B}(Ce^{2t_\alpha}\varepsilon, C\varepsilon^2) \tilde{B}(C\varepsilon, C\varepsilon^2) \subset \tilde{B}(1, 1).
\]

Let \( n_\alpha \) be the largest integer for which

\[
(7.7) \quad e^{2nt_\alpha}(C_2\varepsilon)^{-1}t_\alpha.
\]

Since \( \sum_{j=0}^{n} e^{2jt_\alpha} < e^{2(n+1)t_\alpha}/t_\alpha \), the inequality (7.6) is satisfied for all \( n \leq n_\alpha \). Also, since \( \tilde{B}(\varepsilon_1, \varepsilon_2) a(t) \subset a(t) \tilde{B}(e^{2|t|}\varepsilon_1, \varepsilon_2) \) we see that for any \( n < n_\alpha \)

\[
(7.8) \quad \alpha^n g \in ga(-nt_\alpha)\tilde{B}(Ce^{2nt_\alpha}\varepsilon, C\varepsilon^2) \ldots \tilde{B}(Ce^{2t_\alpha}\varepsilon, C\varepsilon^2) \tilde{B}(C\varepsilon, C\varepsilon^2)
\]

By Mahler’s criterion for compactness in \( G_\mathbb{Z}/G_\mathbb{R} \) applied to the compact set \( \tilde{\pi}(\Omega) \), there is a \( \delta > 0 \) so that for every \( g' \in G_\mathbb{R} \) with \( \tilde{\pi}(g') \in \tilde{\pi}(\Omega) \) we have that

\[
\|zg'\| > \delta |\det(g')|^{1/2} \quad \text{for every } z \in \mathbb{Z}^2.
\]

But for \( n < n_\alpha \), by (7.8),

\[
u_1^n z_1 g = z_1 \tilde{\alpha}^n g \in d(\alpha)^{n/2}z_1 ga(-nt_\alpha)\tilde{B}(c_6, c_6),
\]

and so for \( nt_\alpha \leq t < (n + 1)t_\alpha \) (with \( n < n_\alpha \))

\[
\|z_1 ga(-t)\| = \nu_1^n d(\alpha)^{-n/2} \|z_1 gha(-t + nt_\alpha)\| \quad \text{for some } h \in \tilde{B}(c_6, c_6)
\]

\[
\leq c_7 e^{-nt_\alpha} \|z_1\| |\det(g)|
\]

\[
\leq c_8 e^{-nt_\alpha} d(\alpha)^{1/2} |\det(g)|^{1/2}.
\]

Using (7.6) and (7.5) we deduce that for all \( n \) in the interval \( [(1 - \eta)n_\alpha, n_\alpha) \) and \( t \in [nt_\alpha, (n + 1)t_\alpha) \) we have that

\[
\|z_1 ga(-t)\| \leq c_8 \left[e^{-2nt_\alpha}\right]^{n/na} d(\alpha)^{1/2} |\det(g)|^{1/2}
\]

\[
\leq c_{10} e^{1-\eta} d(\alpha)^{-1+\eta/2}
\]

which is \( \leq \delta \) as long as \( \varepsilon < c_{11} d(\alpha)^{-1-\eta} \) (for an appropriate \( c_{11} \)) for all \( \eta \in (0, \frac{1}{2}) \). It follows that \( \tilde{\pi}(ga(-t)) \not\in \Omega \) for all \( t \in [(1 - \eta)n_\alpha t_\alpha, n_\alpha t_\alpha) \) and

\[
M(1_{\tilde{\Omega}}, \tilde{\pi}(g)) \geq \eta.
\]

\( \square \)
In order to show their sufficiently many primes \( \leq N \) inert in \( \mathbb{Q}(\sqrt{D}) \) for case (2) we will use the following result [4, Theorem 5.1]:

**Theorem 7.6.** For any \( \epsilon > 0 \) there is a \( \varrho > 0 \) so that for every large enough integer \( D \) which is not a perfect square, and \( N \geq D^{1/4+\epsilon} \), one has that the set \( P \) of primes \( N^\varrho \leq p \leq N \) with \( \left( \frac{D}{p} \right) = -1 \) satisfies

\[
\sum_{p \in P} \frac{1}{p} > \frac{1}{2} - \epsilon.
\]

In particular, the number of primes \( \leq N \) with \( \left( \frac{D}{p} \right) = -1 \) is \( \gg N^\varrho' \) with \( \varrho' \) some constant depending on \( \epsilon \), which is what we will use in this paper. We remark that in [4] we use Theorem 7.6 much more efficiently but there seems little point for doing this here in this mostly expository paper. We also remark that in order to work with \( N \sim D^{1/4+\epsilon} \) in Theorem 7.6, one needs to use highly nontrivial estimates on character sums due to Burgess [7]; if one is willing to take e.g., \( N \geq D^{1/2} \) (which is fine for our purposes) these estimates become trivial.

We now, finally, are in a position to prove the main theorem of this section:

**Proof of Theorem 7.1.** Let \( M = (c_1 \epsilon)^{-1/\ell(\ell+2)} \) and \( N = M^\ell \) with \( c_1 \) some constant depending on \( \Omega \) and \( \tau \) to be determined later. Fix some compact \( \Omega' \subset G_{\mathbb{R}} \) projecting to \( \Omega \) and take \( x = \tilde{\pi}(g) \) with \( x \in \Omega, g \in \Omega' \).

Consider now the collection of tubes

\[
\mathcal{V} = \left\{ \tilde{B}(y, \epsilon, \tau) : y \in T_{*|\rho}(x), \ p \text{ prime } \leq M \right\}.
\]

If all are disjoint, then from (7.1) we get that \( \tilde{\mu}(\tilde{B}(x, \epsilon, \tau)) \ll M^{-1} \log M \), which is \( \ll \epsilon^\alpha \) for any \( \alpha < (\ell(\ell + 2))^{-1} \).

Therefore we may assume that there are two distinct \( \gamma_1, \gamma_2 \in G_{\mathbb{Q}} \) with \( d(\gamma_1), d(\gamma_2) < N^{\ell/2} \) so that

\[
\gamma_1 g \tilde{B}(\epsilon, \tau) \cap \gamma_2 g \tilde{B}(\epsilon, \tau) \neq \emptyset.
\]

There is some constant \( C \) depending only on \( \tau \) so that \( \tilde{B}(\epsilon, \tau)^2 \subset \tilde{B}(C\epsilon, C\tau) \), and so the above equation implies that

\[
(7.9) \quad \gamma g \in g \tilde{B}(C\epsilon, C\tau)
\]

for \( \gamma := \gamma_2^{-1} \gamma_1 \); note that \( d(\gamma) \mid d(\gamma_1) d(\gamma_2) \leq M^{2\ell} \).

By Lemma 7.4, \( \gamma \) is diagonalizable over \( \mathbb{R} \). There are now two cases, depending on whether \( \gamma \) is diagonalizable over \( \mathbb{Q} \) or not.

If \( \gamma \) is diagonalizable over \( \mathbb{Q} \) then

\[
\epsilon = c_1^{-1} M^{-\ell(\ell+2)} \leq c_1^{-1} d(\gamma)^{-3/2},
\]

\[\text{In particular, in the way Theorem 7.6 is applied in [4] the value of } \alpha \text{ is immaterial.}\]
and so as long as \( c_1 \) was chosen sufficiently large depending only on \( \Omega \) and \( \tau \), by Lemma 7.5 we have that \( M(1_{\Omega^2}, x) \geq \frac{1}{2} \). We note that this case arises when \( x \) is very near a divergent geodesic in a sense which can be made precise but is not very important for our purposes.

There remains the case of \( \gamma \) diagonalizable over \( \mathbb{R} \) but not over \( \mathbb{Q} \).

Since \( d(\gamma) \leq N^\ell \) and \( \epsilon \leq \ell^{-1} M^\ell \), it follows from Lemma 7.3 that for an appropriate choice of \( c_1 \) (depending on \( \Omega \) and \( \tau \)), \( d(\beta_1), d(\beta_2) < N^\ell \) if

\[
\beta_1 g \tilde{B}(\epsilon, \tau) \cap \beta_2 g \tilde{B}(\epsilon, \tau) \neq \emptyset
\]

(hence \( \beta_2^{-1} \beta_1 g \in g \tilde{B}(C\epsilon, C\tau) \)) then \( \beta_2^{-1} \beta_1 \) and \( \gamma \) commute. The eigenvalues of \( \tilde{\gamma} \) as well as of any integer matrix commuting with \( \tilde{\gamma} \) are in the field \( \mathbb{Q}(\sqrt{D}) \) for \( D = (\text{tr} \tilde{\gamma})^2 - 4 \det(\tilde{\gamma}) \ll \Omega, \tau d(\tilde{\gamma}) < M^{2\ell} = N^2 \).

Furthermore, if \( \beta \) is a primitive integer matrix commuting with \( \tilde{\gamma} \) and if \( \nu \) is an eigenvalue of \( \beta \) then \( \nu \notin \mathbb{Q} \) and \( \det(\beta) = N(\nu) \) with \( N(\nu) \) denoting the norm of \( \nu \) in the field \( \mathbb{Q}(\sqrt{D}) \). This implies that \( \det(\beta) \) is divisible by some prime \( p \) which is split in \( \mathbb{Q}(\sqrt{D}) \), i.e., \( (\frac{p}{D}) = 1 \). We conclude that the collection of tubes

\[
\mathcal{V}_P := \left\{ \tilde{B}(y, \epsilon, \tau) : y \in T_p^\ell(x), p \in P \right\}
\]

for \( P = \{ p \leq N \text{ prime : } (\frac{p}{D}) = -1 \} \) is disjoint, and hence by (7.2)

\[
\tilde{\mu}(\tilde{B}(x, \epsilon, \tau)) \leq c^{-1} |P|^{-1}
\]

for \( c \) the constant in the definition of \( \ell \)-uniformly adelically conservative applied to \( \mu \). By Theorem 7.6 we get \( |P| \geq N^{\delta'} \) for some fixed \( \delta' \) and so

\[
\tilde{\mu}(\tilde{B}(x, \epsilon, \tau)) \ll e^{\delta'/(\ell+2)}.
\]

\[
\square
\]

8. Proof that Theorem 7.1 implies Theorem 6.1

In this section we explain how the bound on the volume of small tubes in Theorem 7.1 translates to an estimate on the entropy.

Though this is not essential for our purposes we would like to point out that the entropy of \( \mu \) with respect to the flow \( a(t) \) (where as we have already done earlier we implicitly identify \( a(t) \in G_\mathbb{R} \) with the element \( (a(t), e, e, \ldots) \in G_\mathbb{A} \)) is equal to the entropy of \( \tilde{\mu} = \pi_* (\mu) \) on \( \pi(X) = G_\mathbb{Z} \backslash G_\mathbb{R} \) with respect to the flow \( a(t) \) on \( \pi(X) \). Indeed, \( \pi \) commutes with the respective actions, the fibers are a compact group (namely \( K_f \)), and the flow acts on these fibers isometrically. Therefore \( \pi : X \to G_\mathbb{Z} \backslash G_\mathbb{R} \) is an isometric extension of flows and such isometric extensions preserve entropy — indeed, preserve the set of values of the entropy of the ergodic components.
Thus though it makes no difference to the argument it is enough to relate entropy and volume of small tubes for the action of \(a(t)\) on \(\pi(X)\).

We recall some basic definitions and facts regarding measure preserving systems and their entropy (which is also known as the Kolmogorov-Sinai entropy): We first recall the ergodic decomposition theorem. Any probability measure \(\nu\) on a (Lebesgue) measure space \(Y\) invariant under a measurable map \(T\) (or a flow \(a(t)\)) can be written as the average of ergodic \(T\) invariant probability measures. This decomposition can be explicitly given in terms of the conditional measures \(\nu_x^E\) where \(E\) is the sigma algebra of invariant Borel sets in \(Y\). by definition of conditional measures \(\nu = \int \nu_x^E d\nu(x)\), the measures \(\nu_x^E\) are easily seen to be \(T\)-invariant, and using the Birkhoff pointwise ergodic theorem one shows that they are in fact ergodic. For any finite partition \(\mathcal{P}\) we will let \(h_T(\nu, \mathcal{P})\) denote the \(T, \nu\)-entropy of \(\mathcal{P}\)

\[
h_T(\nu, \mathcal{P}) = \lim_{n \to \infty} H_\nu \left( \bigvee_{i=0}^{N} T^{-i} \mathcal{P} \right)

H_\nu(\mathcal{Q}) = -\sum_{\text{atoms of } \mathcal{Q}} \nu(A) \log \nu(A)
\]

and \(h_T(\nu) = \sup_{\mathcal{P}} h_T(\nu, \mathcal{P})\). We recall that for any \(T\) invariant measure \(\nu\), its entropy is the average of the entropies of its ergodic components:

\[
h_T(\nu) = \int h_T(\nu_x^E) d\nu(x).
\]

For many purposes, the entropies \(h_T(\nu_x^E)\) of the ergodic components of \(\nu\) are more relevant than \(h_T(\nu)\). For example, the Shannon McMillan Breiman theorem states that \(\nu\)-a.s.

\[
(8.1) \quad h_T(\nu_x^E, \mathcal{P}) = -\lim_{n \to \infty} \frac{1}{n} \log \nu\left( [x] \bigcap_{i=0}^{n-1} T^{-i} \mathcal{P} \right).
\]

The relation between entropy and volumes of tubes is well-known and fairly standard. If we were dealing with a compact quotient of \(\text{PGL}(2, \mathbb{R})\) then this relation would have been completely standard: e.g., it follows easily from the Brin-Katok theorem [6] (see also [29] for a survey of several important related results) that

\[
h_{o(t)}(\tilde{\mu}^E_x) = \lim_{\epsilon \to 0} \frac{\log \tilde{\mu}(\tilde{T}(x, \epsilon))}{\log \epsilon} \quad \tilde{\mu}\text{-a.e.}
\]

There seems to be no convenient reference for this fact in the non-compact case, particularly when \(\tilde{\mu}\) is not ergodic, and therefore we will give a direct proof of the implication Theorem 7.1 \(\implies\) Theorem 6.1.

We will need the following slightly stronger form of the Shannon-McMillan-Breiman theorem (8.1):

---

\(^{10}\) We gloss over one slightly delicate technical point: this sigma algebra is almost never countably generated; however since \(Y\) is a nice measure space there is a countably generated sigma algebra \(\mathcal{E}'\) whose sets agree with \(\mathcal{E}\) up to measure zero.
Proposition 8.1. Let $\nu$ be a $T$-invariant probability measure on a space $Y$. For any set $B$ of positive $\nu$ measure,

$$h_T(\nu^\mathcal{E}_x, \mathcal{P}) = -\lim_{n \to \infty} \frac{1}{n} \log \nu \left( [x]_{\nu_{i=0}^{n-1} T^{-n} \mathcal{P}} \cap B \right)$$

for $\nu$-almost every $x \in B$.

Proof. Clearly $\nu([x]_{\nu_{i=0}^{n-1} T^{-n} \mathcal{P}} \cap B) \leq \nu([x]_{\nu_{i=0}^{n-1} T^{-n} \mathcal{P}})$ so by (8.1)

$$h_T(\nu^\mathcal{E}_x, \mathcal{P}) \leq -\lim_{n \to \infty} \frac{1}{n} \log \nu ([x]_{\nu_{i=0}^{n-1} T^{-n} \mathcal{P}} \cap B).$$

Let $\nu_B = \frac{1}{\nu(B)} \nu|_{B}$. Consider the function

$$\psi_n(x) = \frac{\nu([x]_{\nu_{i=0}^{n-1} T^{-n} \mathcal{P}})}{\nu_B([x]_{\nu_{i=0}^{n-1} T^{-n} \mathcal{P}})).$$

Then $\int_Y \psi_n(x) d\nu_B(x) = 1$ and hence for any $\epsilon > 0$

$$\nu_B \{ \psi_n > e^{\epsilon n} \} < e^{-\epsilon n}.$$

By Borel-Cantelli, for $\nu_B$-almost every $x$, we have that $\psi_n < e^{\epsilon n}$ for all $n$ large enough, and so for $\nu$ a.e. $x \in B$

$$\nu([x]_{\nu_{i=0}^{n-1} T^{-n} \mathcal{P}} \cap B) = \nu(B) \nu_B([x]_{\nu_{i=0}^{n-1} T^{-n} \mathcal{P}})$$

$$= \nu(B) \nu([x]_{\nu_{i=0}^{n-1} T^{-n} \mathcal{P}}) \psi_n(x)^{-1}$$

$$\geq \nu(B) \nu([x]_{\nu_{i=0}^{n-1} T^{-n} \mathcal{P}}) e^{-\epsilon n}$$

for $n$ large,

and

$$-\lim_{n \to \infty} \frac{1}{n} \log \nu ([x]_{\nu_{i=0}^{n-1} T^{-n} \mathcal{P}} \cap B) \leq \lim_{n \to \infty} \frac{1}{n} \log \nu ([x]_{\nu_{i=0}^{n-1} T^{-n} \mathcal{P}}) - n\epsilon$$

$$= h_T(\nu^\mathcal{E}_x, \mathcal{P}) - n\epsilon.$$

\[\square\]

Proof of Theorem 7.1 $\Rightarrow$ Theorem 6.1.

The proof will consist of three stages. Let $\epsilon > 0$ be arbitrary. For convenience we set $T : \pi(X) \to \pi(X)$ to be the map $x \mapsto xa(-1)$.

Step 1: Construction of a partition $\mathcal{P}$.

Let $\Omega$ be a compact subset of $\pi(X)$ with $\hat{\mu}(\Omega a^\mathcal{E}) < \epsilon$. Let $B_0 \subset G_\mathbb{R}$ be an open neighborhood of the identity sufficiently small so that for every $x = G_Z g \in \Omega$ the collection of sets $\{\gamma g \in B_0 \mid \gamma \in G_Z\}$ is disjoint.

Find $B \subset B_0$ a symmetric neighborhood of the identity (i.e., $B^{-1} = B$) such that

$$(B \cup a(1)Ba(-1) \cup a(-1)Ba(1))^3 \subset B_0.$$ 

We now take $\mathcal{P}$ to be a finite measurable partition of $\pi(X)$ so that for every $x \in \Omega$, $[x]_\mathcal{P} \subset x \in B$. 

Step 2: Understanding the atoms $[x]_{\bigvee_{i=0}^{n-1} T^{-i}P}$.

Set for $x \in \pi(X)$ and $n \in \mathbb{N}$

$$S^b_n(\Omega, x) = \sum_{i=0}^{b-1} 1_{\Omega}(T^i x).$$

We shall call any set $V \subset G_\mathbb{R}$ satisfying

$$V \subset \bigcap_{i=0}^{n-1} g_i a(i)B a(-i)$$

for some choice of $g_i \in G_\mathbb{R}$ an $n, B$-ball. A set $V \subset G_\mathbb{Z}\setminus G_\mathbb{R}$ will be said to be an $n, B$-ball if it is the projection of a $n, B$-ball in $G_\mathbb{R}$. Take $C$ to be such that $B$ can be covered by $C$ left translates of $a(1)Ba(-1)$. We claim that for every $x \in \Omega$, $[x]_{\bigvee_{i=0}^{n-1} T^{-i}P}$ is a union of $C^{S^b_n}(\Omega, x, n)$ $n, B$-balls.

The proof of this claim is by induction: the case $n = 1$ is obvious. Suppose $[x]_{\bigvee_{i=0}^{n-1} T^{-i}P}$ is a union of at most $C^{S^b_n}(\Omega, x)$ $n, B$-balls, say $V_1, \ldots, V_r$. Then if $T^n x \in \Omega^\mathbb{C}$, by definition of $C$ we can cover each $V_i$ by $C \cdot n+1, B$-balls, and we are done, and if $T^n x \in \Omega$ we have that for every $i$ the sets $V_i \cap [x]_{T^{-n}P}$ are $n+1, B$ balls and together these $\leq C^{S^b_n}(\Omega, x, n+1)$ balls cover $[x]_{\bigvee_{i=0}^{n-1} T^{-i}P}$.

Finally we remark that any $n, B$-ball in $\pi(X)$ is contained in a set of the form

$$\{yu_-(s_-)a(t)u_+(s_+) : |s_-| < c, |t| < c \text{ and } |s_+| < ce^{-2n}\}.$$

Similarly, one shows that for every $x \in \Omega$ the atom $[x]_{\bigvee_{i=-n}^{n-1} T^{-i}P}$ can be covered by at most $C^{S^b_{-n}}(\Omega, x)$ sets of the form

$$\{yu_-(s_-)a(t)u_+(s_+) : |s_-| < ce^{-2n}, |t| < c \text{ and } |s_+| < c\},$$

and combining these two facts we get that for every $x \in \Omega$ the atom $[x]_{\bigvee_{i=-n}^{1-n} T^{-i}P}$ can be covered by at most $C^{S^b_{-n}}(\Omega, x)$ tubes $\tilde{V}_c(y, ce^{-2n})$.

Step 3: Conclusion.

Let $D = \{x : M(1_{\Omega^\mathbb{C}}, x) > \beta\} \cup \Omega^\mathbb{C}$; by the maximal inequality

$$\tilde{\mu}(D) \leq (1+\beta^{-1})\tilde{\mu}(\Omega^\mathbb{C}) \leq (1+\beta^{-1})\epsilon.$$

From Theorem 7.1 it follows that unless $V_{0.1}(x, 0.1\delta)$ is contained in $D$, $\tilde{\mu}(V_{0.1}(x, 0.1\delta)) \ll \tilde{\mu}, \Omega \delta^\alpha$; indeed if $y \in V_{0.1}(x, 0.1\delta) \cap D^\mathbb{C}$ then $V_{0.1}(x, 0.1\delta) \subset V(y, \delta)$ and by Theorem 7.1.(2) it holds that $\tilde{\mu}(V(y, \delta)) \ll \tilde{\mu}, \Omega \delta^\alpha$. In particular, for every $x \in \pi(X)$,

$$\tilde{\mu}(V_{0.1}(x, \delta) \setminus D) \ll \tilde{\mu}, \Omega \delta^\alpha. \quad (8.2)$$

Now for $P$ as in Step 1, the atom $[x]_{\bigvee_{i=-n}^{n-1} T^{-i}P}$ can be covered by at most $C^{S^b_{-n}}(\Omega, x)$ tubes $\tilde{V}_c(y, ce^{-2n})$, and so by (8.2) for every $x$

$$\tilde{\mu}(\{x\}_{\bigvee_{i=-n}^{n-1} T^{-i}P} \setminus D) \ll \tilde{\mu}, \Omega C^{S^b_{-n}}(\Omega, x)e^{-2\alpha n}.$$
By the Birkhoff pointwise ergodic theorem $\frac{1}{n} S^n_n (\Omega, x) \to 2 \tilde{\mu}(\Omega^G) < 2 \epsilon$ a.s. so applying Proposition 8.1 for a.e. $x \in D^G$

$$h_T(\tilde{\mu}_x^G, \mathcal{P}) = - \lim_{n \to \infty} \frac{1}{n} \log \tilde{\mu}([x] \cup_{n=-n} T^{-n} \mathcal{P} \setminus D) \geq 2 \alpha - 2 \log(C) \epsilon.$$ 

Since the measure of $D$ is arbitrarily small, we are done. \hfill \Box

9. Open problems

The geodesic flow on the sphere $S^2$ is very far from being ergodic — it is, in fact, completely periodic — and indeed the quantum ergodicity theorem of Šnirel’man, Colin de Verdière and Zelditch (let alone quantum unique ergodicity) fails on this surface. The reason for this is simple: the spectrum of the Laplacian on the sphere is highly degenerate (see [31] for a related discussion).

However, any quaternion algebra over $\mathbb{Q}$ which does not split over $\mathbb{R}$, for example the ordinary Hamilton quaternions, acts on the sphere in a natural way. This action again gives rise to a commuting ring of Hecke operators, and as in the case of the hyperbolic plane one can look at joint eigenfunctions $\phi_i$ of the Laplacian and all Hecke operators. Since this takes care of the problem of large multiplicity of the spectrum, it is plausible to conjecture in analogy to Conjecture 1.

**Problem 1 ([3, Conj. 1]).** Let $\phi_i$ be Hecke eigenfunctions on the sphere as above. Then $\tilde{\mu}_i = |\phi_i|^2 d\text{vol}$ converges weak* to the uniform measure.

In [3] S. Böcherer, Sarnak, and R. Schulze-Pillot have shown that similarly to $\Gamma \setminus \mathbb{H}$ this conjecture follows from the Riemann hypothesis for suitable automorphic $L$-functions. However, since the dynamics of the geodesic flow on the sphere is so vastly different from that on $\Gamma \setminus \mathbb{H}$ there seems to be no analogue of Theorem 1.2 which would make sense in this context.

Another important open problem is controlling the hypothetical escape of mass which might occur for e.g., $\SL(2, \mathbb{Z}) \setminus \mathbb{H}$. Recall that in this case it has been proven in [12] that any arithmetic quantum limit is of the form $\frac{c}{\text{vol}(M)} \text{vol}_{S^*M}$ where $c \in [0, 1]$. By Watson’s work [27] it is clear $c$ should be 1, but no unconditional proof of this fact is known.

**Problem 2.** Shown that $c = 1$.

Here is a simpler variant of this problem, also open, but which may be more amenable to a dynamical approach:

**Problem 3.** Let $\tilde{\mu}_i = |\phi_i|^2 d\text{vol}_M$ with $\phi_i$ Hecke Maass forms on $M = \SL(2, \mathbb{Z}) \setminus \mathbb{H}$. Show that for every pair $f, g$ of compactly supported nonnegative continuous functions on $M$ with $g$ not identically zero

$$\frac{\int f(x) d\tilde{\mu}_i(x)}{\int g(x) d\tilde{\mu}_i(x)} \to \frac{\int f(x) d\text{vol}_M(x)}{\int g(x) d\text{vol}_M(x)}$$
as $i \to \infty$. 
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