UPSCALING OF A CLASS OF NONLINEAR PARABOLIC EQUATIONS FOR THE FLOW TRANSPORT IN HETEROGENEOUS POROUS MEDIA
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Abstract. We develop an upscaling method for the nonlinear parabolic equation
\[
\partial_t b(u_\epsilon) - \nabla \cdot (g^\epsilon(x,u_\epsilon) + a^\epsilon(x,u_\epsilon) \nabla u_\epsilon) = f(x,t),
\]
which stems from the applications of the flow transport in porous media. Our direct motivation is
the Richards equation which models the flow transport in unsaturated porous media. We provide
a detailed convergence analysis of the method under the assumption that the oscillating coefficients
are periodic. While such a simplifying assumption is not required by our method, it allows us to use
homogenization theory to obtain the asymptotic structure of the solutions. Numerical experiments
are carried out for the Richards equation of exponential model with periodic and randomly generated
log-normal permeability to demonstrate the efficiency and accuracy of the proposed method.
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1. Introduction

Over the past three decades a significant amount of research effort has been
devoted to determining what are known as effective parameters in the modelling of
subsurface flow and transport. The central difficulty is the accounting for the spatial
variability in the parameters used to characterize the relevant physical properties of
the natural porous media. In realistic situations, it is impossible to account explicitly
for the spatial variability at all scales, due to computational resource limitations
and/or the lack of data. Thus sophisticated geological and geostatistical modelling
tools are used in practice to generate highly detailed medium parameters based on
some site-specific measurements and experience from other sites. There exists a vast
literature on the upscaling or homogenization techniques that lump the small-scale
details of the medium into a few representative macroscopic parameters or effective
parameters on a coarse scale which preserve the large-scale behavior of the medium
and are more appropriate for reservoir simulations. We refer to the book of Christakos
[6] for more information on the random field modeling of the natural porous medium
parameters and the recent review papers [27, 32] on the existent upscaling techniques
in the engineering literature.
The motivation of this paper is to solve the Richards equation (see, e.g., [1]), which models the flow transport in unsaturated porous media

\[
\frac{\partial \theta}{\partial t} - \frac{\partial K}{\partial x_3} - \nabla \cdot (K \nabla u) = f,
\]

where \(\theta\) is volumetric water content, \(K\) is the absolute permeability tensor, \(u\) is the fluid pressure, \(x_3\) denotes the vertical coordinate in the medium, and \(f\) stands for possible sources/sinks. The sources of nonlinearity of Richards equation come from the moisture retention function \(\theta(u)\) and relative hydraulic conductivity function \(K(\theta)\), respectively. Based on experimental results, many different functional relations have been proposed in the literature through various combinations of the dependent variables \(\theta, u\) and \(K\), and a certain number of fitting parameters (e.g., [3, 15, 17, 18, 19]). There are several widely known formulations of the constitutive relations such as the van Genuchten-Mualem model [18, 25], the Garder model [17], and the Haverkamp model [19]. For example, in the Garder model, also called the exponential model,

\[
\theta(u) = \theta_r + (\theta_s - \theta_r)e^{-\beta|u|}, \quad K(u) = K_s e^{-\alpha|u|},
\]

where \(\theta_r\) and \(\theta_s\) represent the residual water content and saturated water content respectively, \(K_s\) is the saturated hydraulic conductivity, and \(\alpha, \beta\) are parameters of the porous media. The Garder model has been widely used in the stochastic analysis of unsaturated flow in heterogeneous soils (see [24, 35]).

Recently a number of multiscale numerical methods, such as multiscale finite element method (MsFEM) [11], heterogeneous multiscale method (HMM) [10], and numerical homogenization method [13] have been proposed to solve the nonlinear problems. Originally, MsFEM is proposed for linear equations and its central idea is to incorporate the local small scale information of the leading order differential operator into the finite element bases. The common feature of the studies in [11] and [13] is that the computational complexity is proportional to the number of nodes of the fine-scale mesh which resolves the small scale spatial variability. However, the computational complexity can be significantly reduced if the homogenized fluxes are computed on the fly and these values can be stored and re-used if needed [11], [13]. Computation on the fly has advantages, especially if the fluxes depend on the gradients of the solution, because it only computes the selected values of the “homogenized fluxes”.

The purpose of this paper is to develop a complete coarse grid algorithm for a class of nonlinear parabolic equations based on an upscaling procedure. The key idea is that we upscale the nonlinear constitutive relations such as the relationship between hydraulic conductivity versus pressure before we solve the nonlinear problems. We stress that the real significance of the method lies in its ability to solve the problems in coarse meshes. This is particularly advantageous when multiple simulations or realizations are necessary due to changes of boundary conditions or source functions for certain given fine micro-structures of the highly heterogeneous permeability of the porous media. Based on the homogenization theory, a sharp error estimate of the method can be established under the periodicity assumption. This assumption allows us to use the homogenization theory to obtain the asymptotic structure of the solutions. We emphasize that as pointed out in [9], the spatial periodicity assumption does not a priori restrict the applicability of the results only to media which do exhibit such strict repetitive spatial ordering in the properties of interest. The numerical experiments in §5 indicate that our method works fine for the well-accepted random log-normal permeability models in the engineering literature.
Another new feature of our method is the way by which we deal with the nonlinear convection term. Our numerical procedure, as we show in the paper, shares a common element with the other multiscale methods, that is, the local information is coupled in the global formulation. The difference is the coupling method we use. Our local problem does not involve the convection term which is different from the MsFEM and the numerical homogenization approach introduced in [11, 13]. This idea has been introduced in a previous paper for the solute transport model in [4].

The outline of the paper is as follows. In Section 2 we introduce the upscaling method for the model problem. In Section 3 we review the homogenization results for the nonlinear parabolic problems with periodic coefficients. These results are the basis of our convergence analysis. Some error estimates for the homogenization equation are established in this section. In Section 4 we prove the error estimate for the upscaling method. In Section 5, we present some numerical examples for the Richards equation of the exponential model for both periodic and random log-normal equation are established in this section.

2. Model problem and upscaling formulation

Let \( \Omega \subset \mathbb{R}^d \), \( d = 2, 3 \) be a bounded polyhedral domain with boundary \( \partial \Omega \). We set \( Q_T = \Omega \times (0, T) \), \( S_T = \partial \Omega \times (0, T) \) for \( 0 < T < \infty \). Consider the following parabolic equation

\[
\partial_t b(\varepsilon u) - \nabla \cdot (g^\varepsilon(x, u) + a^\varepsilon(x, u) \nabla u) = f(x, t) \quad \text{in } Q_T,
\]

\[
u^\varepsilon(x, t) = 0 \quad \text{on } S_T,
\]

\[
u^\varepsilon(x, 0) = u_0(x) \quad \text{in } \Omega,
\]

where \( a^\varepsilon(x, u) = (a^\varepsilon_{ij}(x, u)) \) is a symmetric, positive definite, bounded tensor:

\[
\lambda |\xi|^2 \leq a^\varepsilon_{ij}(x, s) \xi_i \xi_j \leq \Lambda |\xi|^2 \quad \forall \xi \in \mathbb{R}^d, x \in \Omega, s \in \mathbb{R}
\]

for some positive constants \( \lambda \) and \( \Lambda \), and \( g^\varepsilon(x, u) = (g^\varepsilon_i(x, u)) \) is a bounded vector.

\( \varepsilon \) is the characteristic length representing the small scale variability of the media. We also assume that \( \frac{\partial}{\partial s} a^\varepsilon_{ij}(x, s), \frac{\partial}{\partial s} g^\varepsilon_i(x, s) \) are uniformly bounded and \( b(s) \) satisfies

\[
0 < b_1 \leq b'(s) \leq b_2 < \infty, \quad b''(s) < C \quad \forall s \in \mathbb{R}.
\]

Define the space

\[
W = \{ u: u \in L^2(0, T; H^1_0(\Omega)), u \in H^1(0, T; H^{-1}(\Omega)) \}.
\]

The variational problem of (2.1) is to seek \( u^\varepsilon(x, t) \in W \), for almost every \( t \in (0, T) \), \( u^\varepsilon(x, 0) = u_0(x) \) in \( \Omega \), and

\[
(\partial_t b(\varepsilon u), w) + (g^\varepsilon(x, u) + a^\varepsilon(x, u) \nabla u, \nabla w) = (f, w) \quad \forall w \in H^1_0(\Omega).
\]

Here and henceforth, \((\cdot, \cdot)\) stands for the inner product of \( L^2(\Omega) \) or the duality pairing between \( H^{-1}(\Omega) \) and \( H^1_0(\Omega) \).

Instead of solving (2.4) on a fine mesh with a mesh size resolving the small scale variability \( \varepsilon \), the basic idea of the upscaling methods is to solve the homogenized or upscaled equation

\[
(\partial_t b(u), w) + (g^*(x, u) + a^*(x, u) \nabla u, \nabla w) = (f, w) \quad \forall w \in H^1_0(\Omega).
\]
The homogenized coefficients \( a^*(x,s) \), \( g^*(x,s) \), for \( s \in \mathbb{R} \), can be computed analytically from \( a^\epsilon, g^\epsilon \) if they are periodic with respect to the second variable (see Section 3 below). Unfortunately, for practical natural porous media, such analytical formulae do not exist. In the following we shall develop a way to compute the nonlinear relations \( a^*(x,\cdot) \), \( g^*(x,\cdot) \) numerically.

Let \( M_h \) be a regular triangulation of \( \Omega \) with mesh size \( h \) and \( \tau = T/N \) be the time step length, \( t^n = n\tau, n = 0, 1, \ldots, N \). Further, let \( W_h \) be the standard conforming linear finite element space over \( M_h \) and \( W_0^h = W_h \cap H^1_0(\Omega) \). For any \( K \in M_h \), denote

\[
\langle \cdot \rangle_K = \frac{1}{|K|} \int_K \cdot \, dx
\]
as the volume average over \( K \).

Set \( v = b(u) \). For \( n = 1, \ldots, N \), our discrete problem is to seek \( v^n_h \in W_0^h \), the approximate solution of \( v \) at time \( t = t^n \), such that

\[
\left( \frac{v^n_h - v^{n-1}_h}{\tau}, w_h \right) + \left( g(x, \bar{u}^n) + \bar{a}(x, \bar{u}^n) \nabla \bar{u}^n, \nabla w_h \right) = (\bar{f}^n, w_h) \quad \forall w_h \in W_0^h, \tag{2.5}
\]

where \( \bar{u}^n = b^{-1}(v^n_h), v^n_h = b(u^n) \) and \( \bar{f}^n = \tau^{-1} \int_{t^{n-1}}^{t^n} f(x,t) \, dt \). For any \( s \in \mathbb{R} \), the nonlinear functions \( \bar{a}(x,s) \) and \( \bar{g}(x,s) \) are piecewise constant over \( M_h \) defined as follows.

For any \( K \in M_h, s \in \mathbb{R} \), let \( p^{\epsilon}_i, i = 1, 2, \ldots, d \), be the solution of the problem

\[
- \nabla \cdot (a^\epsilon(x, s) \nabla p^{\epsilon}_i) = 0 \quad \text{in } K, \quad p^{\epsilon}_i = x_i \quad \text{on } \partial K. \tag{2.6}
\]

Then, on \( K \), \( \bar{a} \) is a constant tensor determined by the following system

\[
\bar{a}\langle \nabla p^{\epsilon}_i \rangle_K = \langle a^\epsilon(x, s) \nabla p^{\epsilon}_i \rangle_K, \quad i = 1, 2, \ldots, d. \tag{2.7}
\]

It is well-defined since by using Green’s formula

\[
\langle \nabla p^{\epsilon}_i \rangle_K = \frac{1}{|K|} \int_{\partial K} x_i n \, d\sigma = e_i, \tag{2.8}
\]

where \( e_i \) is the unit vector in the \( i \)th direction. Similar to the argument in [4, 34] for the linear case, we know that \( \bar{a} \) is symmetric, bounded, and positive definite. Moreover,

\[
e_i \cdot (\bar{a} e_j) = \langle \nabla p^{\epsilon}_i \cdot (a^\epsilon(x, s) \nabla p^{\epsilon}_j) \rangle_K. \tag{2.9}
\]

Further, \( \bar{g}(x,s) \) is a constant vector in \( K \) determined by

\[
\bar{g}_i(x,s) = \langle g^\epsilon(x,s) \cdot \nabla p^{\epsilon}_i \rangle_K, \quad i = 1, 2, \ldots, d. \tag{2.10}
\]

It is easy to show \(|\bar{g}_i(x,s)| \leq C\).

The existence and uniqueness of the solution of problem (2.5) can be obtained by the standard method (see, e.g. [30, Chapter 13]).
3. Homogenization theory

In this section, we assume that $a^\varepsilon(x,u_\varepsilon)$ has the form $a(u_\varepsilon,x/\varepsilon)$ and $g^\varepsilon(x,u_\varepsilon)$ has the form $g(u_\varepsilon,x/\varepsilon)$, where $a_{ij}(s,y), g_i(s,y) \in C^1(\mathbb{R}; C^1_p(\mathbb{R}^d))$. Here $C^1_p(\mathbb{R}^d)$ stands for the collection of all $C^1(\mathbb{R}^d)$ periodic functions with respect to the unit cube $Y$. It is shown that under these assumptions (cf. [2, 21, 26]), $u_\varepsilon$ converges in a suitable topology to the solution of the homogenized equation

$$
\begin{align*}
\partial_t b(u) - \nabla \cdot (g^*(u) + a^*(u) \nabla u) &= f(x,t) & \text{in } Q_T, \\
u &= 0 & \text{on } S_T, \\
u(x,0) &= u_0(x) & \text{in } \Omega,
\end{align*}
$$

(3.1)

where

$$
a^*_ij(s) = \frac{1}{|Y|} \int_Y a_{ik}(s,y) \left( \delta_{kj} + \frac{\partial \chi_j}{\partial y_k}(s,y) \right) dy.
$$

(3.2)

$\chi^j(s,y)$ is the periodic solution of

$$
-\nabla_y \cdot (a(s,y) \nabla \chi^j(s,y)) = \nabla_y \cdot (a(s,y)e_j), \quad j = 1, \ldots, d
$$

(3.3)

with zero mean, i.e., $\int_Y \chi^j dy = 0$, where $e_j$ is the unit vector in the $j$th direction. Further,

$$
g^*_i(s) = \frac{1}{|Y|} \int_Y \left( g_i(s,y) + a_{ik} \frac{\partial \eta}{\partial y_k}(s,y) \right) dy,
$$

(3.4)

where $\eta$ is the periodic solution of

$$
-\nabla_y \cdot (a(s,y) \nabla \eta(s,y)) = \nabla_y \cdot (g(s,y))
$$

(3.5)

with zero mean, i.e., $\int_Y \eta dy = 0$.

Moreover, it is shown in [16, Lemma 2.6] that $a^*(s)$ satisfies

$$
\lambda |\xi|^2 \leq a^*_ij(s) \xi_i \xi_j \leq \Lambda |\xi|^2 \quad \forall \xi \in \mathbb{R}^d, s \in \mathbb{R}
$$

with some positive constants $\lambda$ and $\Lambda$.

We remark that $s$ plays the role of a parameter in (3.2)-(3.5). Since $a_{ij}(s,y)$ and $g_i(s,y)$ are differentiable in $s$, we can easily show that $a^*_ij(s)$, $g^*_i(s)$, $\chi^j(s,y)$ and $\eta(s,y)$ are also differentiable in $s$. Moreover, $\chi^j, \eta \in C^1(\mathbb{R}; C^1_p(\mathbb{R}^d))$ (see [23]).

The variational problem of (3.1) is to seek $u(x,t) \in \mathcal{W}$, for almost every $t \in (0,T)$, $u(\cdot, t) \in H^1_0(\Omega)$ such that $u(x,0) = u_0(x)$ in $\Omega$,

$$
(\partial_t b(u), v) + (g^*(u) + a^*(u) \nabla u, \nabla v) = (f, v) \quad \forall v \in H^1_0(\Omega).
$$

(3.6)

In the following, we will always assume that

$$
u \in W^{2,1}_2(Q_T), \nabla u \in L^\infty(Q_T), \nabla u_t \in L^2(Q_T).
$$

(3.7)

Set

$$
u_1(x,t,x/\varepsilon) = \chi^j(u,x/\varepsilon) \frac{\partial u}{\partial x_j} + \eta(u,x/\varepsilon),
$$

(3.8)
and denote \( u_1^\varepsilon(x,t) = u(x,t) + \varepsilon u_1(x,t,x/\varepsilon) \). Let \( \theta_\varepsilon \) be the boundary corrector
\[
\begin{align*}
& b'(u_1^\varepsilon + \varepsilon \theta_\varepsilon) \partial_t \theta_\varepsilon - \nabla \cdot (a(u_\varepsilon,x/\varepsilon) \nabla \theta_\varepsilon) = 0 \quad \text{in } Q_T, \\
& \theta_\varepsilon = -u_1(x,t,x/\varepsilon) \quad \text{on } S_T, \quad \theta_\varepsilon(x,0) = -u_1(x,0,x/\varepsilon) \quad \text{in } \Omega.
\end{align*}
\] (3.9)

By the Maximum Principle, we have
\[
\|\theta_\varepsilon\|_{L^\infty(Q_T)} \leq C(\|\nabla u\|_{L^\infty(Q_T)} + \|u_0\|_{1,\infty,\Omega}).
\] (3.10)

**Lemma 3.1.** Assume that (3.7) holds. Then there exists a constant \( C \) independent of \( \varepsilon, \Omega \) such that
\[
\|\varepsilon \theta_\varepsilon\|_{L^\infty(0,T;L^2(\Omega))} \leq C, \quad \|\varepsilon \nabla \theta_\varepsilon\|_{L^2(Q_T)} \leq C\sqrt{\varepsilon}.
\] (3.11)

**Proof.** The first inequality follows from (3.10). To show the second inequality, denote \( \Omega_\varepsilon := \{x, \text{dist}(x,\partial\Omega) \geq \varepsilon\} \). Let \( \xi \in C_0^\infty(\Omega) \) be the cut-off function such that \( 0 \leq \xi \leq 1 \) in \( \mathbb{R}^d \), \( \xi \equiv 1 \) in \( \Omega_\varepsilon \), \( \xi \equiv 0 \) in \( \Omega \) and \( \nabla \xi \leq C/\varepsilon \) in \( \Omega \) with \( C \) independent of \( \varepsilon \) and \( \Omega \). Define \( d(x,t) = 1/b'(u_1^\varepsilon + \varepsilon \theta_\varepsilon) \). Taking \( \theta_\varepsilon - \xi u_1(x,t,x/\varepsilon) \) as the test function of (3.9) yields
\[
(\partial_t \theta_\varepsilon, \theta_\varepsilon) + (a(u_\varepsilon,x/\varepsilon) \nabla \theta_\varepsilon, \nabla (d(x,t)\theta_\varepsilon)) = (\partial_t \theta_\varepsilon, \xi u_1) + (a(u_\varepsilon,x/\varepsilon) \nabla \theta_\varepsilon, \nabla (d(x,t)\xi u_1)).
\] (3.12)

It is clear that
\[
(a(u_\varepsilon,x/\varepsilon) \nabla \theta_\varepsilon, d(x,t) \nabla \theta_\varepsilon) \geq \frac{\lambda}{b_2} \|\nabla \theta_\varepsilon\|_{0,\Omega}^2.
\] (3.13)

A simple calculation shows
\[
|\nabla d(x,t)| \leq C|\nabla (u_1^\varepsilon + \varepsilon \theta_\varepsilon)| \leq C(1 + |\nabla u|) + C\varepsilon(|D^2 u| + |\nabla \theta_\varepsilon|).
\]

Thus, we have
\[
\begin{align*}
& \|a(u_\varepsilon,x/\varepsilon) \nabla \theta_\varepsilon, \nabla d(x,t)\| \\
& \leq C\|\nabla \theta_\varepsilon\|_{0,\Omega} \|\theta_\varepsilon\|_{0,\Omega} + \varepsilon(\|D^2 u\|_{0,\Omega} + \|\nabla \theta_\varepsilon\|_{0,\Omega})) \\
& \leq C\varepsilon\|\nabla \theta_\varepsilon\|_{0,\Omega} + \frac{\lambda}{b_2} \|\nabla \theta_\varepsilon\|_{0,\Omega}^2 + C\|u\|_{2,\Omega} + C\|\theta_\varepsilon\|_{0,\Omega}^2.
\end{align*}
\] (3.14)

Here we have used the assumption (3.7) and (3.10). Further, it is easy to show that
\[
\|\nabla (\xi u_1)\|_{0,\Omega} = \|\nabla (\xi u_1)\|_{0,\Omega} \leq C(1 + \|\nabla u\|_{0,\Omega}) \sqrt{|\partial\Omega|/\varepsilon} + C\|u\|_{2,\Omega}
\]
\[
\leq C\varepsilon^{-1/2} + C\|u\|_{2,\Omega}.
\] (3.15)

Hence
\[
\begin{align*}
& \|\nabla (d(x,t)\xi u_1)\|_{0,\Omega} \leq \|\nabla d(x,t)\|_{0,\Omega} \|\xi u_1\|_{0,\Omega} \\
& + |d(x,t)|_{0,\Omega} \|\nabla (\xi u_1)\|_{0,\Omega} \\
& \leq C\varepsilon \|\nabla \theta_\varepsilon\|_{0,\Omega} + C\|u\|_{2,\Omega} + C\varepsilon^{-1/2}.
\end{align*}
\] (3.16)
Then, we have
\[
(a(u_\varepsilon, x/\varepsilon)\nabla \theta_\varepsilon, \nabla (d(x,t)\xi u_1)) \leq C\varepsilon \|\nabla \theta_\varepsilon\|^2_{L_2(\Omega)} + \frac{\lambda}{8b_2} \|\nabla \theta_\varepsilon\|^2_{L_2(\Omega)} + C\|u\|^2_{L_2(\Omega)} + C\varepsilon^{-1}.
\] (3.17)

Further, by using the Poincare inequality, integration by parts gives
\[
\left| \int_0^t (\partial_t \theta_\varepsilon, \xi u_1) dt \right| = \left| (\theta_\varepsilon, \xi u_1) \right|_0^t - \int_0^t (\theta_\varepsilon, \xi \partial_t u_1) dt \leq C + C \int_0^t (\|\theta_\varepsilon\|^2_{L_2(\Omega)} + \|\partial_t u_1\|^2_{L_2(\Omega)}) dt.
\] (3.18)

Note here we have used (3.10) and \( |\int_0^t \theta_\varepsilon^2(x,0) dx| \leq C \|\nabla u_0\|^2_{L_2(\Omega)}. \) By integrating (3.12) over \((0,t)\), it follows from (3.14)–(3.18) that
\[
\int_\Omega \theta_\varepsilon^2(t) dt + \int_0^t \int_\Omega |\nabla \theta_\varepsilon|^2 dx ds \leq C \int_\Omega \theta_\varepsilon^2(x,0) dx + C\varepsilon^{-1} + C \int_0^t \|\theta_\varepsilon\|^2_{L_2(\Omega)} ds.
\] (3.19)

This completes the proof upon using the Gronwall inequality.

**Theorem 3.2.** Let \( u_\varepsilon \) and \( u \) be the solutions of (2.1) and (3.1) respectively. Assume that (3.7) holds. Then there exists a constant \( C \) independent of \( \varepsilon, \Omega \) such that
\[
\|b(u_\varepsilon) - b(u_\varepsilon + \varepsilon \theta_\varepsilon)\|_{L^\infty(0,T;L^2(\Omega))} + \|\nabla (u_\varepsilon - (u_\varepsilon + \varepsilon \theta_\varepsilon))\|_{L^2(Q_T)} \leq C\sqrt{\varepsilon}.
\]

**Proof.** By the simple calculations, we get
\[
\begin{align*}
a_{ij}(u_\varepsilon, x/\varepsilon) \frac{\partial(u + \varepsilon \chi^k(u, x/\varepsilon))}{\partial x_j} - a_{ij}^*(u) \frac{\partial u}{\partial x_j} & = (a_{ij}(u_\varepsilon, x/\varepsilon) - a_{ij}(u, x/\varepsilon)) \left( \delta_{kj} + \frac{\partial \chi^k}{\partial y_j}(u, x/\varepsilon) \right) \frac{\partial u}{\partial x_k} \\
& + G_i^k(u_\varepsilon, x/\varepsilon) \frac{\partial u}{\partial x_k} + \varepsilon a_{ij}(u_\varepsilon, x/\varepsilon) \chi^k(u, x/\varepsilon) \frac{\partial^2 u}{\partial x_j \partial x_k} \\
& + \varepsilon a_{ij}(u_\varepsilon, x/\varepsilon) \frac{\partial \chi^k}{\partial s}(u, x/\varepsilon) \frac{\partial u}{\partial x_k} \frac{\partial u}{\partial x_j},
\end{align*}
\] (3.20)

where
\[
G_i^k(s, y) = a_{ij}(s, y) \left( \delta_{kj} + \frac{\partial \chi^k}{\partial y_j}(s, y) \right) - a_{ik}^*(s).
\]

From the definitions of \( a_{ik}^* \) and \( \chi^k \), it follows that
\[
\int_Y G_i^k(s, y) dy = 0 \quad \text{and} \quad \frac{\partial G_i^k(s, y)}{\partial y_i} = 0.
\]

Then there exist skew-symmetric matrices (see [22, p.6]) \( \alpha^k(s, y) = (\alpha_{ij}^k(s, y)) \) such that
\[
G_i^k(s, y) = \frac{\partial}{\partial y_i} (\alpha_{ij}^k(s, y)), \quad \int_Y \alpha_{ij}^k(s, y) dy = 0.
\]
With this notation, we can rewrite
\[
G^k_i(u,x/\varepsilon) \frac{\partial u}{\partial x_k} = \varepsilon \frac{\partial}{\partial x_1} \left( \alpha^k_i(u,x/\varepsilon) \frac{\partial u}{\partial x_k} \right) - \epsilon \alpha^k_i(u,x/\varepsilon) \frac{\partial^2 u}{\partial x_l \partial x_k} - \varepsilon \frac{\partial^2 u}{\partial s} (u,x/\varepsilon) \frac{\partial u}{\partial x_l} \frac{\partial u}{\partial x_k}.
\]

On the other hand, by the simple calculations, we get
\[
a_{ij}(u, x/\varepsilon) \frac{\varepsilon}{\partial x_j} \frac{\partial}{\partial y_j} (u, x/\varepsilon) + g_i(u, x/\varepsilon) - g^\ast_i(u) = \left( a_{ij}(u, x/\varepsilon) - a_{ij}(u, x/\varepsilon) \right) \frac{\partial}{\partial y_i} (u, x/\varepsilon) + \varepsilon a_{ij}(u, x/\varepsilon) \frac{\partial}{\partial y_i} (u, x/\varepsilon) + g_i(u, x/\varepsilon) - g_i(u, x/\varepsilon) + H_i(u, x/\varepsilon),
\]
where
\[
H_i(s, y) = g_i(s, y) + a_{ij}(s, y) \frac{\partial}{\partial y_j} (s, y) - g^\ast_i(s).
\]

From the definitions of \(g^\ast_i\) and \(\eta\), it follows that
\[
\int_Y H_i(s, y) dy = 0 \quad \text{and} \quad \frac{\partial H_i(s, y)}{\partial y_i} = 0.
\]

Then there exists a skew-symmetric matrix (see [22, p.6]) \(\beta(s, y) = (\beta_{ij}(s, y))\) such that
\[
H_i(s, y) = \frac{\partial}{\partial y_i} (\beta_i(s, y)), \quad \int_Y \beta_i(s, y) dy = 0.
\]

With this notation, we can rewrite
\[
H_i(u, x/\varepsilon) = \varepsilon \frac{\partial}{\partial x_1} (\beta_i(u, x/\varepsilon)) - \varepsilon \frac{\partial}{\partial s} (u, x/\varepsilon) \frac{\partial u}{\partial x_l}.
\]

From (2.4) and (3.6), for any \(v \in H^1_0(\Omega)\), we have
\[
(\partial_t (b(u_\varepsilon) - b(u)), v) + (a(u_\varepsilon, x/\varepsilon) \nabla u_\varepsilon + g(u_\varepsilon, x/\varepsilon) - a^\ast(u) \nabla u - g^\ast(u), \nabla v) = 0.
\]

Thus, in view of (3.20) and (3.21), we obtain
\[
(\partial_t (b(u_\varepsilon) - b(u_\varepsilon + \varepsilon \theta_\varepsilon)), v) + (a(u_\varepsilon, x/\varepsilon) \nabla (u_\varepsilon - (u_\varepsilon + \varepsilon \theta_\varepsilon)), \nabla v)
= -(b'(u_\varepsilon + \varepsilon \theta_\varepsilon) - b'(u) \partial_t u, v) - (R_1, \nabla v) - (R_2, \nabla v) - \varepsilon (\zeta, \partial v/\partial x)
:= I_1 + \cdots + I_4,
\]
where
\[
R_1^i = (a_{ij}(u_\varepsilon, x/\varepsilon) - a_{ij}(u, x/\varepsilon)) \left[ \frac{\partial}{\partial y_j} (u_\varepsilon, x/\varepsilon) \frac{\partial u}{\partial x_k} + \frac{\partial}{\partial y_j} (u, x/\varepsilon) \frac{\partial u}{\partial x_k} \right],
\]
and

\[ R_2' = g_i(u, x/e) - g_i(u, x/e), \]

and

\[
\zeta = a_{ij}(u, x/e) \left( \chi^k(u, x/e) \frac{\partial^2 u}{\partial x^j \partial x_k} + \frac{\partial \chi^k}{\partial s} (u, x/e) \frac{\partial u}{\partial x_j} \frac{\partial u}{\partial x_k} + \frac{\partial \eta}{\partial s} (u, x/e) \frac{\partial u}{\partial x_j} \right) \\
+ a_{ij}(u, x/e) \frac{\partial^2 u}{\partial x^j \partial x_k} + \frac{\partial \alpha^k_j}{\partial s} (u, x/e) \frac{\partial u}{\partial x_j} \frac{\partial u}{\partial x_k} + \frac{\partial \beta_{ij}}{\partial s} (u, x/e) \frac{\partial u}{\partial x_j}.
\]

Notice here we have used the fact \( \frac{\partial}{\partial x_j} (\alpha^k_j (u, x/e) \frac{\partial u}{\partial x_k}) \) and \( \frac{\partial}{\partial x_j} (\beta_{ij} (u, x/e)) \) are divergence free.

Set \( v = b(u_x) - b(u^{\varepsilon}_x + \varepsilon \theta_x) \). It is obvious that

\[
\nabla v = b'(u_x) \nabla (u_x - (u^{\varepsilon}_x + \varepsilon \theta_x)) + (b'(u_x) - b'(u^{\varepsilon}_x + \varepsilon \theta_x)) \nabla (u^{\varepsilon}_x + \varepsilon \theta_x),
\]

and

\[
(b'(u_x) - b'(u^{\varepsilon}_x + \varepsilon \theta_x)) \frac{\partial (u^{\varepsilon}_x + \varepsilon \theta_x)}{\partial x_i} \\
= (b'(u_x) - b'(u^{\varepsilon}_x + \varepsilon \theta_x)) \left( \frac{\partial u}{\partial x_i} + \frac{\partial \chi^j}{\partial y_j} \frac{\partial u}{\partial y_j} + \frac{\partial \eta}{\partial y_i} \right) \\
+ \varepsilon (b'(u_x) - b'(u^{\varepsilon}_x + \varepsilon \theta_x)) \chi^j \frac{\partial^2 u}{\partial x_j \partial x_i} \\
+ \frac{\partial \chi^j}{\partial s} \frac{\partial u}{\partial x_j} + \frac{\partial \eta}{\partial s} \frac{\partial u}{\partial x_i} + \frac{\partial \theta_x}{\partial x_i}. \tag{3.24}
\]

Hence, in view of (2.3) and by use of the coercive condition and Young's inequality, we obtain

\[
(a(u_x, x/e) \nabla (u_x - (u^{\varepsilon}_x + \varepsilon \theta_x)), \nabla v) \\
\geq \frac{\lambda b_1}{2} \| \nabla (u_x - (u^{\varepsilon}_x + \varepsilon \theta_x)) \|^2_{\Omega} - C\varepsilon^2 (\| u \|_{2, \Omega}^2 + \| \nabla \theta_x \|^2_{0, \Omega}) \\
- C\| b(u_x) - b(u^{\varepsilon}_x + \varepsilon \theta_x) \|^2_{0, \Omega}. \tag{3.25}
\]

and

\[
\| \nabla v \|^2_{0, \Omega} \leq C\| \nabla (u_x - (u^{\varepsilon}_x + \varepsilon \theta_x)) \|^2_{0, \Omega} + C\varepsilon^2 (\| u \|_{2, \Omega}^2 + \| \nabla \theta_x \|^2_{0, \Omega}) \\
+ C\| b(u_x) - b(u^{\varepsilon}_x + \varepsilon \theta_x) \|^2_{0, \Omega}. \tag{3.26}
\]

Now we give the estimates of the terms \( I_1, \ldots, I_4 \). It is clear that

\[
| I_1 | = | \varepsilon (b'(u^{\varepsilon}_x + \varepsilon \theta_x) \partial_t u_1, v) + (b'(u^{\varepsilon}_x + \varepsilon \theta_x) - b'(u)) \partial_t u, v) | \\
\leq C\varepsilon (\| \partial_t u_1 \|_{0, \Omega} + \| u_1 + \theta_x \|_{0, \Omega} \| \partial_t u \|_{0, \Omega} \| v \|_{0, \Omega} \\
\leq C\varepsilon^2 (\| \nabla u_1 \|^2_{0, \Omega} + \| u_1 \|^2_{0, \Omega}) + C\| b(u_x) - b(u^{\varepsilon}_x + \varepsilon \theta_x) \|^2_{0, \Omega}, \tag{3.27}
\]

and

\[
| I_4 | \leq C\varepsilon^2 (\| u \|^2_{2, \Omega} + 1) + C\| \nabla v \|^2_{0, \Omega}. \tag{3.28}
\]
Further, since
\[|a_{ij}(u_{\varepsilon}, x/\varepsilon) - a_{ij}(u, x/\varepsilon)|\]
\[\leq |a_{ij}(u_{\varepsilon}, x/\varepsilon) - a_{ij}(u_1^\varepsilon + \varepsilon\theta_\varepsilon, x/\varepsilon)| + |a_{ij}(u_1^\varepsilon + \varepsilon\theta_\varepsilon, x/\varepsilon) - a_{ij}(u, x/\varepsilon)|\]
\[\leq C|b(u_{\varepsilon}) - b(u_1^\varepsilon + \varepsilon\theta_\varepsilon)| + C\varepsilon|u_1 + \theta_\varepsilon|,
\]
it follows that
\[|I_2| \leq C\varepsilon^2(\|u\|_1^2, \Omega + \|\theta_\varepsilon\|_0^2, \Omega) + C|b(u_{\varepsilon}) - b(u_1^\varepsilon + \varepsilon\theta_\varepsilon)|^2_{0, \Omega} + C\|\nabla v\|_{0, \Omega}^2. \quad (3.29)
\]
Similarly, we can show that
\[|I_3| \leq C\varepsilon^2(\|u\|_1^2, \Omega + \|\theta_\varepsilon\|_0^2, \Omega) + C|b(u_{\varepsilon}) - b(u_1^\varepsilon + \varepsilon\theta_\varepsilon)|^2_{0, \Omega} + C\|\nabla v\|_{0, \Omega}^2. \quad (3.30)
\]
Finally, integrating (3.22) over (0, t), it follows from (3.25)–(3.30) that
\[
\frac{1}{2} \int_\Omega (b(u_{\varepsilon}) - b(u_1^\varepsilon + \varepsilon\theta_\varepsilon))^2 dx + \frac{\lambda b_1}{8} \int_0^t \int_\Omega |\nabla (u_{\varepsilon} - (u_1^\varepsilon + \varepsilon\theta_\varepsilon))^2| dx ds \\
\leq C\varepsilon^2 + C\varepsilon^2 \int_0^t \|\nabla \theta_\varepsilon\|_{0, \Omega}^2 ds + C \int_0^t \|b(u_{\varepsilon}) - b(u_1^\varepsilon + \varepsilon\theta_\varepsilon)\|_{0, \Omega}^2 ds. \quad (3.31)
\]

Note here we have used \(|b(u_0) - b(u_0 + \varepsilon(\xi - 1)u_1(x, 0))|_{0, \Omega} \leq C\varepsilon\|\nabla u_0\|_{0, \Omega}. \)
Thus, in view of Lemma 3.1, by using Gronwall’s inequality we complete the proof. \(\Box\)

Since we assume that \(b'(s) \geq b_1 > 0\), the following theorem follows from Theorem 3.2 and Lemma 3.1.

**Theorem 3.3.** Let \(u_{\varepsilon}\) and \(u\) be the solutions of (2.1) and (3.1) respectively. Assume that (3.7) holds. Then there exists a constant \(C\) independent of \(\varepsilon, \Omega\) such that
\[\|u_{\varepsilon} - u - \varepsilon u_1\|_{L^\infty(0, T; L^2(\Omega))} + \|\nabla (u_{\varepsilon} - u - \varepsilon u_1)\|_{L^2(\Omega \times T)} \leq C\sqrt{\varepsilon}.
\]

**4. Error estimate for the periodic medium**

We now study the accuracy of the upscaling method given in Section 2. Note here we assume that \(a^\varepsilon\) and \(g^\varepsilon\) have the periodic forms.

For the local problem (2.6), it is easy to check that
\[p_\varepsilon^\varepsilon = x_1 + \varepsilon\chi_1(s, x/\varepsilon) - \varepsilon\theta_\varepsilon^\varepsilon,
\]
where \(\chi_1(s, y)\) is defined by (3.3) and \(\theta_\varepsilon^\varepsilon\) is the solution of
\[-\nabla \cdot (a(s, x/\varepsilon)\nabla \theta_\varepsilon^\varepsilon) = 0 \quad \text{in } K,
\theta_\varepsilon^\varepsilon = \chi_1(s, x/\varepsilon) \quad \text{on } \partial K. \quad (4.2)
\]
It is obvious that
\[\|\nabla p_\varepsilon^\varepsilon\|_{0, K} \leq C\|e_1\|_{0, K} \leq 3C h^{d/2}, \quad (4.3)
\]
and, for \(\theta_\varepsilon^\varepsilon\) we have \((cf. [20]) or [5, Theorem 3.1])
\[\|\theta_\varepsilon^\varepsilon\|_{0, K} \leq C h^{d/2}, \quad \|\nabla \theta_\varepsilon^\varepsilon\|_{0, K} \leq C h^{(d-1)/2} \varepsilon^{-1/2}. \quad (4.4)
\]
LEMMA 4.1. Given domain $K$ with $\text{diam}(K) = h$, let $\Phi(s,y)$ defined in $Y$ be a $Y$-periodic function in $y$, where $Y$ is a unit cube and $s \in \mathbb{R}$ is fixed. Furthermore, assume $\|\Phi(s,y)\|_{L^\infty(Y)} \leq C$, where $C$ is independent of $h$, $\varepsilon$ and $s$. Then, we have

$$\left| \frac{1}{|Y|} \int_Y \Phi(s,y) dy - \langle \Phi(s,x/\varepsilon) \rangle_K \right| \leq C\varepsilon h^{-1},$$

where $C$ is independent of $\varepsilon, h$ and $s$.

Proof. Let $Y_i \subset K$ be a rescaled $Y$ of size $\varepsilon$. Denote $K' = \bigcup_{K \subset Y} Y_i$. We have

$$\left| \frac{1}{|Y|} \int_Y \Phi(s,y) dy - \langle \Phi(s,x/\varepsilon) \rangle_K \right| \leq \left| \frac{1}{|Y|} \int_Y \Phi(s,y) dy - \frac{\varepsilon}{|K|} \sum_{Y_i \subset K} \int_{Y_i} \Phi(s,y) dy \right| + \frac{1}{|K|} \int_{K \setminus K'} \Phi(s,x/\varepsilon) dx \leq C \left| \frac{|K| - |K'|}{|K|} \right| \leq C \varepsilon h^{-1}.$$

Note here we have used $\sum_{Y_i \subset K'} = |K'|/|\varepsilon| |Y|$. \hfill \Box

LEMMA 4.2. In each $K \in \mathcal{M}_h$, for any $s \in \mathbb{R}$, we have

$$|a_{ij}^*(s) - \tilde{a}_{ij}(s)| \leq C \varepsilon h^{-1},$$

where $C$ is independent of $\varepsilon, h$ and $s$.

Proof. Similar proof can be found in [34]. For the convenience of the reader, we sketch the proof here. Denote $w_i = e_i + \nabla_y \chi^i(s,y)$. By the integration by parts, it follows from (3.2) and (3.3) that

$$a_{ij}^*(s) = \frac{1}{|Y|} \int_Y w_i \cdot (a(s,y) w_j) dy,$$

and

$$\nabla_y \cdot (a(s,y) w_j) = 0.$$  \hfill (4.7)

It follows from (4.1) that $\nabla \phi^j = w_i - \varepsilon \nabla \theta^j_i$. Hence, from (2.9), we have

$$a_{ij}^*(s) - \tilde{a}_{ij}(s) = \left( \frac{1}{|Y|} \int_Y w_i \cdot (a(s,y) w_j) dy - \langle w_i \cdot (a(s,x/\varepsilon) w_j) \rangle_K \right)$$

$$+ \varepsilon \langle w_i \cdot (a(s,x/\varepsilon) \nabla \theta^j_i) \rangle_K + \varepsilon \langle \nabla \theta^j_i \cdot (a(s,x/\varepsilon) w_j) \rangle_K$$

$$- \varepsilon^2 \langle \nabla \theta^j_i \cdot (a(s,x/\varepsilon) \nabla \theta^j_i) \rangle_K$$

$$:= \Pi_1 + \Pi_2 + \Pi_3 + \Pi_4.$$ \hfill (4.8)

By Lemma 4.1, we have $|\Pi_1| \leq C \varepsilon h^{-1}$. Further, by (4.4) and the Cauchy-Schwartz inequality, we also have $|\Pi_4| \leq C \varepsilon h^{-1}$. For the term $\Pi_3$, since $a(s,x/\varepsilon) w_j$ is divergence free, integration by parts gives

$$\left| \int_K \nabla \phi^j_i \cdot (a(s,x/\varepsilon) w_j) dx \right| = \left| \int_{\partial K} \theta^j_i n \cdot (a(s,x/\varepsilon) w_j) ds \right|$$

$$= \left| \int_{\partial K} (\chi^i n \cdot (a w_j)) (s,x/\varepsilon) ds \right| \leq C h^{d-1}. $$  \hfill (4.9)
II. can be estimated similarly since \( a \) is symmetric. The proof now is completed. □

Let \( \phi^\varepsilon \) be the solution of the problem

\[
\begin{align*}
- \nabla \cdot (a(s, x/\varepsilon) \nabla \phi^\varepsilon) &= \nabla \cdot g(s, x/\varepsilon) & \text{in } K, \\
\phi^\varepsilon &= 0 & \text{on } \partial K.
\end{align*}
\]

(4.10)

For problem (4.10), it is easy to check that

\[
\phi^\varepsilon = \varepsilon \eta(s, x/\varepsilon) - \varepsilon \theta^\varepsilon \eta,
\]

(4.11)

where \( \eta(s, y) \) is defined by (3.5) and \( \theta^\varepsilon \eta \) is the solution of

\[
\begin{align*}
\nabla \cdot (a(s, x/\varepsilon) \nabla \theta^\varepsilon \eta) &= 0 & \text{in } K, \\
\theta^\varepsilon \eta &= \eta(s, x/\varepsilon) & \text{on } \partial K.
\end{align*}
\]

(4.12)

It is obvious that

\[
\| \nabla \theta^\varepsilon \eta \|_{0, K} \leq Ch^{(d-1)/2} \varepsilon^{-1/2}.
\]

(4.13)

To estimate the error between \( \tilde{g} \) and \( g^* \), we need the following lemma (see also [14]).

**Lemma 4.3.** We have

\[
g^*_i(s) = \frac{1}{|Y|} \int_Y g_k(s, y) \left( \delta_{ik} + \frac{\partial \chi^i}{\partial y_k}(s, y) \right) dy, \quad i = 1, \ldots, d.
\]

(4.14)

**Proof.** Choosing \( \chi^j \) as the test function in the variational formula of (3.5), we obtain

\[
\begin{align*}
-(g(s, y), \nabla_y \chi^j(s, y))_Y &= (a(s, y) \nabla_y \eta(s, y), \nabla_y \chi^j(s, y))_Y \\
&= -(a(s, y)e_j, \nabla_y \eta(s, y))_Y.
\end{align*}
\]

(4.15)

Note in the second step here that we have used the variational formula of (3.3) with \( \eta(s, y) \) as the test function. Thus, we have

\[
\int_Y g(s, y) \cdot \nabla_y \chi^j(s, y) dy = \int_Y a(s, y) \nabla_y \eta(s, y) \cdot e_j dy,
\]

which follows the results from (3.4) immediately. □

**Lemma 4.4.** In each \( K \in \mathcal{M}_h \), for any \( s \in \mathbb{R} \), we have

\[
|g^*_i(s) - \tilde{g}_i(s)| \leq C \varepsilon h^{-1},
\]

(4.16)

where \( C \) is independent of \( \varepsilon, h \) and \( s \).

**Proof.** We still denote \( w_i = e_i + \nabla_y \chi^i(s, y) \). From Lemma 4.3, we have

\[
g^*_i(s) = \frac{1}{|Y|} \int_Y g(s, y) \cdot w_i dy.
\]

(4.17)

Hence, it follows from \( \nabla p^\varepsilon_i = w_i - \varepsilon \nabla \theta^\varepsilon_i \) that

\[
g^*_i(s) - \tilde{g}_i(s) = \left( \frac{1}{|Y|} \int_Y g(s, y) \cdot w_i dy - (g(s, x/\varepsilon) \cdot w_i)_K \right)
\]

\[
+ \varepsilon (g(s, x/\varepsilon) \cdot \nabla \theta^\varepsilon_i)_K.
\]

(4.18)
By Lemma 4.1, we know that the first part of r.h.s of (4.18) is bounded by \( C\varepsilon h^{-1} \). For the second part, in view of the fact \( \int_{\Omega} a \nabla \phi \cdot \nabla \theta^\varepsilon_i dx = 0 \) and \( \nabla \phi = \nabla \eta(x/\varepsilon) - \varepsilon \nabla \theta^\varepsilon_i \), we have

\[
\int_{\Omega} g(s,x/\varepsilon) \cdot \nabla \theta^\varepsilon_i dx = \int_{\Omega} (g + a \nabla \eta)(s,x/\varepsilon) \cdot \nabla \theta^\varepsilon_i dx - \varepsilon \int_{\Omega} a(s,x/\varepsilon) \nabla \theta^\varepsilon_i \gamma_i dx.
\]

Thus, we obtain

\[
\left| \int_{\Omega} (g + a \nabla \eta)(s,x/\varepsilon) \cdot \nabla \theta^\varepsilon_i dx \right| \leq \left| \int_{\Omega} \nabla_v^2 \eta \cdot (g + a \nabla \eta)(s,x/\varepsilon) dx \right| \leq Ch^{-d-1}.
\]

(4.19)

From (4.4), (4.13) and the Cauchy-Schwarz inequality, we have \( |\|\| \nabla \gamma_i |\|_{L^2} |\leq Ch^{-d-1} \). For the term \( \|I_1\| \), in view of that fact \( \left| \int K \nabla \gamma_i dx \right| \leq C\varepsilon h^{-1} \). Thus the proof now is completed.

\[\square\]

**Theorem 4.5**. For \( n = 1, \ldots, N \), let \( u^n \) and \( v^n_h \) be the solution of (3.6) and (2.5) respectively. Denote \( v^n = b(u^n) \). Then

\[
\|v^n - v^n_h\|_{0,\Omega} + \left( \sum_{i=1}^m \|\nabla v^n - \nabla v^n_h\|^2_{0,\Omega} \right)^{1/2} \leq C(u) \left( \tau + h + \frac{\varepsilon}{h} \right) \quad \forall m = 1, \ldots, N,
\]

(4.20)

where \( C(u) \) depends on \( \|u\|_{W^{2,2}(\Omega)}, \|\nabla u\|_{L^2(\Omega)}, \|\nabla u\|_{L^\infty(\Omega)} \), but not on \( h, \tau \) and \( \varepsilon \).

**Proof**. Setting \( v = b(u) \) in (3.6) and integrating from \( t^n-1 \) to \( t^n \) yields

\[
\left( \frac{v^n - v^{n-1}}{\tau} , w \right) + \left( \frac{1}{\tau} \int_{t^n-1}^{t^n} (g^*(u) + a^*(u)) \nabla u dt, \nabla w \right) = (f^n, w).
\]

(4.21)

Denote \( \delta^n = I_h v^n - v^n_h \), where \( I_h : H^1_0(\Omega) \to W^0_h \) is the usual Clement interpolation operator, which satisfies the following estimates ([7])

\[
\|v - I_h v\|_{H^j(\Omega)} \leq C h^{m-j} \|v\|_{H^m(\Omega)}, \quad \forall v \in H^m(\Omega) \cap H^1_0(\Omega), \quad j = 0, 1, \ldots, m, \quad m = 1, 2.
\]

(4.22)

Subtracting (2.5) from (4.21) yields

\[
\left( \frac{\delta^n - \delta^{n-1}}{\tau}, w_h \right) + \left( \frac{\tilde{a}(\tilde{u})}{b(\tilde{u}))} \nabla \delta^n, \nabla w_h \right) = - \left( \frac{v^n - v^{n-1}}{\tau} , w_h \right)
\]

\[
- \left( \frac{1}{\tau} \int_{t^n-1}^{t^n} a^*(u) \nabla u dt - \frac{\tilde{a}(\tilde{u})}{b(\tilde{u}))} \nabla I_h v^n, \nabla w_h \right)
\]

\[
- \left( \frac{1}{\tau} \int_{t^n-1}^{t^n} \tilde{g}^*(u) dt - \tilde{g}(\tilde{u}) \right), \nabla w_h \right).
\]

\[
:= I_{IV_1} + \cdots + IV_3.
\]

(4.23)
Recall that $\bar{u}^n = b^{-1}(v^n_h)$. Set $w_h = \tau \delta^n$. It is clear that

$$|IV_1| \leq \left| \int_{t_{n-1}}^{t_n} (\partial_t b(u) - I_h \partial_t b(u)) dt \delta^n dx \right|$$

$$\leq Ch^2 \int_{t_{n-1}}^{t_n} \|\nabla u_t\|_{0,\Omega}^2 dt + C\tau \|\delta^n\|_{0,\Omega}^2.$$  

Furthermore, it is obvious that

$$IV_2 = - \left( \int_{t_{n-1}}^{t_n} \left( \frac{a^*(u)}{b'(u)} - \frac{\tilde{a}(\tilde{u}^n)}{b'(\tilde{u}^n)} \right) \nabla v dt, \nabla \delta^n \right)$$

$$\quad - \left( \int_{t_{n-1}}^{t_n} \tilde{a}(\tilde{u}^n) \nabla (v - I_h v^n) dt, \nabla \delta^n \right). \quad (4.24)$$

By Lemma 4.2 and the Lipschitz continuity of $a^*$ and $b'$, we know that

$$\frac{|a^*(u) - \tilde{a}(\tilde{u}^n)|}{b'(u)} \leq C|u - \tilde{u}^n| + C|v^n_h - b^{-1}(v^n_h)| + C(h + \varepsilon h^{-1})$$

$$\leq C|v - v^n_h| + C(h + \varepsilon h^{-1}).$$

Noticing that $\|\nabla v\|_{L^\infty} \leq C\|\nabla b(u)\|_{L^\infty} \leq C$, we obtain

$$|IV_2| \leq C \int_{t_{n-1}}^{t_n} \left( \|u - v^n_h\|_{0,\Omega} + \|\nabla (v - I_h v^n)\|_{0,\Omega} + h + \varepsilon h^{-1} \right) dt \|\nabla \delta^n\|_{0,\Omega}$$

$$\leq \frac{\lambda}{4} \tau \|\nabla \delta^n\|_{0,\Omega}^2 + C\tau \|\delta^n\|_{0,\Omega}^2 + C\tau(h + \varepsilon h^{-1})^2$$

$$+ C(h^2 + \tau^2) \int_{t_{n-1}}^{t_n} \left( \|u_t\|_{2,\Omega}^2 + \|\nabla u_t\|_{2,\Omega}^2 + \|u_{tt}\|_{0,\Omega}^2 \right) dt.$$  

Similarly, we have

$$|IV_3| \leq \frac{\lambda}{4} \tau \|\nabla \delta^n\|_{0,\Omega}^2 + C\tau \|\delta^n\|_{0,\Omega}^2 + C\tau(h + \varepsilon h^{-1})^2$$

$$+ C(h^2 + \tau^2) \int_{t_{n-1}}^{t_n} \left( \|u_t\|_{2,\Omega}^2 + \|\nabla u^n\|_{0,\Omega}^2 \right) dt.$$  

Utilizing the above estimations and summing over $n$ from 1 to $m$ yield

$$\|\delta^n\|_{0,\Omega}^2 + \sum_{i=1}^{m} \tau \|\nabla \delta^n\|_{0,\Omega}^2$$

$$\leq c(u)(h + \tau + \varepsilon h^{-1})^2 + c\tau \sum_{i=1}^{m} \|\delta^n\|_{0,\Omega}^2, \quad (4.25)$$
where $c(u)$ depends on $\|u\|_{W^{1,2}_0(Q_T)}$, $\|\nabla u_t\|_{L^2(Q_T)}$, $\|\nabla u\|_{L^\infty(Q_T)}$. Thus, if $\tau$ is small enough, by using the Gronwall inequality we obtain

$$\|\delta^m\|_{0,\Omega}^2 + \sum_{1}^{m}\tau\|\nabla \delta^n\|_{0,\Omega}^2 \leq C(\tau + h + \varepsilon h^{-1})^2,$$

(4.26)

where $C$ depends on $T$, $c(u)$, not on $h, \tau$ and $\varepsilon$. Finally, we obtain the result by the standard interpolation theory and the triangle inequality.

**Theorem 4.6.** For $n=1, \cdots, N$, let $u^n$ and $v^n_h$ be the solution of (3.6) and (2.5) respectively. Set $\tilde{u}^n = b^{-1}(v^n_h)$. Then

$$\|u^n - \tilde{u}^n\|_{0,\Omega} + \left(\sum_{1}^{m}\tau\|\nabla (u^n - \tilde{u}^n)\|_{0,\Omega}^2\right)^{1/2} \leq C(u)\left(\tau + h + \frac{\varepsilon}{h}\right) \quad \forall m = 1, \cdots, N,$$

(4.27)

where $C(u)$ depends on $\|u\|_{W^{1,2}_0(Q_T)}$, $\|\nabla u_t\|_{L^2(Q_T)}$, $\|\nabla u\|_{L^\infty(Q_T)}$, not on $h, \tau$ and $\varepsilon$.

**Proof.** The result can be obtained by the following facts:

$$\|u^n - \tilde{u}^n\|_{0,\Omega} = \|b^{-1}(v^n) - b^{-1}(v^n_h)\|_{0,\Omega} \leq C\|v^n - v^n_h\|_{0,\Omega}$$

(4.28)

and

$$\|\nabla (u^n - \tilde{u}^n)\|_{0,\Omega} = \|\nabla (u^n - b^{-1}(v^n_h))\|_{0,\Omega} \leq C\|(b^{-1})'(v^n) - (b^{-1})'(v^n_h)\|\nabla v^n_{0,\Omega} + \|(b^{-1})'(v^n_h)\nabla (v^n - v^n_h)\|_{0,\Omega} \leq C\|v^n - v^n_h\|_{1,\Omega}.$$

(4.29)

This completes the proof.

5. Numerical results

In this section, we present several numerical examples carried out for periodic and random log-normal permeabilities to demonstrate the ability of the coarse-grid models presented in Section 2. The coarse-grid models are compared with the fine-scale model solved on a fine mesh. We have employed the linear approximation scheme in [29] to solve the fine-scale equations.

From the assumptions, it follows that the problems considered in our paper satisfy the maximum principle. So, the range of unknown can be obtained by the initial value and boundary values. For example, the unknown of the example in this Section lies between 0 and $-10$. In our method, we compute the effective constitutive relations in each coarse mesh element for the discrete values in the range. It seems very expensive, but it is a pre-processing procedure which can be done completely parallel. Note that the effective parameters can also be computed on the fly as in [11], [13] (i.e. the effective parameters are computed whenever they are needed) instead of being done in advance. This is the approach used in this paper to avoid the expensive computation to build up a database for the effective parameters. We emphasize again that the real significance of the upscaling method lies in its ability to solve the problems in coarse meshes. This is particularly advantageous when multiple simulations or realizations are necessary due to changes of boundary conditions or source functions for certain given fine micro-structures of the highly heterogeneous permeability of the porous media. In practical applications, one may build up the database of the effective parameters completely parallel in advance or on the fly.
5.1. Exponential model with periodic coefficients. Consider the following Richards equation,

\[ \partial_t \theta(u) - \nabla \cdot (K(x,u)\nabla (u + x_3)) = 0 \quad (5.1) \]

where \( x_3 \) denotes the vertical coordinate in the medium. For the exponential model (see [31] or [15] for more details), we have \( \theta(u) = u e^{\beta u} \), \( K(x,u) = K_s(x)e^{\alpha(x)u} \). Choosing \( \beta = 1 \), \( \alpha = 0.1 \). The heterogeneity comes from \( K_s(x) \) and \( \alpha(x) \).

For the convenience of the reader, we sketch the linear approximation scheme here. The time discretization is based on the backward Euler method. The concept behind the linear approximation is a clever relaxation scheme for solving a nonlinear elliptic BVP at each time point of the time partitioning.

Let us denote the time step \( \tau > 0 \) and the space \( V := \{ v \in H^1(\Omega) : v|_{\Gamma_{\text{top}}} = 0, v|_{\Gamma_{\text{bottom}}} = 0 \} \). The approximate solution \( u_i \approx u(t_i) \) at a given time point \( t_i = i \tau \) is obtained in an iteration process with respect to the relaxation parameter \( \kappa \). The linearized scheme for a fixed \( \kappa \) is obtained in an iteration process with respect to the relaxation parameter \( \kappa \).

Let us denote the time step \( \tau > 0 \) and the space \( V := \{ v \in H^1(\Omega) : v|_{\Gamma_{\text{top}}} = 0, v|_{\Gamma_{\text{bottom}}} = 0 \} \). The approximate solution \( u_i \approx u(t_i) \) at a given time point \( t_i = i \tau \) is obtained in an iteration process with respect to the relaxation parameter \( \kappa \). The linearized scheme for a fixed \( \kappa \) is obtained in an iteration process with respect to the relaxation parameter \( \kappa \).

First, we solve (5.1) in the domain \( \Omega = (0,1) \times (0,1) \), and assume that \( K_s(x) \) and \( \alpha(x) \) have the following periodic form

\[ K_s(x_1, x_3) = 1/[2 + 1.8\sin(2\pi(2x_3 - x_1)/\varepsilon)]/117.4, \quad (5.2) \]

and

\[ \alpha(x_1, x_3) = 1/[2 + 1.8\sin(2\pi(2x_3 - x_1)/\varepsilon)]/11.74. \quad (5.3) \]

Here we fix \( \varepsilon = 1/16 \). Thus, we have \( \overline{K_s} = 0.01 \), and \( \overline{\alpha} = 0.1 \).

The corresponding boundary conditions read as follows:

\[ u = 0 \text{ on } \Gamma_{\text{top}}, \quad u = -10 \text{ on } \Gamma_{\text{bottom}}, \]
\[ -K(x,u)\nabla (u + x_3) \cdot n = 0 \text{ on } \Gamma_{LR}, \quad (5.4) \]

where \( \Gamma_{\text{top}} = \{(x_1, x_3) : x_1 \in (0,1), x_3 = 1\} \), \( \Gamma_{\text{bottom}} = \{(x_1, x_3) : x_1 \in (0,1), x_3 = 0\} \), and \( \Gamma_{LR} = \{(x_1, x_3) : x_1 = 0 \text{ or } 1, x_3 \in (0,1)\} \). We impose the following initial condition

\[ u(x,0) = -10 \text{ in } \Omega. \quad (5.5) \]

To demonstrate the effectiveness of our upscaling method, we solve (5.1), (5.4), and (5.5) in a \( 256 \times 256 \) mesh. The obtained solution \( u^*_h \) is considered as the fine-scale solution to compare with the upscaled solution. The coarse-grid model uses \( 8 \times 8, 16 \times 16, 32 \times 32 \) mesh respectively.
Fig. 5.1. The contour plots of $u^\varepsilon_h$ and $\tilde{u}_h$ at $t=1$ (left) and $t=10$ (right). The solid line stands for $u^\varepsilon_h$ and the dash line stands for $\tilde{u}_h$ in mesh $8 \times 8$. Periodic case ($\varepsilon=1/16$).

Fig. 5.2. The contour plots of $u^\varepsilon_h$ and $\tilde{u}_h$ at $t=1$ (left) and $t=10$ (right). The solid line stands for $u^\varepsilon_h$ and the dash line stands for $\tilde{u}_h$ in mesh $16 \times 16$. Periodic case ($\varepsilon=1/16$).

Fig. 5.3. The contour plots of $u^\varepsilon_h$ and $\tilde{u}_h$ at $t=1$ (left) and $t=10$ (right). The solid line stands for $u^\varepsilon_h$ and the dash line stands for $\tilde{u}_h$ in mesh $32 \times 32$. Periodic case ($\varepsilon=1/16$).
The average solutions over the horizontal direction at $t = 1$ (left) and $t = 10$ (right).
The solid line stands for the averaged $u^h_{\varepsilon}$ in a mesh $256 \times 256$, the + line stands for the averaged $\bar{u}_h$ in a mesh $8 \times 8$. Periodic case ($\varepsilon = 1/16$).

The average solutions over the horizontal direction at $t = 1$ (left) and $t = 10$ (right).
The solid line stands for the averaged $u^h_{\varepsilon}$ in a mesh $256 \times 256$, the + line stands for the averaged $\bar{u}_h$ in a mesh $16 \times 16$. Periodic case ($\varepsilon = 1/16$).

The average solutions over the horizontal direction at $t = 1$ (left) and $t = 10$ (right).
The solid line stands for the averaged $u^h_{\varepsilon}$ in a mesh $256 \times 256$, the + line stands for the averaged $\bar{u}_h$ in a mesh $32 \times 32$. Periodic case ($\varepsilon = 1/16$).
The contour plots of the water pressure $\tilde{u}_h$ (corresponding $u^e_h$) at times $t = 1$ and $t = 10$ are depicted in Figures 5.1–5.3 for the coarse $8 \times 8$, $16 \times 16$, $32 \times 32$ mesh respectively. We observe that the upscaled solution on the $8 \times 8$ mesh provides the best agreement with the fine-scale solution. This may be explained by the effect of resonance error (the term $\varepsilon/h$) in the error estimate in Theorem 4.6.

We note that the problems that we have considered are vertical infiltration on the porous medium. Hence, it is also useful to compare the averaged water pressure which is obtained by taking an average over the horizontal direction ($x_1$-axis). The averaged pressure head curves are depicted in Figure 5.4–5.6 for the coarse $8 \times 8$, $16 \times 16$, $32 \times 32$ mesh respectively. The averaged pressure head is plotted against the depth $x_3$. It gives excellent agreement between the coarse mesh and fine mesh calculations.

5.2. Exponential model with random coefficients. It has been observed that the distribution of the hydraulic conductivity $K_s$ and the model parameter $\alpha$ are log-normal (see [28, 33]). Thus, in this subsection we consider the applications of our upscaling method to Richards equation with randomly generated log-normal permeabilities.

For the exponential model, we choose $\theta_s = 1$ and the same boundary conditions and initial condition as that of periodic case. The heterogeneity comes from $K_s(x)$ and $\alpha(x)$. We generate the random log-normal permeability fields $K_s(x)$ by using the moving ellipse average technique [8] with the variance of the logarithm of the permeability $\sigma = 1.5$, and the correlation lengths $l_1 = l_3 = 0.1$ (isotropic heterogeneities) in $x_1$ and $x_3$ directions, respectively. We let $\overline{K_s} = 0.01$, and $\alpha(x) = 10K_s(x)$ hence $\beta = 0.1$ in the realizations. One realization of the resulting permeability field in our numerical experiments is depicted in Figure 5.7. We also generate the random log-normal permeability field $K_s(x)$ (see Figure 5.8 for one realization) with the correlation lengths $l_1 = 0.1$ and $l_3 = 0.01$ respectively, which represents the anisotropic heterogeneity. We let $\overline{K_s} = 0.1$, and $\alpha(x) = 0.5K_s(x)$ hence $\beta = 0.05$ in the realizations. We also choose $\beta = 0.1$ and $\beta = 0.05$ for the isotropic and anisotropic cases respectively. The fine-scale equation is solved in a $256 \times 256$ mesh, while the coarse-grid model uses a $16 \times 16$ mesh.
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**Fig. 5.7.** The random log-normal permeability field $K_s(x)$. The ratio of maximum to minimum is $4.1323E+04$. Case $l_1 = l_3 = 0.1$. 
The contour plots of the water pressure $\tilde{u}_h$ (corresponding $u^e_h$) at time $t=1$ and $t=10$ are depicted in Figure 5.9 for the isotropic heterogeneity. We observe that the upscaled solution captures the macro-behavior effectively.

The contour plots of the water pressure $\tilde{u}_h$ (corresponding $u^e_h$) at time $t=0.5$, $t=1$, $t=6$ and $t=10$ are depicted in Figure 5.10 and Figure 5.11 for the anisotropic heterogeneity. We observe that the upscaled solution does not match the macro-behavior so well as the isotropic case. One possible way to improve the accuracy of the upscaling method is to use the over-sampling technique in [12] developed for linear problems to compute the effective parameters. This is an interesting topic which deserves further investigation.

We also compare the averaged water pressure which is obtained by taking an average over the horizontal direction ($x_1$-axis). The averaged pressure head curves are depicted in Figures 5.12–5.14 for the isotropic and anisotropic heterogeneities respectively. It gives excellent agreement between the coarse mesh and fine mesh calculations also.
Fig. 5.10. The contour plots of $u_h^\varepsilon$ and $\tilde{u}_h$ at time $t=0.5$ (left) and $t=1$ (right). The solid line stands for $u_h^\varepsilon$ and the dash line stands for $\tilde{u}_h$ in a mesh $16 \times 16$. Case $l_1 = 0.1, l_3 = 0.01, \sigma = 1.5$.

Fig. 5.11. The contour plots of $u_h^\varepsilon$ and $\tilde{u}_h$ at time $t=6$ (left) and $t=10$ (right). The solid line stands for $u_h^\varepsilon$ and the dash line stands for $\tilde{u}_h$ in a mesh $16 \times 16$. Case $l_1 = 0.1, l_3 = 0.01, \sigma = 1.5$.

Fig. 5.12. The average solution over the horizontal direction at $t=1$ (left) and $t=10$ (right). The solid line stands for the averaged $u_h^\varepsilon$ in a mesh $256 \times 256$, the + line stands for the averaged $\tilde{u}_h$ in a mesh $16 \times 16$. Case $l_1 = l_3 = 0.1, \sigma = 1.5$. 
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Fig. 5.13. The average solution over the horizontal direction at time $t = 0.5$ (left) and $t = 1$ (right). The solid line stands for the averaged $\bar{u}_h$ in a mesh $256 \times 256$, the $+$ line stands for the averaged $\bar{u}_h$ in a mesh $16 \times 16$. Case $l_1 = 0.1, l_3 = 0.01, \sigma = 1.5$.

Fig. 5.14. The average solution over the horizontal direction at time $t = 6$ (left) and $t = 10$ (right). The solid line stands for the averaged $\bar{u}_h$ in a mesh $256 \times 256$, the $+$ line stands for the averaged $\bar{u}_h$ in a mesh $16 \times 16$. Case $l_1 = 0.1, l_3 = 0.01, \sigma = 1.5$.

Acknowledgments. The authors would also like to thank the referees of the paper for their constructive comments which improved the paper.

REFERENCES


