A REDUCED MODEL FOR INTERNAL WAVES INTERACTING WITH TOPOGRAPHY AT INTERMEDIATE DEPTH

AILÍN RUIZ DE ZÁRATE† AND ANDRÉ NACHBIN‡

Abstract. A reduced strongly nonlinear model is derived for the evolution of one-dimensional internal waves over an arbitrary bottom topography. Two layers containing inviscid, immiscible, irrotational fluids of different densities are defined. The upper layer is shallow compared with the characteristic wavelength at the interface, while the bottom region's depth is comparable to the wavelength. The nonlinear evolution equations obtained are in terms of the internal wave elevation and the mean upper-velocity for the configuration described. The system is a generalization of the one proposed by Choi and Camassa for the flat bottom case in the same physical settings. Due to the presence of a topography a variable coefficient system of partial differential equations arises. These Boussinesq-type equations contain the Intermediate Long Wave (ILW) equation and the Benjamin-Ono (BO) equation when restricted to the unidirectional propagation regime. We intend to use this model to study the interaction of waves with the bottom profile. The dynamics include wave scattering, dispersion and attenuation, among other phenomena.
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1. Introduction

Modeling internal waves is of great interest in the study of ocean and atmosphere dynamics. Internal ocean waves, for example, appear when salt concentration and differences in temperature generate stratification. They can interact with the bottom topography and submerged structures as well as with surface waves. In particular, in oil recovery in deep ocean waters, internal waves can affect offshore operations and submerged structures. Another example in the context of atmosphere dynamics is the effect of the form drag of the topography (such as an urban area) which is of importance in the study of pollution dispersion. The understanding of the impact of the orography as well as smaller topographic features on the atmosphere can lead to a significant improvement in weather forecasting. Accurate reduced models are a first step in producing efficient computational methods in engineering problems in oceanography and meteorology. This was the goal in [24, 1]. Hence, in deriving the present reduced model we also have in mind obtaining efficient numerical methods for internal waves interacting with topographies. We are currently investigating related numerical schemes.

To describe this nonlinear wave phenomenon in deep water there are several bidirectional models containing the Intermediate Long Wave (ILW) equation and the Benjamin-Ono (BO) equation, starting from works such as [2, 8, 26, 16, 18] to more recent papers such as [20, 5, 6, 7, 15]. These models consider flat or slowly varying bottom topography. In this paper the model of Choi and Camassa is generalized to the case of an arbitrary bottom topography by using the conformal mapping technique.
described in [24]. We obtain a strongly nonlinear long-wave model like Choi and Camassa’s which is able to describe large amplitude internal solitary waves. Two fluid layers are constrained to a region limited by a horizontal rigid lid at the top and an arbitrary topography at the bottom, as described in Figure 2.1. The upper layer is shallow compared with the characteristic wavelength at the fluid interface, while the lower region is deeper. The nonlinear fluid equations obtained describe the evolution of the internal wave elevation together with the mean water velocity for the upper layer. These Boussinesq-type equations contain the ILW equation and the BO equation when considering the unidirectional propagation regime. We intend to use this model to study the interaction of waves with the bottom profile, including topics such as wave scattering, dispersion and attenuation, among others.

The paper is organized as follows. In Section 2 the physical setting is presented. The corresponding mathematical models are given for both layers. The upper layer is averaged in the vertical direction and coupled to the lower layer. The continuity of pressure at the interface establishes a connection between both layers. Through this condition topography information is transmitted to the upper layer. In Section 3 a variable coefficient ILW equation and the BO equation are obtained from the reduced model restricted to the unidirectional propagation regime. Technical justifications for the manipulations done in Section 3 are provided in Appendix A.

2. Derivation of the reduced equations

We start with a two-fluid configuration. The coordinate system is positioned at the undisturbed interface between layers. The displacement of the interface is denoted by $\eta(x,t)$ and we may assume that initially it has compact support. See Figure 2.1. The density of each inviscid, immiscible, irrotational fluid is $\rho_1$ for the upper fluid and $\rho_2$ for the lower fluid. For a stable stratification, let $\rho_2 > \rho_1$. Similarly, $(u_i, w_i)$ denotes the velocity components and $p_i$ the pressure, where $i = 1,2$. The upper layer is assumed to have a characteristic thickness of $h_1$, much smaller than the characteristic wavelength $L$ at the interface. Hence, the upper layer will be in the shallow water regime. At the lower layer the irregular bottom is described by $z = h_2(h(x/l) - 1)$, $h < 1$. The function $h$ can be discontinuous or even multivalued. See for example Figure 2.1 where a polygonal shaped topography is sketched. We can assume $h$ has compact support so that the roughness is confined to a finite interval. Moreover the characteristic depth for the lower layer $h_2$ is comparable with the characteristic wavelength $L$, hence characterizing an intermediate depth regime. When a rapidly varying bottom is taken into account, the horizontal length scale for bottom irregularities $l$ is such that $h_1 < l \ll L$. On the other hand, in the slowly varying bottom case we define $\varepsilon = L/l \ll 1$.

The corresponding Euler equations are

$$ u_{ix} + w_{iz} = 0, $$
$$ u_{it} + u_i u_{ix} + w_i u_{ix} = -p_{ix}/\rho_i, $$
$$ w_{it} + u_i w_{ix} + w_i w_{ix} = -p_{iz}/\rho_i - g, $$

for $i = 1,2$. Subscripts $x, z$ and $t$ stand for partial derivatives with respect to spatial coordinates and time. The continuity condition at the interface $z = \eta(x,t)$ requires that $\eta_t + u_i \eta_x = u_i$ and $p_1 = p_2$, namely, a kinematic condition for the material curve together with no pressure jumps. At the top we impose a rigid lid condition $u_1(x,h_1,t) = 0$, commonly used in ocean and atmospheric models, while at the irregular impermeable bottom $-h_2 h'(x/l) u_2/l + w_2 = 0$. 
Introducing the nondimensional dispersion parameter $\beta = (h_1/L)^2$, it follows that $O(\sqrt{\beta}) = O(h_1/L) \ll 1$. From the conservation of mass equation with $i = 1$ we have $w_1/u_1 = O(h_1/L) = O(\sqrt{\beta})$.

Let $U_0 = \sqrt{g h_1}$ be the characteristic shallow layer speed. Now let the physical variables regarding the upper layer be nondimensionalized as follows:

$$
x = L \tilde{x}, \quad z = h_1 \tilde{z}, \quad t = \frac{L}{U_0} \tilde{t}, \quad \eta = h_1 \tilde{\eta},
$$

$$
p_1 = (\rho_1 U_0^2) \tilde{p}_1, \quad u_1 = U_0 \tilde{u}_1, \quad w_1 = \sqrt{\beta} U_0 \tilde{w}_1.
$$

In a weakly nonlinear theory, $\eta$ is usually scaled by a small characteristic amplitude $a$ such that $a/h_1 \ll 1$. Notice that here $\eta$ is of the same order as the layer’s depth. This will lead to a strongly nonlinear model.

### 2.1. Reducing the upper layer dynamics to the interface.

The nondimensional equations for the upper layer (the tilde has been removed) are:

$$
\begin{align*}
  u_{1x} + w_1 z &= 0, \quad (2.1) \\
  u_{1t} + u_1 u_{1x} + w_1 u_{1z} &= -p_{1x}, \quad (2.2) \\
  \beta (w_{1t} + u_1 w_{1x} + w_1 w_{1z}) &= -p_{1z} - 1. \quad (2.3)
\end{align*}
$$

The boundary conditions are

$$
\begin{align*}
  \eta_t + u_1 \eta_x &= w_1 \quad \text{and} \quad p_1 = p_2 \quad \text{at} \quad z = \eta(x,t), \quad (2.4) \\
  w_1(x,1,t) &= 0. \quad (2.5)
\end{align*}
$$

Consider the following definition for a mean-layer quantity $\overline{f}$:

$$
\overline{f}(x,t) = \frac{1}{1 - \eta} \int_{\eta}^{1} f(x,z,t) \, dz.
$$

Through averaging, the two-dimensional (2D) Euler equations (2.1, 2.2, 2.3) and boundary conditions (2.4, 2.5) can be reduced to the following one-dimensional (1D)
system along the interface:

\[ -\eta_t = (\eta \bar{u}_1)_x, \]  
\[ (\eta \bar{u}_1)_t + (\eta \bar{u}_1^2)_{x} = -\eta \bar{p}_{1x}, \]  

(2.6)

(2.7)

where \( \eta_1 = 1 - \eta \).

As pointed out in [7], the system of equations (2.6)–(2.7) was already considered in [27, 4] for surface waves. In reducing (averaging) the 2D Euler equations to the 1D system above, no approximations have yet been made. Nevertheless, the quantities \( \bar{u}_1^2 \) and \( \bar{p}_{1x} \) prevent the closure of the system (2.6)–(2.7). In [7], these quantities were expressed in terms of \( \eta \) and \( \bar{u}_1 \) up to a certain order in the dispersion parameter \( \beta \). Some steps are repeated here for convenience. We start by approximating \( \bar{p}_{1x} \) and then proceed to do the same for \( \bar{u}_1 \).

The vertical momentum equation (2.3) suggests an expansion in powers of \( \beta \) as

\[ f(x, z, t) = f^{(0)} + \beta f^{(1)} + O(\beta^2) \]  
(2.8)

for any of the functions \( u_1 \), \( w_1 \), \( p_1 \). From equation (2.3) we get that

\[ p_1(x, z, t) = p_2(x, \eta, t) - (z - \eta) + O(\beta). \]  
(2.9)

Pressure \( p_2(x, \eta, t) \) should be nondimensionalized in the same fashion as \( p_1 \), that is,

\[ p_2 = \rho_1 U_0^2 p_2. \]

From now on the pressure at the interface will be denoted as \( P(x, t) = p_2(x, \eta(x, t), t) \). Then, from equation (2.9) we have

\[ \bar{p}_{1x} = P_x + \eta_x + O(\beta). \]  
(2.10)

An approximation for \( P_x \) will be obtained below by using Euler equations for the intermediate depth lower layer.

To approximate the mean squared horizontal velocity to leading order, notice that the irrotational condition in nondimensional variables is \( u_1 z = \beta w_1 x \). Hence, \( (u_1^{(0)}) z = 0 \), and, as expected, for shallow water flows \( u_1^{(0)} \) is independent from \( z \). Therefore,

\[ \eta_1 \bar{u}_1^2 = \eta \bar{u}_1 \bar{u}_1 + O(\beta). \]  
(2.11)

Using equation (2.11) and equation (2.6), equation (2.7) becomes

\[ -\eta + ((1 - \eta)\bar{u}_1)_{x} = 0, \]  
(2.12)

\[ \bar{u}_1 + \bar{u}_1 \bar{u}_1 x = -\eta_x - P_x + O(\beta). \]  
(2.13)

Now it remains to find an expression for \( P_x \) in order to close the system and also to establish a connection with the lower intermediate depth layer.

### 2.2. Connecting the upper and lower layers.

As mentioned above, the coupling of the upper and lower layers is done through the pressure term. In order to get an approximation for \( P_x \) from the Euler equations at the lower fluid layer,
observe that the intermediate depth regime implies that \( h_2/L = O(1) \). Hence, the scaling \( w_2/u_2 = O(h_2/L) = O(1) \) is valid as a consequence of the conservation of mass equation. At the interface, from the continuity of vertical velocities together with the relations above, we have that \( w_2/u_1 = O(\sqrt{\beta}) \) and \( u_2/u_1 = O(\sqrt{\beta}) \). These relations induce the following nondimensional variables (with a tilde) for the lower region:

\[
\begin{align*}
&x = L\tilde{x}, \quad z = L\tilde{z}, \quad t = \frac{L}{U_0}\tilde{t}, \quad \eta = h_1\tilde{\eta}, \\
p_2 = (\rho_1U_0^2)\tilde{p}_2, \quad u_2 = \sqrt{\beta}U_0\tilde{u}_2, \quad w_2 = \sqrt{\beta}U_0\tilde{w}_2.
\end{align*}
\]

This naturally suggests that we introduce the velocity potential \( \phi = \sqrt{\beta}U_0L\tilde{\phi} \).

In these nondimensional variables, the Bernoulli law at the interface reads

\[
\sqrt{\beta}\phi_t + \frac{\beta}{2}(\phi_x^2 + \phi_z^2) + \eta + \frac{\rho_1}{\rho_2}p = C(t),
\]

where the tilde has been ignored. \( C(t) \) is an arbitrary function of time. Then, up to order \( \beta \), \( P_x \) is given as

\[
P_x = -\frac{\rho_2}{\rho_1}\left(\eta_x + \sqrt{\beta}\phi_t(x,\sqrt{\beta}\eta,t)x\right) + O(\beta), \quad (2.14)
\]

where \( \phi \) satisfies the following free surface Neumann problem,

\[
\begin{cases}
\phi_{xx} + \phi_{zz} = 0 & \text{on } -h_2/L + h_2h(Lx/l)/L \leq z \leq \sqrt{\beta}\eta(x,t), \\
\phi_z = \eta_t + \sqrt{\beta}\eta_x\phi_x & \text{at } z = \sqrt{\beta}\eta(x,t), \\
-(h_2/l)h'(Lx/l)\phi_x + \phi_z = 0 & \text{at } z = -h_2/L + h_2h(Lx/l)/L.
\end{cases} \quad (2.15)
\]

Furthermore, expanding in \( z \) gives

\[
P_x = -\frac{\rho_2}{\rho_1}\left(\eta_x + \sqrt{\beta}\phi_{tx}(x,0,t)\right) + O(\beta). \quad (2.16)
\]

As in the flat bottom case [7], it is sufficient to find \( \phi_{tx} \) at \( z = 0 \) in order to approximate \( P_x \) at the interface. Therefore, we consider the linear problem

\[
\begin{cases}
\phi_{xx} + \phi_{zz} = 0 & \text{on } -h_2/L + h_2h(Lx/l)/L \leq z \leq 0, \\
\phi_z = \eta_t & \text{at } z = 0, \\
-(h_2/l)h'(Lx/l)\phi_x + \phi_z = 0 & \text{at } z = -h_2/L + h_2h(Lx/l)/L.
\end{cases} \quad (2.17)
\]

A conformal mapping is performed between the flat strip \( \zeta \in [-\frac{h_2}{L},0] \) and the lower layer at rest. See Figure 2.2.

Then problem (2.17) in conformal coordinates becomes

\[
\begin{cases}
\phi_{\xi\xi} + \phi_{\zeta\zeta} = 0 & \text{on } -h_2/L \leq \zeta \leq 0, \\
\phi_\zeta(\xi,0,t) = M(\xi)\eta_t(\xi(\xi,0),t) & \text{at } \zeta = 0, \\
\phi_\zeta = 0 & \text{at } \zeta = -h_2/L,
\end{cases} \quad (2.18)
\]

\[\]\
where the Neumann condition at the undisturbed interface now has a variable coefficient $M(\xi) = z_\xi(\xi,0)$. The new coefficient is the nonzero element of the Jacobian evaluated at the undisturbed interface. As shown in [24], its exact expression is

$$M(\xi_0) = 1 - \frac{\pi L}{4 h_2} \int_{-\infty}^{\infty} \frac{h(Lx(\xi,-h_2/L)/l)}{\cosh^2 \left( \frac{\pi l}{2h_2} (\xi - \xi_0) \right)} d\xi.$$ 

Moreover, the Jacobian evaluated along the undisturbed interface is an analytic function. Hence a highly complex boundary profile has been converted into a smooth coefficient.

Since a conformal mapping was used in the coordinate transformation and $z_\xi(\xi,0) = 0$, it is guaranteed that $z_\xi(\xi,0) = x_\xi(\xi,0)$ is different from zero. The horizontal velocity is recovered as $\phi_x(x,0,t) = \phi_\xi(\xi,0,t)/M(\xi)$.

Notice that the terrain-following velocity component $\phi_\xi(\xi,0,t)$ is a tangential derivative on the boundary for problem (2.18). Hence it can be obtained as the Hilbert transform on the strip (see [17]) applied to the Neumann data. Namely,

$$\phi_\xi(\xi,0,t) = T \left[ M(\xi) \eta_t(x(\xi,0),t) \right](\xi),$$

where

$$T[f](\xi) = \frac{1}{2h} \int f(\tilde{\xi}) \coth \left( \frac{\pi}{2h} (\tilde{\xi} - \xi) \right) d\tilde{\xi}.$$ 

is the Hilbert transform on the strip of height $h$. In this case, $h = h_2/L$. The singular integral must be interpreted as a Cauchy principal value. The solution of the
two-dimensional linear problem below the interface has been collapsed onto a one-dimensional singular integral without any approximation. This result is then used in (2.16) by noting that \( \phi_{tx} \) is obtained after taking the time derivative of problem (2.17).

Substituting the expression for \( P_x \) in the upper layer averaged equations gives

\[
\begin{align*}
\eta_t - \left[ (1 - \eta) \overline{w_1} \right]_x &= 0, \\
\overline{w_1}_t + \overline{w_1} w_{1,x} + \left( 1 - \frac{\rho_2}{\rho_1} \right) \eta_x &= \sqrt{\beta} \frac{\rho_2}{\rho_1} \frac{1}{M(\xi)} T \left[ M(\cdot) \eta(\cdot, 0, t) \right] + O(\beta),
\end{align*}
\]

where the dot indicates the variable on which the operator \( T \) is applied. It remains to make a few manipulations with this set of equations: eliminate the second order derivative in time and write all spatial derivatives in \( \xi \). Notice that the first equation is exact. Hence \( \eta_t = \left( (1 - \eta) \overline{w_1} \right)_{xt} \), and we substitute this relation in the right-hand side of the second equation.

The Hilbert transform is in curvilinear coordinates. Recall that every \( x \)-derivative is equal to a \( \xi \)-derivative divided by the Jacobian \( M(\xi) \). Therefore, in terrain-following coordinates, system (2.20) reads as

\[
\begin{align*}
\eta_t - \frac{1}{M(\xi)} \left[ (1 - \eta) \overline{w_1} \right]_{\xi} &= 0, \\
\overline{w_1}_t + \frac{1}{M(\xi)} \overline{w_1} \overline{w_1}_{\xi} + \frac{1}{M(\xi)} \left( 1 - \frac{\rho_2}{\rho_1} \right) \eta_{\xi} &= \sqrt{\beta} \frac{\rho_2}{\rho_1} \frac{1}{M(\xi)} T \left[ ((1 - \eta) \overline{w_1})_{\xi} \right].
\end{align*}
\]

This is a variable-coefficient Boussinesq-type system depending on \( M(\xi) \) which has information from the topography. As will be shown below, this is a dispersive model, where the dispersion term comes in through the Hilbert transform. The model is strongly nonlinear, since up to this point the wave amplitude was not considered to be small. If the bottom is flat, \( M(\xi) = 1 \) and we obtain the same system derived in [7]. Efficient computational methods can be produced for this accurate reduced model which governs, to leading order, a complex two-dimensional problem. For the flat-bottom version of system (2.21), Choi and Camassa [7] used a pseudospectral method in space. They perform the evolution in time for \( \eta \) and \( V \), where \( V = \overline{w_1} - \sqrt{\beta} \frac{\rho_2}{\rho_1} T \left[ ((1 - \eta) \overline{w_1})_{\xi} \right] \). The time evolution was performed by a fourth order Runge-Kutta integration scheme. To recover \( \overline{w_1} \) after each time step, an algebraic system was solved involving the spectral differentiation matrix for the spatial derivative (namely via a DFT procedure) and the convolution matrix for the operator \( T \). Since our model (2.21) differs only through a variable (time independent) coefficient, this numerical formulation applies. The Jacobian \( M(\xi) \) is computed using Driscoll’s package [9]. Results regarding these computational methods will be published elsewhere in the near future. We intend to perform experiments over random topographies as those presented in [13, 22, 10, 25, 14] regarding the apparent diffusion and time-reversal refocusing of waves [23, 12, 10, 11].

When the lower depth tends to infinity \((h_2 \to \infty)\) the limit for this model is the same as obtained in [7], \( M(\xi) \to 1 \) and \( x(\xi, 0) \to \xi \). In this infinite lower layer regime, system (2.20) becomes

\[
\begin{align*}
\eta_t - \left[ (1 - \eta) \overline{w_1} \right]_x &= 0, \\
\overline{w_1}_t + \overline{w_1} w_{1,x} + \left( 1 - \frac{\rho_2}{\rho_1} \right) \eta_x &= \sqrt{\beta} \frac{\rho_2}{\rho_1} \mathcal{H} \left[ ((1 - \eta) \overline{w_1})_{xt} \right],
\end{align*}
\]
where $\mathcal{H}$ is the usual Hilbert transform defined as

$$\mathcal{H}[f](x) = \frac{1}{\pi} \int \frac{f(\tilde{x})}{\tilde{x} - x} d\tilde{x}.$$ 

Below we will comment on how the regularized Benjamin–Ono equation arises from the unidirectional propagation regime of the above system.

The dispersion relation for the intermediate depth model ($M(\xi) = 1$) is [7]:

$$\omega^2 = \left(\frac{\rho_2}{\rho_1} - 1\right) k^2 \left(1 + \frac{2\pi}{\rho_1} k \sqrt{2} \coth \left(\frac{kh}{L}\right)\right).$$ (2.23)

We note that full dispersion is retained in the lower layer when compared to the linearized Euler equations [19]. Observe also that $\omega^2/k^2 \to 0$ as $k \to \infty$, leading to bounded phase velocities as $k$ becomes large.

3. Unidirectional propagation regime

For a slowly varying topography and weakly nonlinear waves, our model reduces to a single unidirectional ILW equation with variable coefficients.

Consider again system (2.20), but now with $M(\xi_0) = 1 - \frac{\pi}{4} L \int_{-\infty}^{\infty} h(\varepsilon x, -h_2/L) d\xi$, due to a slowly varying bottom topography $z = -h_2/L + (h_2/L) h(x)$, with $\varepsilon \ll 1$. The restriction to a slowly varying topography is consistent with the objective of the present section, which is to assume that there will be no reflection nor any backward propagation.

To study the weakly nonlinear regime, introduce the nonlinearity parameter $\alpha = a/h_1 = O(\sqrt{\beta})$, where $a$ is the typical wave amplitude. Furthermore we rescale the nondimensional variables by setting $\eta = \alpha^{\star} \eta$, $\bar{\eta} = \alpha \eta$, and $t = t^\star / c_0$, where $c_0^2 = (\rho_2/\rho_1 - 1)$. Depending on the root $c_0$ chosen, we have a right- or left-going wave.

Then, dropping the asterisks, we have

$$\begin{cases}
\eta_t - [(1 - \alpha \eta) \bar{\eta}]_x = 0, \\
\bar{\eta}_t + \bar{\eta} \bar{\eta}_x - \eta_x = \sqrt{2} \frac{\rho_2}{\rho_1} M(\xi) T \left[M(\xi) \bar{\eta}_{xt}\right] + O\left(\beta, \alpha \sqrt{\beta}\right).
\end{cases}$$ (3.1)

Now we generalize the relation between $\eta$ and $\bar{\eta}$ considered in [7]. In our variable coefficient model we consider

$$\eta = A_1 \bar{\eta} + \alpha A_2 \bar{\eta}^2 + \sqrt{2} A_3 \frac{1}{M(\xi)} T \left[M(\xi) \bar{\eta}_t\right] + O\left(\alpha^2, \alpha \sqrt{\beta}\right),$$ (3.2)

with coefficients $A_i$, $i = 1, \ldots, 3$ to be determined. Substituting equation (3.2) into equations (3.1), two equations for $\bar{\eta}$ are obtained:

$$0 = A_1 \bar{\eta}_t - \bar{\eta}_x + \alpha A_2 \bar{\eta}_x^2 + A_1 \bar{\eta}_x^2 + \sqrt{2} A_3 \frac{1}{M(\xi)} T \left[M(\xi) \bar{\eta}_{tt}\right] + O\left(\alpha^2, \alpha \sqrt{\beta}\right),$$ (3.3)
\[0 = \overline{u}_t - A_1 \overline{u}_x + \alpha \left( \frac{1}{2} - A_2 \right) \left( \overline{u}_x^2 \right)_x - \frac{\sqrt{\beta}}{M(\xi)} \left( \frac{\rho_2}{\rho_1} + A_3 \right) T \left[ M(\xi) \overline{u} \right] + O \left( \alpha^2, \beta, \alpha \sqrt{\beta} \right). \quad (3.4)\]

In substituting equation (3.2) into the second equation of system (3.1), we used that
\[
\left( \frac{1}{M(\xi)} T \left[ M(\xi) \overline{u} \right] \right)_x = \frac{1}{M(\xi)} T \left[ M(\xi) \overline{u} \right] + O(\varepsilon^2), \quad (3.5)\]

with \( \varepsilon^2 = O(\sqrt{\beta}) \). This approximation was not considered in [7], since the conformal mapping technique was not necessary along the lower flat layer. Approximation (3.5) is justified through the construction of an auxiliary PDE problem. See Appendix A for details.

The compatibility between equations (3.3) and (3.4) and the choice of a right-going wave are obtained by letting \( A_1 = -1, A_2 = -\frac{1}{3}, A_3 = -\frac{\rho_2}{\rho_1} \). As a result, the evolution equation for \( \overline{u}_1 \) can be written as
\[\overline{u}_1 + \overline{u}_x + \frac{3}{2} \alpha \overline{u}_x - \frac{\rho_2}{\rho_1} \frac{\sqrt{\beta}}{2} \frac{1}{M(\xi)} T \left[ M(\xi) \overline{u} \right] - O(\beta, \alpha^2, \alpha \sqrt{\beta}) = 0. \]

At the interface \( \eta \) a similar equation can be obtained, since \( u_1 \) and \( \eta \) are linearly related to leading order. The equation for \( \eta \) can be written as
\[\eta_t + \eta_x - \frac{3}{2} \alpha \eta_x - \frac{\rho_2}{\rho_1} \frac{\sqrt{\beta}}{2} M(\xi) T[\eta] = 0. \quad (3.6)\]

This is an ILW equation with variable coefficients accounting for the slowly varying bottom topography.

The constant coefficient version of equation (3.6) differs from the one deduced in [7] since the latter has a dispersion term with only spatial derivatives as in the KdV equation. The present equation reduces to a regularized dispersive model in analogy with the Benjamin-Bona-Mahony equation (BBM) [3].

For system (2.22), a similar unidirectional reduction can be obtained, leading to
\[\eta_t + \eta_x - \frac{3}{2} \alpha \eta_x - \frac{\rho_2}{\rho_1} \frac{\sqrt{\beta}}{2} M(\xi) T[\eta] = 0, \]

which is a regularized Benjamin-Ono (BO) equation over an infinite lower layer. Hence equations (3.6) is a generalization of the BO equation for intermediate depths and the presence of a topography. Recall that this equation is only valid when backscattering is negligible.

**Conclusions.** We derived a one-dimensional variable coefficient Boussinesq-type model for the evolution of internal waves in a two-layer system. The regime considered was a shallow upper layer and an intermediate depth lower layer. The bottom has an arbitrary, not necessarily smooth, profile generalizing the flat-bottom model derived in [7]. This arbitrary topography is dealt with by performing a conformal mapping, as in [24]. When a slowly varying topography is assumed, the model reduces to an ILW equation.

The computational implementation of the above models is relatively straightforward and will be published elsewhere together with detailed numerical experiments.
We intend to use this model to study the interaction of internal waves with different types of bottom profiles such as submerged structures and multiscale profiles. As in \cite{23, 21}, the stability analysis for the solution of the hyperbolic and weakly dispersive regimes is also of interest.

Models with a higher order pressure approximation are the objective of ongoing research and future numerical experimentation, in particular with solitary waves over a disordered topography.
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**Appendix A. Approximating the derivative of the nonlocal term.** First a simple motivation: a term such as \( (h(\varepsilon x)u)_x \) could be approximated as \( (h(\varepsilon x)u_x + O(\varepsilon)) \). Nevertheless, in equations (3.5) the approximation is of higher order in \( \varepsilon \). This is due to the fact that we can identify the Hilbert transform \( T \left[ M(\tilde{\xi}) \overline{u_{1t}} \right] /M(\xi) \) with the solution of the following auxiliary problem:

\[
\begin{cases}
\Phi_{xx} + \Phi_{zz} = 0 & \text{on } -h_2/L + (h_2/L)h(\varepsilon x) \leq z \leq 0, \\
\Phi_z = \overline{u_{1t}} & \text{at } z = 0, \\
\Phi_z - \varepsilon(h_2/L)h'(\varepsilon x)\Phi_x = 0 & \text{at } z = -h_2/L + (h_2/L)h(\varepsilon x),
\end{cases}
\]

where \( \varepsilon \) is the small parameter defined as \( L/l \). It was already shown that through the conformal mapping procedure \( \Phi_\xi(x,0,t) = T \left[ M(\tilde{\xi}) \overline{u_{1t}} \right] /M(\xi) \) is a relation between the horizontal velocities in both coordinate systems. Now we seek an approximation for \( \Phi_{xx}(x,z,t) \), our term of interest. Keep the time variable \( t \) frozen and let \( \omega(x,z) = \Phi_x(x,z,t) \). From equation (A.1), \( \omega \) satisfies

\[
\begin{cases}
\omega_{xx} + \omega_{zz} = 0 & \text{on } -h_2/L + (h_2/L)h(\varepsilon x) \leq z \leq 0, \\
\omega_z = \overline{u_{1xt}} & \text{at } z = 0, \\
\omega_z - \varepsilon(h_2/L)h'(\varepsilon x)\omega_x - \varepsilon^2(h_2/L)h''(\varepsilon x)\omega = 0 & \text{at } z = -h_2/L + (h_2/L)h(\varepsilon x).
\end{cases}
\]

By conformal mapping this problem is transformed into

\[
\begin{cases}
\omega_{\xi\xi} + \omega_{\zeta\zeta} = 0 & \text{on } -h_2/L \leq \zeta \leq 0, \\
\omega_\zeta = M(\xi) \overline{u_{1xt}}(x(\xi,0),t) = \overline{u_{1\xi t}} & \text{at } \zeta = 0, \\
\omega_\zeta - \varepsilon^2(h_2/L)h''(\varepsilon x(\xi,0))\omega = 0 & \text{at } \zeta = -h_2/L.
\end{cases}
\]

Because of the Robin condition, the tangential derivative \( \omega_\xi(\xi,0,t) \) is no longer \( T \left[ M(\tilde{\xi}) \overline{u_{1xt}}(x(\xi,0),t) \right] = T \left[ \overline{u_{1\xi t}} \right] \). Nevertheless, it can be approximated by this term up to a certain order in \( \varepsilon \) as follows. If we expand

\[
\omega = \omega_0 + \varepsilon \omega_1 + \varepsilon^2 \omega_2 + \ldots,
\]
then $\omega_0$ satisfies the Neumann problem

$$
\begin{align*}
\omega_{0\xi\xi} + \omega_{0\zeta\zeta} &= 0 \quad \text{on } -h_2/L \leq \zeta \leq 0, \\
\omega_{0\zeta} &= \Omega_{\xi t} \quad \text{at } \zeta = 0, \\
\omega_{0\zeta} &= 0 \quad \text{at } \zeta = -h_2/L,
\end{align*}
$$

with tangential derivative $\omega_{0\xi}(\xi, 0) = T\left[\Omega_{\xi t}\right][\xi] = T\left[M(\xi)\Omega_{\xi t}(x(\xi, 0), t)\right](\xi)$, where $\omega_{0t} = \omega_{0\xi}/M(\xi)$. The next term is $\omega_1 = 0$, because both boundary conditions are zero. Therefore, $\omega = \omega_0 + O(\varepsilon^2)$, as established in equation (3.5).
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