Abstract. A previously developed algebraic approach to proving entropy production inequalities is extended to deal with radially symmetric solutions for a class of higher-order diffusion equations in multiple space dimensions. In application of the method, novel a priori estimates are derived for the thin-film equation, the fourth-order Derrida-Lebowitz-Speer-Spohn equation, and a sixth-order quantum diffusion equation.
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1. Introduction
In the last two decades, there has been a growing interest in the mathematical analysis of fourth and higher-order nonlinear diffusion equations. Such equations arise, for instance, in lubrication theory and as models for the electron transport in semiconductors; below, we will briefly review several specific examples and their origins in physics. Rigorous results about the existence of solutions and their qualitative behavior are typically much harder to obtain than in the context of the well-studied second-order diffusion equations. One of the principal difficulties is the non-applicability of comparison principles. To substitute for this loss, one has to rely on suitable a priori estimates.

In [11], the last two authors have proposed a systematic approach to the derivation of a priori estimates for certain classes of nonlinear evolution equations of even order. This procedure allows one to determine Lyapunov functionals, which we call entropies in the following, and to derive integral bounds from their dissipation, called entropy production inequalities. The developed method has been successfully applied to several equations in one space dimension. The main idea is to translate the procedure of integration by parts — which is the core element in most derivations of a priori estimates — into an algebraic problem about the positivity of polynomials. Roughly speaking, to each evolution equation, a polynomial in the spatial derivatives of the solution is associated, and integration by parts allows one to modify the coefficients of this polynomial. If a suitable change of coefficients can be found that makes the resulting polynomial nonnegative, then this corresponds (formally) to a proof of an a priori estimate on the solutions. The key point is that such polynomial decision problems are decidable.
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problems are well-known in real algebraic geometry, and there exist powerful methods to solve them.

The approach of [11] can, in principle, be generalized in a straightforward way to multidimensional higher-order equations by taking all partial derivatives as polynomial variables. However, this leads, even in simple situations, to huge polynomial expressions, and the corresponding algebraic problem is too complex to be solved directly, even with the aid of computer algebra systems. The method has been successfully adapted to deal with certain multidimensional equations of second order [15, 19] and fourth order [12, 20], but the systematic extension of the scheme to the general multidimensional case is still under development. In this paper, we propose a further adaption that works generally for radially symmetric solutions to higher-order nonlinear equations of a certain homogeneity, and we prove its practicability by applying our scheme to the Equations (1.1)–(1.3) listed below.

Before describing our main results, we briefly review the example equations. The first is the fourth-order thin-film equation
\[ \partial_t U + \text{div}(U^\beta \nabla \Delta U) = 0, \] (1.1)
which models the flow of a thin liquid along a solid surface with film height \( U(t; x) \geq 0 \) (for \( \beta = 2 \) or \( \beta = 3 \)) or the thin neck of a Hele-Shaw flow in the lubrication approximation (for \( \beta = 1 \)). For details, we refer to the reviews [2, 21]. The one-dimensional family of equations has been first analyzed by Bernis and Friedman [1]; for the multidimensional case, we refer to the work of Dal Passo et al. [7] and references therein.

The other examples we are dealing with arise as approximations of the quantum diffusion model by Degond et al. In [8], an equation for the dynamics of the electron density in a plasma has been derived. Although essentially non-local in its nature, the partial pseudo-differential equation can be developed asymptotically in terms of the reduced Planck constant \( \hbar \), and this provides a family of approximative (genuine) partial differential equations.

The equation for the electron density \( U(t; x) \geq 0 \) obtained at order \( \hbar^2 \) is (after neglecting electric fields)
\[ \partial_t U + \text{div} \left( U \nabla \left( \frac{\Delta \sqrt{U}}{\sqrt{U}} \right) \right) = 0. \] (1.2)
Interestingly, this equation – in one space dimension – also describes the fluctuations of the interface between the regions of positive and negative particle spins in the Toom model. It has been derived by Derrida et al. in [9]; we shall therefore refer to (1.2) as Derrida-Lebowitz-Speer-Spohn (DLSS) equation in the following. It has been first analyzed in [4] for local positive smooth solutions and then in [14] for global nonnegative weak solutions. The existence of weak solutions to the multidimensional equation was proved recently in [10, 12].

When the non-local quantum diffusion model is expanded to order \( \hbar^4 \), the main part of the differential operator is of sixth order, and the corresponding equation reads as
\[ \partial_t U - \text{div} \left( U \nabla \left[ \sum_{j,k=1}^d \left( \frac{1}{2} \partial_{jk}^2 \log U \right)^2 + \frac{1}{U} \partial_{jk}^2 (U \partial_{jk}^2 \log U) \right] \right) = 0. \] (1.3)
The one-dimensional version of (1.3) has been derived in [11]; see Appendix A for the derivation in the general case. The one-dimensional equations with periodic boundary conditions have been analyzed in [13].
The objective of this paper is to prove, for radially symmetric smooth positive solutions $U(t)$ to (1.1), (1.2), or (1.3) satisfying no-flux and Neumann-type boundary conditions (see below for the precise conditions), estimates of the type

$$\frac{dE_\alpha}{dt}[U(t)] + cQ_\alpha[U(t)] \leq 0$$

(1.4)

on a specific range of parameters $\alpha$, where

$$E_\alpha[U] = \frac{1}{\alpha(\alpha-1)} \int_\Omega U^\alpha dx, \quad \alpha \neq 0,1,$$

$$E_0[U] = \int_\Omega (U - \log U) dx,$$

$$E_1[U] = \int_\Omega (U \log U - 1) dx.$$  

Above, $\Omega = B^d = \{|x| < 1\}$ is the unit ball in $\mathbb{R}^d$, $c \geq 0$ is a constant independent of the solution $U$, and $Q_\alpha$ is a nonnegative functional containing higher-order derivatives of $U$. We call $E_\alpha$ an entropy if (1.4) holds with some suitable choice of $Q_\alpha$ and $c \geq 0$ for arbitrary solutions $U(t)$ of the evolution equation under consideration. The estimate (1.4) is referred to as an entropy production inequality, and $Q_\alpha$ is the corresponding entropy production. Inequalities like (1.4) provide a priori bounds for the evolution; they are necessary first step in proofs for existence of solutions, and they allow one to describe the equilibration behavior of the solutions.

Entropy production inequalities for the evolution equations reviewed above have been extensively studied in the literature. Concerning the thin-film equation, with no-flux and homogeneous Neumann boundary conditions, it has been shown in [3, 7] that $E_\alpha$ is an entropy if $3/2 \leq \alpha + \beta \leq 3$. The same result holds for periodic boundary conditions [11]. This bound turns out to be sharp, at least in the one-dimensional case [17]. Moreover, the entropy production $Q_\alpha$ in (1.4) can be made explicit: a valid choice is $Q_\alpha[U] = \int_\Omega |(U^{(\alpha+\beta)/2})_{xx}|^2 dx$ with a suitable $c > 0$ if $3/2 < \alpha + \beta < 3$; see [11].

Let $U$ be a smooth solution to the DLSS Equation (1.2) with periodic boundary conditions. Then (1.4) holds with

$$c = \frac{2p(\alpha)}{\alpha^2(p(\alpha) - p(0))},$$

(1.6)

where $p(\alpha) = -\alpha^2 + 2\alpha(d+1)/(d+2) - (d-1)^2/(d+2)^2$, and $Q_\alpha[U] = \int_\Omega (\Delta U^{\alpha/2})^2 dx$ for all $0 < \alpha < 2(d+1)/(d+2)$ [12]. In the one-dimensional case, this estimate holds true for a larger range of values for $\alpha$, with $c = 2/\alpha^2$ for $0 < \alpha < 4/3$ and $c = 8(3 - 2\alpha)/\alpha^3$ for $4/3 < \alpha < 3/2$.

Entropy estimates for the sixth-order quantum diffusion model (1.3) with periodic boundary conditions are available only in one space dimension. In fact, it has been shown in [13] that $E_3$ is an entropy and (1.4) holds for some $c > 0$ and with $Q_\alpha[U] = \int_\Omega ((\sqrt{U})_{xxx}^2 + (\sqrt{U})_{x}^2) dx$.

To our knowledge, no entropy production inequalities (1.4) are available for the DLSS equation with no-flux and Neumann boundary conditions\(^1\) and for the sixth-order equation with $\alpha \neq 1$. In this paper, we will prove such results for radially symmetric solutions.

---

\(^1\)In one spatial dimension, calculations related to entropy production estimates typically carry over from one “reasonable” boundary condition to another (e.g. from periodic to no-flux or Neumann conditions). In dimensions $d \geq 2$, this is no longer true since the boundary terms resulting from integration by parts have a more complicated structure.
The advantage of considering radially symmetric solutions $U(t;x) = u(t;|x|)$ — in comparison to solutions of the full multidimensional problem — is that the reduced function $u(t;r)$ satisfies an evolution equation with only one spatial variable $r > 0$. Still, the proof of entropy production inequalities (1.4) is substantially more difficult than in the genuinely one-dimensional situation considered before [11]. The reason is that the variable $r$ appears explicitly in the evolution equation. On the algebraic level, this adds one polynomial variable.

In the following we summarize our main results. Below, $\Omega = B^d \subset \mathbb{R}^d$ denotes the $d$-dimensional unit ball, and $\nu$ is the exterior unit normal vector to $\partial \Omega$.

**Theorem 1.1 (Thin-film equation).** Let $U$ be a radially symmetric smooth and positive solution to the thin-film equation with homogeneous Neumann and no-flux boundary conditions:

$$
\begin{align*}
\partial_t U + \text{div}(U^\beta \nabla \Delta U) &= 0 \quad \text{in } \Omega, \text{ for } t > 0, \\
\nabla U \cdot \nu = U^\beta \nabla \Delta U \cdot \nu &= 0 \quad \text{on } \partial \Omega, \text{ for } t > 0.
\end{align*}
$$

Then the functionals $E_\alpha$, defined in (1.5), are entropies provided that $3/2 \leq \alpha + \beta \leq 3$. In this case, the entropy production inequality (1.4) holds with

$$c = \frac{16}{(\alpha + \beta)^4} (3 - \alpha - \beta)(2(\alpha + \beta) - 3) \quad \text{and} \quad Q_\alpha[U] = \int_\Omega (\Delta U^{(\alpha + \beta)/2})^2 \, dx.
$$

The facts that $E_\alpha$ is a Lyapunov functional for $3/2 \leq \alpha \leq 3$ and that $Q_\alpha[U]$ is an entropy production, for some unspecified constant $c$, are well known [7]. The explicit dependence of the constant $c$ on $\alpha$ and $\beta$ is new. This dependence is illustrated in Figure 1.1.

![Fig. 1.1. Thin-film equation: Values of $c$ as a function of $\alpha + \beta$.](image_url)

**Theorem 1.2 (DLSS equation).** Let $U$ be a radially symmetric smooth positive solution to the DLSS equation with homogeneous Neumann and no-flux boundary conditions:

$$
\begin{align*}
\partial_t U + \text{div} \left( U \nabla \left( \frac{\Delta U}{\sqrt{U}} \right) \right) &= 0 \quad \text{in } \Omega, \text{ for } t > 0, \\
\nabla U \cdot \nu = U \nabla \left( \frac{\Delta U}{\sqrt{U}} \right) \cdot \nu &= 0 \quad \text{on } \partial \Omega, \text{ for } t > 0.
\end{align*}
$$
Then the functionals \( E_\alpha \), defined in (1.5), are entropies if

\[
\begin{align*}
&d = 1, 2, 3, \text{ or } 4, \quad \frac{(\sqrt{d}-1)^2}{d+2} \leq \alpha \leq \frac{3}{2}, \\
&d = 5, 6, \text{ or } 7, \quad \frac{(\sqrt{d}-1)^2}{d+2} \leq \alpha \leq \frac{(\sqrt{d}+1)^2}{d+2}, \\
&d \geq 8 \quad \frac{d-4}{2(d-2)} \leq \alpha \leq \frac{(\sqrt{d}+1)^2}{d+2},
\end{align*}
\]

and the entropy production inequality (1.4) holds with \( Q_\alpha[U] = \int_\Omega (\Delta U^{\alpha/2})^2 dx \) and

\[
\begin{align*}
d = 1, 2, 3: \quad c &= \left\{ \begin{align*}
&\frac{2p(\alpha)}{\alpha^2(p(\alpha)-p(0))} \\
&\frac{8(3-2\alpha)}{\alpha^3}
\end{align*} \right. \\
&\quad \text{for } \frac{(\sqrt{d}-1)^2}{d+2} \leq \alpha \leq \frac{5d+7}{3d+6} \\
&\quad \text{for } \frac{5d+7}{3d+6} \leq \alpha \leq \frac{3}{2},
\end{align*}
\]

\[
\begin{align*}
d = 4, 5, 6, 7: \quad c &= \left\{ \begin{align*}
&\frac{2p(\alpha)}{\alpha^2(p(\alpha)-p(0))} \\
&\frac{16(d-2)\alpha-8(d-4)}{d^2\alpha^3}
\end{align*} \right. \\
&\quad \text{for } \frac{(\sqrt{d}-1)^2}{d+2} \leq \alpha < \frac{(\sqrt{d}+1)^2}{d+2},
\end{align*}
\]

\[
\begin{align*}
d \geq 8: \quad c &= \left\{ \begin{align*}
&\frac{2p(\alpha)}{\alpha^2(p(\alpha)-p(0))} \\
&\frac{16(d-2)\alpha-8(d-4)}{d^2\alpha^3}
\end{align*} \right. \\
&\quad \text{for } \frac{d-4}{2(d-2)} \leq \alpha \leq \frac{d^2-5d-8}{d^2-2d-8},
\end{align*}
\]

where \( p(\alpha) = -\alpha^2 + 2\alpha(d+1)/(d+2) - (d-1)^2/(d+2)^2 \).

The dependence of \( c \) on \( \alpha \) is illustrated in Figure 1.2 for various dimensions \( d \). The values for \( c \) for \( d = 4, 5, 6, 7 \) are the same as those derived in [12]. We are able to improve the results from [12] in the radially symmetric case for space dimensions \( d = 2, 3 \) and \( d \geq 8 \), see Figure 1.3. Our main contribution is that the range of parameters \( \alpha \) leading to entropies is larger than in [12].

It is known from [11] that the bounds \( 0 \leq \alpha \leq 3/2 \) are optimal if \( d = 1 \). We prove in Section 5 that in dimension \( d = 2 \), no entropies exist for \( \alpha \leq 0 \), and that the lower bound \( \alpha = (d-4)/(2d-4) \) is optimal for \( d \geq 8 \).

![Fig. 1.2. DLSS equation: Values of c as a function of d and α.](image-url)
Theorem 1.3 (Sixth-order quantum diffusion equation). Let $U$ be a radially symmetric smooth and positive solution to the sixth-order quantum diffusion equation:

\[
\begin{aligned}
\partial_t U - \div \left( U \nabla \sum_{j,k=1}^d \left( \frac{1}{2} (\partial^2_{jk} \log U)^2 + \frac{1}{U} \partial^2_{jk} (U \partial^2_{jk} \log U) \right) \right) &= 0 \quad \text{in } \Omega, \text{ for } t > 0, \\
\nabla U \cdot \nu = U \nabla \left( \Delta \sqrt{U \sqrt{U}} \right) \cdot \nu &= 0 \quad \text{on } \partial \Omega.
\end{aligned}
\]

Then the functionals $E_\alpha$, defined in (1.5), are entropies if

- $d = 1$ and $0.1927 \ldots \leq \alpha \leq 1.1572 \ldots,$
- $d = 2$ and $0.2827 \ldots \leq \alpha \leq 1.0982 \ldots,$
- $d = 3$ and $0.3470 \ldots \leq \alpha \leq 1.0517 \ldots,$
- $d = 4$ and $0.3968 \ldots \leq \alpha \leq 1.0123 \ldots,$
- $d = 5$ and $0.4380 \ldots \leq \alpha \leq 0.9775 \ldots.$

Moreover, in dimensions $d = 1, \ldots, 4$ and for $\alpha = 1$, the entropy production inequality (1.4) holds for some $c > 0$ if one chooses

\[
Q_1[U] = \int_{\Omega} (|\nabla \Delta \sqrt{U}|^2 + |\nabla \sqrt{U}|^6) \, dx. \quad (1.7)
\]

The bounds for $\alpha$ are roots of certain polynomials and can be determined only numerically; see Figure 1.4. The Lyapunov property of $E_\alpha$ for $\alpha = 1$ and $d = 1$ is proved in [13]. The proof of this property for $\alpha \neq 1$ and $d > 1$ as well as the entropy production inequality are new. Interestingly, it seems that the logarithmic functional $E_1$ is no longer a Lyapunov functional for the sixth-order equation in (the unphysical) space dimensions higher than 4. We remark that in dimension $d = 2$, the results from Section 5 show that there are no entropies if $\alpha > 4/3$.

The paper is organized as follows. The algebraic formalism is developed in Section 2. Section 3.2 is devoted to the proof of two auxiliary results about quadratic polynomials. The proofs for Theorems 1.1 to 1.3 are given in Section 4. In Section
5, a sufficient condition is provided under which \( E_\alpha \) is not an entropy. Finally, the derivation of the quantum diffusion Equation (1.3) from the Wigner-BGK model is outlined in Appendix A and a Mathematica notebook used in the proof of Theorem 1.3 is given in Appendix B.

2. Decision problem and shift polynomials

In this section, we establish the connection between the analytical problem of proving entropy production inequalities (1.4) and an algebraic problem about the non-negativity of certain polynomials. This correspondence — which is summarized in Lemma 2.1 below — constitutes an extension of the ideas previously developed for entropy estimates in one spatial dimension by the last two authors [11]; see also [17] for an alternative approach. The proof of the main theorems are then obtained by solution of the associated algebraic problems.

2.1. Formulation as a decision problem. To start with, we need to introduce some notation. First, observe that \( U : \overline{\Omega} \to \mathbb{R}_+ \) is a smooth and positive radially symmetric function if and only if there exists some \( u \in U := \{ u \in C^\infty([0,1];\mathbb{R}_+) \mid \partial_r^m u(r) = 0 \text{ for all odd } m \in \mathbb{N} \} \) such that \( U(x) = u(r) \) with \( r = |x| \) for all \( x \in \Omega = B^d \). We shall refer to \( u \) as the (radial) reduction of \( U \), and to \( U \) as the (radially symmetric) extension of \( u \).

Throughout this article, \( \eta \) and \( \xi_1, \xi_2, \ldots \) denote real variables. For \( k \in \mathbb{N} \), let \( \Sigma_k \) be the linear span of all monomials \( \eta^s \xi_1^{p_1} \cdots \xi_k^{p_k} \) satisfying \( s + 1 \cdot p_1 + \cdots + k \cdot p_k = k \). Alternatively, one can define \( \Sigma_k \) as the set of polynomials \( P \) in \( (\eta, \xi_1, \ldots, \xi_k) \) with the homogeneity property

\[
P(\lambda \eta, \lambda \xi_1, \lambda^2 \xi_2, \ldots, \lambda^k \xi_k) = \lambda^k P(\eta, \xi_1, \xi_2, \ldots, \xi_k)
\]

for all \( \lambda \in \mathbb{R} \). To any \( P \in \Sigma_k \), we associate a non-linear differential operator \( D_P \) of order less or equal to \( k \) by

\[
D_P[u, r] = P \left( \frac{1}{r}, \frac{\partial_r u}{u}(r), \ldots, \frac{\partial_r^{k-1} u}{u}(r) \right)
\]

acting on functions \( u \in U \).
The key point behind this formalism is that the reductions \( u(t;r) \) of radially symmetric solutions \( U(t;x) \) to the evolution equations under consideration satisfy equations of the form

\[
\partial_t u + r^{-(d-1)} \partial_r \left( r^{d-1} u^{\beta+1} D_P[u,r] \right) = 0, \quad t > 0,
\]

(2.2)

where \( \beta \in \mathbb{R} \) is a parameter, \( P \in \Sigma_{K-1} \), and \( K \) is the order of the equation.

**Example 2.1.** Recall the representation of the gradient, divergence and Laplacian in radial coordinates: If \( W(x) = w(r) \) is a radially symmetric function on \( \Omega = B^d \), and \( e_r = x/r \) is the unit vector in radial direction, then

\[
\nabla_x W(x) = w_r(r)e_r, \quad \text{div}_x(W(x)e_r) = w_r(r) + \frac{d-1}{r}w(r) = r^{-(d-1)} \partial_r \left( r^{d-1}w(r) \right),
\]

and, in combination,

\[
\Delta_x W(x) = w_{rr}(r) + \frac{d-1}{r}w_r(r) =: \Delta_r w(r).
\]

For our examples, this leads to the following:

(A) A radially symmetric solution \( U(t;x) = u(t;r) \) to the thin-film Equation (1.1) satisfies:

\[
\partial_t U = - \text{div}_x(U^{\beta} \nabla_x \Delta_x U) = - \text{div}_x \left[ u^{\beta+1} \left( \frac{u_{rrr}}{u} + \frac{d-1}{r} \left( \frac{u_{rr}}{u} - \frac{u_r}{ru} \right) \right) e_r \right].
\]

This equation is of the form (2.2), with

\[
P(\eta,\xi) = \xi_3 + (d-1)(\eta \xi_2 - \eta^2 \xi_1).
\]

(B) A radially symmetric solution to the DLSS Equation (1.2) satisfies:

\[
\partial_t U = - \text{div}_x \left[ U \nabla_x \left( \frac{\Delta_x \sqrt{U}}{\sqrt{U}} \right) \right]
= - \text{div}_x \left[ u \partial_r \left( \frac{\sqrt{u}_{rr}}{\sqrt{u}} + \frac{d-1}{r} \left( \sqrt{u}_r \right) \right) e_r \right]
= - \text{div}_x \left[ u \left( \frac{1}{2} \frac{u_{rrr}}{u} - \frac{u_{rr}}{u} \frac{u_r}{u} + \frac{1}{2} \frac{u_r^3}{u^3} + \frac{d-1}{2r} \left( \frac{u_{rr}}{u} - \frac{u_r^2}{u^2} - \frac{u_r}{ru} \right) \right) e_r \right].
\]

Also this equation is of the form (2.2), with \( \beta = 0 \) and

\[
P(\eta,\xi) = \frac{1}{2} \left( \xi_3 - 2\xi_2 \xi_1 + \xi_1^3 + (d-1)(\eta \xi_2 - \eta^2 \xi_1) \right).
\]

(C) If \( U(t;x) = u(t;r) \) is a radially symmetric solution to the sixth order Equation (1.3), then tedious but straightforward computations show that \( \partial_t U = \)
\[
\text{div}_x(uG(u)e_r),\text{ where}
\]
\[
G(u) = -\frac{6}{u^5} + \frac{18}{u^3} \frac{u_{rr}}{u} - \frac{11}{u^2} \frac{u_{rr}^2}{u} - \frac{8}{u^2} \frac{u_{rrrr}}{u} + 3 \frac{u_{rrrrr}}{u}
\]
\[
+ \frac{5}{u} \frac{u_{rrrrr}}{u}
\]
\[
- (d-1) \left( \frac{1}{r} \left( -6 \frac{u^4}{u^4} + (2d-7) \frac{1}{r} \frac{u^3}{u^3} + 14 \frac{u^2}{u^2} \frac{u_{rr}}{u} + (3d-8) \frac{1}{r^2} \frac{u^2}{u^2} - 4 \frac{u_{rr}}{u^2} \right) - 3(d-4) \frac{1}{r} \frac{u_{rr}}{u} - 6 \frac{u_{rr}}{u} \frac{u_{rr}}{u} + 3(d-3) \frac{1}{r^3} \frac{u_{rr}}{u} - 3(d-3) \frac{1}{r^2} \frac{u_{rr}}{u}
\]
\[
+ (d-5) \frac{1}{r} \frac{u_{rrrrr}}{u} + 2 \frac{u_{rrrrr}}{u} \right).
\]

In principle, one can easily deduce the correct choice of \(P\) from here.

Equation (2.2) is supplemented by initial conditions at \(t = 0\),
\[
u(0,r) = u_0(r).
\]

(2.3)

For the fourth order equations (\(K = 4\)), homogeneous Neumann and no-flux boundary conditions are assumed,
\[
u_r(r) = 0, \quad r^{d-1} D_P[u,r] = 0 \quad \text{at } r = 0 \text{ and } r = 1.
\]

(2.4)

Additional boundary conditions will be specified for the sixth order Equation (1.3), when \(K = 6\).

Notice that the Neumann condition at \(r = 0\) is already implied by \(u \in \mathcal{U}\). On the other hand, the no-flux condition at \(r = 0\) is in general not trivially satisfied since \(D_P[u,r]\) might contain terms with negative powers of \(r\). More precisely, the condition is that
\[
\lim_{r \downarrow 0} \left( r^{d-1} D_P[u,r] \right) = 0.
\]

In terms of the radially symmetric extension \(U(t,x) = u(t;r)\), the homogeneous Neumann and no-flux boundary conditions (2.4) for an equation of the form \(\partial_t U = \text{div}_x(U^{\beta+1}G(U))\) correspond to
\[
\nu \cdot \nabla U(t;x) = 0, \quad \nu \cdot U^{\beta+1}G(U) = 0 \quad \text{for all } x \in \partial \Omega \text{ and } t > 0,
\]
with \(\nu = e_r\) denoting the outer normal vector at the boundary of the unit sphere.

For radially symmetric solutions \(U(t;x) = u(t;r)\), the entropy functionals in (1.5) become
\[
E_\alpha[U(t)] = \frac{\omega_d}{\alpha(\alpha-1)} \int_0^1 u(t;r)^\alpha r^{d-1} dr,
\]
where \(\omega_d\) is the surface of the unit sphere in \(\mathbb{R}^d\). For the time derivative along (2.2), one calculates
\[
\frac{d}{dt} E_\alpha[U(t)] = \frac{\omega_d}{\alpha-1} \int_0^1 u(t;r)^{\alpha-1} \partial_t u(t;r) r^{d-1} dr
\]
\[
= -\omega_d \int_0^1 u^{\alpha+\beta} \left( - \frac{\partial_r u}{u} \right) P \left( \frac{1}{r}, \frac{\partial_r u}{u}, \ldots, \frac{\partial_r^{K-1} u}{u} \right) r^{d-1} dr,
\]
(2.5)
where the no-flux boundary conditions in (2.4) have been taken into account. The integrand in (2.5) is again of polynomial structure: defining \(S_0 \in \Sigma_K\) by
\[
S_0(\eta, \xi) = -\xi_1 P(\eta, \xi_1, \ldots, \xi_{K-1}),
\]
one can write
\[
\frac{d}{dt} E_\alpha[U(t)] = -\omega_d I_0[u(t)] \quad \text{with} \quad I_0[u(t)] := \int_0^1 u(t;r)^{\alpha+\beta} D_{S_0}[u(t),r] r^{d-1}dr. \tag{2.6}
\]
Following [11], we call \(S_0\) the canonical symbol that characterizes the dissipation of \(E_\alpha\) by (2.2).

Recall that the primary goal is to identify — for a given equation of the form (2.2) — those entropies \(E_\alpha\) which are monotone in time along all smooth radially symmetric solutions. Thus, we wish to determine values \(\alpha \in \mathbb{R}\) such that the corresponding functional \(I_0\) in (2.6) is nonnegative on \(\mathcal{U}\). To prove nonnegativity, we apply integration by parts to the integral expression for \(I_0\) in a systematic way that we explain now.

Let \(\gamma \in \mathbb{R}\) and a polynomial \(R \in \Sigma_{K-1}\) be given. Introduce the divergence \(T = \delta_\gamma R\) as the unique element \(T \in \Sigma_K\) which satisfies
\[
\partial_r (r^{d-1}u(r)^\gamma D_R[u,r]) = r^{d-1}u(r)^\gamma D_T[u,r]
\]
for all \(u \in \mathcal{U}\). Formally, \(\delta_\gamma : \Sigma_{K-1} \rightarrow \Sigma_K\) is a linear map that acts on monomials \(R(\eta, \xi) = \eta^\xi_{K-1} \ldots \xi_1\) as follows,
\[
\delta_\gamma R(\eta, \xi) = \left[(d-1-s)\eta + (\gamma - p_1 - \cdots - p_{K-1})\xi_1 + p_2 \xi_2 + \cdots + p_{K-1} \frac{\xi_K}{\xi_{K-1}}\right] R(\eta, \xi).
\]  \tag{2.7}

For \(S = S_0 + T\) with \(T = \delta_\gamma R\), where \(\gamma = \alpha + \beta\) and \(R \in \Sigma_{K-1}\), it follows by the fundamental theorem of calculus that
\[
I[u] := \int_0^1 u(r)^{\alpha+\beta} D_S[u,r] r^{d-1}dr = \int_0^1 u(r)^{\alpha+\beta} \left(D_{S_0}[u,r] + D_T[u,r]\right) r^{d-1}dr
\]
\[
= I_0[u] + \left[u(r)^{\alpha+\beta} D_R[u,r] r^{d-1}\right]_{r=0}^{r=1},
\]
Assuming that \(u\) satisfies boundary conditions which imply in particular that
\[
r^{d-1}D_R[u,r] = 0 \quad \text{at} \quad r = 1 \quad \text{and} \quad \text{for} \quad r \downarrow 0, \tag{2.8}
\]
then \(I[u] = I_0[u]\), i.e., the replacement \(S_0 \mapsto S = S_0 + T\) modifies the integrand but does not change the value of the integral. Hence, if there exists an \(R \in \Sigma_{K-1}\) for which \(S = S_0 + \delta_{\alpha+\beta} R\) is a nonnegative polynomial, then it follows that \(I_0[u] = I[u]\) is nonnegative for all \(u \in \mathcal{U}\) that satisfy (2.8). Consequently, if the boundary conditions (2.4) for (2.2) imply (2.8), then \(E_\alpha[U(t)]\) is monotone in time for all smooth radially symmetric solutions.

In practice, it is more convenient to work directly with the polynomials \(T = \delta_\gamma R \in \Sigma_K\) rather than with their pre-images \(R \in \Sigma_{K-1}\). Let \(R_1\) to \(R_m\) be a collection of linearly independent polynomials in \(\Sigma_{K-1}\) for which (2.8) holds; we refer to Section 2.2 below for details on how to select appropriate \(R\)'s. Denote by \(T_1 = \delta_\gamma R_1\) to \(T_m = \delta_\gamma R_m\).
δ, Rm their respective divergences, which can be explicitly calculated using the rule (2.7) above. In analogy to [11], we call them shift polynomials. In conclusion of our discussion, the following is now obvious.

**Lemma 2.1.** If the algebraic decision problem

\[ \exists c_1, \ldots, c_m \in \mathbb{R}: \forall (\eta, \xi) \in \mathbb{R}^{K+1}: (S_0 + c_1 T_1 + \cdots + c_m T_m)(\eta, \xi) \geq 0 \tag{2.9} \]

can be solved affirmatively, then \( E_{\alpha} \) is a Lyapunov functional for (2.2).

Algebraic decision problems of the type (2.9) are solvable in an algorithmic way; this is discussed in Section 3 below. We remark that it would suffice to prove (2.9) for all \( \xi \in \mathbb{R}^K \) and positive \( \eta \in \mathbb{R} \) only, since \( \eta = 1/r > 0 \). However, since both \( S_0 \) and the \( T_j \) satisfy the homogeneity property (2.1) with an even \( K \), their values at \((\eta, \xi)\) and \((−\eta, −\xi)\) agree; thus, (2.9) is true under the restriction \( \eta > 0 \) and only if it is true without this restriction. We prefer to work directly with (2.9).

**2.2. Determination of the shift polynomials.** The next goal is the following. For the boundary conditions at \( \partial \Omega \) as prescribed in Theorems 1.1 to 1.3, we shall compose a list of linearly independent shift polynomials \( T \in \Sigma_K \). Recall that shift polynomials are divergencies \( T = \delta, R \) of polynomials \( R \in \Sigma_{K-1} \) satisfying the relations (2.8). Consequently, the key is to characterize these \( R \) in a systematic way and select, among all of them, those which satisfy (2.8) in all dimensions \( d \geq 1 \) and give rise to “useful” (in a specific sense explained below) shift polynomials.

To begin with, we discuss the case \( K = 4 \) of the DLSS and the thin film equation. First, we use that fact that \( u \in \mathcal{U} \) satisfies homogeneous Neumann boundary conditions,

\[ u_r(0) = u_r(1) = 0. \tag{2.10} \]

We wish to find all polynomials \( R \in \Sigma_{K-1} = \Sigma_3 \) for which (2.8) holds. To this end, observe that

\[ (r^{d-1} D_R[u, r])|_{r=1} = R(1, 0, \frac{u_{rr}(1)}{u(1)}, \ldots). \]

Observe further that \( R(1, 0, \xi_2, \xi_3) = 0 \) for arbitrary \( \xi_2 \) and \( \xi_3 \) if and only if \( R \) can be factored in the form \( R(\eta, \xi_1, \xi_2, \xi_3) = \xi_1 Q(\eta, \xi_1, \xi_2) \) with some \( Q \in \Sigma_2 \). Among polynomials \( R \) of this type, it remains to single out those for which also

\[ \lim_{r \downarrow 0} (r^{d-1} D_R[u, r]) = 0. \tag{2.11} \]

Since \( \Sigma_2 \) is spanned by \( \xi_2, \xi_3, \eta \xi_1, \) and \( \eta^2 \), we need to investigate (2.11) for \( R_1 = \xi_1 \xi_2, R_2 = \xi_1^2, R_3 = \eta \xi_1^2, \) and \( R_4 = \eta^2 \xi_1^2 \) respectively. Since \( R_1 \) and \( R_2 \) are independent of \( \eta \), both satisfy (2.11). Further, by l’Hospital’s rule, and since \( u_r(0) = 0 \) and \( d \geq 1 \),

\[ \lim_{r \downarrow 0} (r^{d-1} D_{R_3}[u, r]) = \lim_{r \downarrow 0} \left( \frac{u_r(r)}{r} \frac{r^{d-1} u_{rr}(r)}{u(r)^2} \right) = \frac{u_r(0) u_{rr}(0)}{u(0)^2} \lim_{r \downarrow 0} r^{d-1} = 0, \]

\[ \lim_{r \downarrow 0} (r^{d-1} D_{R_4}[u, r]) = \lim_{r \downarrow 0} \left( \frac{u_r(r)}{r} \frac{r^{d-2} u_{rr}(r)}{u(r)^2} \right) = \frac{u_{rr}(0)}{u(0)} \lim_{r \downarrow 0} r^{d-2}. \]

The second limit does not vanish in dimensions \( d = 1 \) and \( d = 2 \). Therefore, we shall not use \( R_4 \) for further computations.
According to (2.7), the corresponding shift polynomials are

\[
T_1(\eta, \xi) = \delta_{\alpha + \beta} R_1(\eta, \xi) = (\alpha + \beta - 2)\xi_1^2 \xi_2 + \xi_1 \xi_3 + \xi_2^2 + (d - 1)\eta \xi_1 \xi_2, \\
T_2(\eta, \xi) = \delta_{\alpha + \beta} R_2(\eta, \xi) = (\alpha + \beta - 3)\xi_1^4 + 3\xi_1^2 \xi_2 + (d - 1)\eta \xi_1^3, \\
T_3(\eta, \xi) = \delta_{\alpha + \beta} R_3(\eta, \xi) = (\alpha + \beta - 2)\eta \xi_1^4 + (d - 2)\eta^2 \xi_1^2 + 2\eta \xi_1 \xi_2.
\] (2.12, 2.13, 2.14)

This finishes the discussion of the homogeneous Neumann boundary conditions (2.10) for equations of order \(K = 4\).

Next, we continue to assume \(K = 4\), and we recall that \(u \in \mathcal{U}\) also satisfies no-flux boundary conditions, i.e.,

\[ r^{d-1} D_P[u, r] = 0 \quad \text{at } r = 0 \text{ and } r = 1 \]

with the corresponding polynomials \(P \in \Sigma_3\) given in Example 2.1 (A) and (B). Thus, trivially, \(P\) itself satisfies (2.8), giving rise to the shift polynomial \(T_4 = \delta_{\alpha + \beta} P\). However, it is easily seen that \(T_4\) is of no use for our calculations: The coefficient of \(\xi_4\) in the polynomial \(P\) is positive, so the coefficient of \(\xi_4\) in \(T_4\) is positive as well. Recalling that \(S_0 = -\xi_1 P\) does not contain \(\xi_4\) at all, it follows that \(S = S_0 + c_4 T_4\) diverges to \(-\infty\) as \(\xi_4 \to \pm \infty\) if \(c_4 \leq 0\) (keeping \(\eta, \xi_1, \xi_2\) and \(\xi_3\) fixed). Hence, for \(S = S_0 + c_4 T_4\) to have a definite sign, it is required that \(c_4 = 0\). Consequently, we omit \(T_4\) in the following.

**Remark 2.2.** The argument is not completely conclusive, since there could be another shift polynomial \(T_5 \in \Sigma_4\) for which \(T_4 + T_5\) is non-trivial and does not contain \(\xi_4\). In fact, this cannot happen in the context of radially symmetric solutions, but cancellations of this type do occur when dealing with general multi-dimensional solutions.

We turn to the sixth-order Equation (1.3) and start again with the discussion of homogeneous Neumann boundary conditions (2.10). Arguing as for \(K = 4\) above, it suffices to consider polynomials \(R\) of the form \(R_i(\xi, \eta) = \xi^i Q(\xi, \eta)\) with \(Q \in \Sigma_{K-2} = \Sigma_4\). There are 12 such polynomials, listed in Table 2.1 below.

**Remark 2.3.** Observe that the 5-tuples \((p_1, \ldots, p_5)\) in the table represent precisely the integer partitions of \(5 - s\) with \(p_i \geq 1\). Generally, for a differential operator of order \(K\), one would find \((K - 1)\)-tuples of integer partitions. This indicates the rapid growth of the number of shift polynomials with \(K\).

We investigate the limits (2.11) corresponding to these \(R_i\). For \(R_8 = \eta \xi_1 \xi_3, \ R_9 = \eta^2 \xi_1^3, \ R_{10} = \eta^2 \xi_1 \xi_2, \ R_{11} = \eta^3 \xi_1^2, \) and \(R_{12} = \eta^3 \xi_1,\) respectively, one obtains by l'Hospital's rule (using that \(u_r(0) = u_{rrr}(0) = 0\) for all \(u \in \mathcal{U}\)) that

\[
\lim_{r \downarrow 0} (r^{d-1} D_{R_{i0}}[u, r]) = \lim_{r \downarrow 0} \left( \frac{u_r(r)}{r} \frac{r^{d-1} u_{rrr}(r)}{u(r)^2} \right) = \frac{u_{rr}(0) u_{rrr}(0)}{u(0)^2} \lim_{r \downarrow 0} r^d = 0,
\]
\[
\lim_{r \downarrow 0} (r^{d-1} D_{R_{i0}}[u, r]) = \lim_{r \downarrow 0} \left( \frac{u_r(r)^3}{r^3} \frac{r^d}{u(r)^3} \right) \left( \frac{u_{rrr}(0)}{u(0)} \right)^3 \lim_{r \downarrow 0} r^d = 0,
\]
\[
\lim_{r \downarrow 0} (r^{d-1} D_{R_{i0}}[u, r]) = \lim_{r \downarrow 0} \left( \frac{u_r(r)}{r} \frac{r^{d-2} u_{rrr}(r)}{u(r)^2} \right) = \left( \frac{u_{rr}(0)}{u(0)} \right)^2 \lim_{r \downarrow 0} r^{d-2} = 0,
\]
\[
\lim_{r \downarrow 0} (r^{d-1} D_{R_{i0}}[u, r]) = \lim_{r \downarrow 0} \left( \frac{u_r(r)^2}{r^2} \frac{r^{d-2}}{u(r)^2} \right) = \left( \frac{u_{rr}(0)}{u(0)} \right)^2 \lim_{r \downarrow 0} r^{d-2} = 0,
\]
\[
\lim_{r \downarrow 0} (r^{d-1} D_{R_{i0}}[u, r]) = \lim_{r \downarrow 0} \left( \frac{u_r(r)^2}{r^2} \frac{r^{d-4}}{u(r)^2} \right) = \frac{u_{rr}(0) u_{rrr}(0)}{u(0)^2} \lim_{r \downarrow 0} r^{d-4} = 0.
\]
The limits corresponding to $R_{10}$, $R_{11}$ and $R_{12}$ do not vanish in general in dimensions $d=1$ or $d=2$; we thus shall not use these monomials directly for the derivation of shift polynomials; however, we will employ a suitable linear combination of them below. Omitting the analogous calculation, we remark that (2.11) is also satisfied for $R_6 = \eta \xi_1^4$ and $R_7 = \eta \xi_1^2 \xi_2$ in $d \geq 1$. For all the remaining monomials $R_1$ to $R_5$, property (2.11) holds trivially since these $R_i$ are independent of $\eta$.

Since Equation (1.3) is of sixth order, additional boundary conditions can be imposed. We choose

$$\nabla \left( \sqrt{\frac{\Delta U}{U}} \right) \cdot \nu = 0 \quad \text{on } \partial \Omega.$$

In terms of the reduction $u$, this means that we assume

$$\frac{u_{rrr}(r)}{u(r)} + (d-1) \frac{u_{rr}(r)}{ru(r)} = 0 \quad \text{at } r = 1. \quad (2.15)$$

There are polynomials $R \in \Sigma_5$ for which $r^{d-1} D_R[u,r]$ vanishes for $r \downarrow 0$ and at $r = 1$ because of (2.15), and not on grounds of the homogeneous Neumann conditions alone. In analogy to the case of Neumann boundary data, these polynomials can be written in the form $R(\eta, \xi) = (\xi_3 + (d-1) \xi_2 \eta) Q(\eta, \xi)$ with an appropriate $Q \in \Sigma_2$. There is no need to consider $Q = \xi_3^2$, since then $R$ contains $\xi_1$ as a factor, and this has already been investigated above. It is easily seen that the choice $R = (\xi_3 + (d-1) \eta \xi_2) \eta^2$ does not satisfy (2.8) in dimension $d = 1$. On the other hand, $R_\ast = (\xi_3 + (d-1) \eta \xi_2) \xi_2$ gives

$$\lim_{r \downarrow 0} (r^{d-1} D_{R_\ast}[u,r]) = \lim_{r \downarrow 0} \frac{r^{d-1} u_{rr}(r) u_{rrr}(r)}{u(r)^2} + \left( \frac{u_{rr}(0)}{u(0)} \right)^2 \lim_{r \downarrow 0} r^{d-2}.$$

While the first term vanishes in all dimensions $d \geq 1$, the second diverges for $d = 1$ or is finite but generally nonzero for $d = 2$. However, it can be annihilated by a suitable
linear combination of $R_{10}$ and $R_{11}$. Indeed, replacing $R_{10}$ by

$$R'_{10}(\eta, \xi) := (d - 1)\eta^2 \xi_1 \xi_2 - 2(d - 1)\eta^3 \xi_1^2 + (\xi_3 + (d - 1)\eta \xi_2) \xi_2,$$

it is now easily verified that $R'_{10}$ has the property (2.8). Finally, the shift polynomial arising from the no-flux boundary condition is neglected for the same reason as in the case $K = 4$ above.

In summary, we shall use the following expressions for the definition of the shift polynomials:

$$R_1 = \xi_1^5, \quad R_2 = \xi_1^3 \xi_2, \quad R_3 = \xi_1 \xi_2^2, \quad R_4 = \xi_1^2 \xi_3, \quad R_5 = \xi_1 \xi_4,$$

$$R_6 = \eta \xi_1^4, \quad R_7 = \eta \xi_1^3 \xi_2, \quad R_8 = \eta \xi_1 \xi_3, \quad R_9 = \eta^2 \xi_1^3,$$

$$R_{10}' = \xi_2 \xi_3 + (d - 1)(\eta^2 \xi_1 \xi_2 - 2\eta^3 \xi_1^2 + \eta \xi_2^2).$$

The corresponding shift polynomials read as follows:

$$T_1(\eta, \xi) = (\alpha + \beta - 5)\xi_1^6 + 5\xi_1^4 \xi_2 + (d - 1)\eta \xi_1^3,$$  \hspace{1cm} (2.16)

$$T_2(\eta, \xi) = (\alpha + \beta - 4)\xi_1^5 \xi_2 + 3\xi_1^3 \xi_2^2 + \xi_1^2 \xi_3 + (d - 1)\eta \xi_1^4 \xi_2,$$  \hspace{1cm} (2.17)

$$T_3(\eta, \xi) = (\alpha + \beta - 3)\xi_1^4 \xi_3 + \xi_3^2 + 2\xi_1 \xi_2 \xi_3 + (d - 1)\eta \xi_1 \xi_2,$$  \hspace{1cm} (2.18)

$$T_4(\eta, \xi) = (\alpha + \beta - 2)\xi_1^3 \xi_4 + \xi_5 + \xi_2 \xi_4 + (d - 1)\eta \xi_1 \xi_4,$$  \hspace{1cm} (2.19)

$$T_5(\eta, \xi) = (\alpha + \beta - 1)\xi_1^2 \xi_5 + 4\eta \xi_1 \xi_2 + (d - 2)\eta^2 \xi_1^4,$$  \hspace{1cm} (2.20)

$$T_6(\eta, \xi) = (\alpha + \beta - 3)\eta \xi_1^5 \xi_2 + 2\eta \xi_1 \xi_2^2 + \eta \xi_1 \xi_3 + (d - 2)\eta^2 \xi_1^2 \xi_2,$$  \hspace{1cm} (2.21)

$$T_7(\eta, \xi) = (\alpha + \beta - 2)\eta \xi_1^4 \xi_3 + \eta \xi_2 \xi_3 + \eta \xi_4 + (d - 2)\eta^2 \xi_1 \xi_3,$$  \hspace{1cm} (2.22)

$$T_8(\eta, \xi) = (\alpha + \beta - 1)\eta \xi_1^3 \xi_4 + 3\eta \xi_1 \xi_2 + (d - 3)\eta^2 \xi_1^3,$$  \hspace{1cm} (2.23)

$$T_9(\eta, \xi) = (\alpha + \beta - 3)\eta \xi_1^2 \xi_5 + 3\eta \xi_1 \xi_2^2 + (d - 3)\eta^2 \xi_1^2 \xi_2,$$  \hspace{1cm} (2.24)

$$T_{10}(\eta, \xi) = \xi_2 \xi_4 + \xi_3^2 + (\alpha + \beta - 2)\xi_1 \xi_2 + 3(d - 1)\eta \xi_2 \xi_3 + (d - 1)(\alpha + \beta - 2)\eta \xi_1 \xi_2$$

$$+ (d - 1)\eta^2 \xi_1 \xi_2 + (d - 1)^2 \eta \xi_1 \xi_2 + (d - 1)(\alpha + \beta - 2)\eta \xi_1 \xi_2$$

$$+ (d - 1)(d - 2)\eta \xi_1 \xi_2 - 2(d - 1)(\alpha + \beta - 2)\eta \xi_1 \xi_2 - 2(d - 1)(d - 4)\eta^4 \xi_1^2.$$  \hspace{1cm} (2.25)

3. Solution of the algebraic problem

We discuss the solution of the algebraic problem derived in the previous section and we solve two easy quantifier elimination problems.

3.1. Quantifier elimination and sum of squares. The algebraic problem stated in Lemma 2.1 is of quantifier elimination type: one is given a statement about a polynomial inequality with quantifiers over certain polynomial variables, and one wishes to find an equivalent formula in which all quantified variables are eliminated. Specifically, in (2.9), all variables except $\alpha$ are quantified, and one wants to derive a statement that involves $\alpha$ only. The latter statement provides the range of parameter value $\alpha$ such that $E_\alpha$ is an entropy.

Problems of this kind have been studied extensively in (real) algebraic geometry. In his pioneering work [22], Tarski has proven that a quantified formula for polynomial inequalities can be reduced to a quantifier free formula (for another set of polynomial inequalities) in an algorithmic way. He even proposed such an algorithm, which, however, is rather impractical. Nowadays, a variety of computer algebra tools are available that perform quantifier elimination efficiently. Most of them are based on cylindrical algebraic decomposition (CAD), which was originally introduced by Collins...
and has since then been improved by various authors. Quantifier elimination performed by a computer with such an algorithm is equivalent to a genuine proof (to the extent to which one is willing to accept computer-aided proofs at all).

For the solution of the problems arising in the proofs of Theorems 1.1 to 1.3, we have made use of the command Reduce provided by the computer algebra software Mathematica, which uses an implementation of CAD. For Theorems 1.1 and 1.2, it has a posteriori — i.e., knowing from Mathematica’s result what the solution should be — been possible to write down an explicit proof, choosing suitable values for the variables $c_i$ and applying Lemma 3.1 and 3.2 below. For Theorem 1.3, the effort of giving an explicit proof would have been too large, so instead the output of Mathematica is presented in Appendix B.

A remark on the (im)possible extension of our method to more complicated equations is in order here. The main problem with the CAD-based algorithms is that their complexity grows doubly exponentially in the number of polynomial variables (novel algorithms with single exponential complexity, see e.g., [5], are not yet implemented). This limits the type of problems that can be dealt with in practice. The calculations involved in the computer-aided proof of Theorem 1.3 appear to be already at the edge of feasibility. In fact, the solution with Mathematica was only possible after performing a priori simplifications of the problem. Entropy calculations for PDEs of order $K = 8$ are currently out of reach.

An alternative — more efficient but less rigorous — approach to the solution of the specific decision problem (2.9) is provided by sum-of-squares (SOS) decompositions. Instead of verifying the existence of decision variables $c_1$ to $c_m$ for which the polynomial $S_c := S_0 + c_1 T_1 + \cdots + c_m T_m$ is non-negative for all $(\eta, \xi) \in \mathbb{R}_K^K$, one tries to determine specific values of the $c_i$ such that $S_c$ can be written as the sum of squares of polynomials in $(\eta, \xi)$. The existence of such an SOS decomposition for $S_c$ clearly implies its non-negativity, but it is in general far from being equivalent. The reformulation of (2.9) as an SOS problem allows for its approximate solution by application of efficient numerical optimization tools, also in situations where the complexity for CAD would be far too high.

In contrast to the quantifier elimination algorithms discussed before, the numerical SOS method never delivers a proof of the statement, and its results will in general be sub-optimal due to the non-equivalence of positivity and the existence of a SOS decomposition. However, the SOS approach often reveals invaluable information about the suitable choice of the decision variables $c_i$, and this information can later be used for the simplification in the (rigorous) quantifier elimination. For a priori simplifications in the proof of Theorem 1.3, we have employed the MATLAB tool yalmip [18]; see Remark 4.1.

3.2. Two auxiliary lemmas. In this section, we solve two easy quantifier elimination problems by elementary means. These results will be useful later to perform the proofs for Theorems 1.1 and 1.2 completely explicitly, and to reduce the computational effort for proving Theorem 1.3 with computer aid.

**Lemma 3.1.** Let

$$P(\eta, \xi_1, \xi_2) = a_1 \xi_1^4 + a_2 \xi_1^2 \xi_2 + a_3 \xi_2^2 + a_4 \eta \xi_1^3 + a_5 \eta^2 \xi_1^2 + a_6 \eta \xi_1 \xi_2$$

be a polynomial with real coefficients. Then the quantified formula

$$\forall (\eta, \xi_1, \xi_2) \in \mathbb{R}^3: P(\eta, \xi_1, \xi_2) \geq 0$$

(3.1)
is equivalent to the quantifier free formula

\[ \text{either } a_3 > 0 \text{ and } \]
\[ (4a_3a_5 - a_6^2 > 0 \text{ and } 4a_1a_3a_5 - a_3a_1^2 - a_2a_5^2 - a_1a_6^2 + a_2a_4a_6 \geq 0) \text{ or } \]
\[ (4a_3a_5 - a_6^2 = 2a_3a_1 - a_2a_6 = 0 \text{ and } 4a_3a_1 - a_2^2 \geq 0) \]
\[ \text{or } a_3 = 0 \text{ and } a_2 = a_6 = 0 \text{ and } \]
\[ [(a_5 > 0 \text{ and } 4a_5a_1 - a_4^2 \geq 0) \text{ or } (a_4 = a_5 = 0 \text{ and } a_1 \geq 0)]. \tag{3.2} \]

**Proof.** The polynomial \( P \) is nonnegative on the hyperplane \( \xi_1 = 0 \) if and only if \( a_3 \geq 0 \). For \( \xi_1 \neq 0 \), formula (3.1) is equivalent to the statement that the quadratic polynomial

\[ p(x_1, x_2) = a_1 + a_2x_1 + a_3x_2^2 + a_4x_1 + a_5x_1^2 + a_6x_1x_2 \]

is nonnegative for all real values \( x_1 = \eta/\xi_1 \) and \( x_2 = \xi_2/\xi_1^2 \). For fixed \( x_1^* \in \mathbb{R} \), the quadratic polynomial in \( x_2 \),

\[ p(x_1^*, x_2) = (a_1 + a_4x_1^* + a_5(x_1^*)^2) + (a_2 + a_6x_1^*)x_2 + a_3x_2^2, \]

is nonnegative if and only if

\[ \text{either } a_3 > 0 \text{ and } q_1(x_1^*) := 4a_3(a_1 + a_4x_1^* + a_5(x_1^*)^2) - (a_2 + a_6x_1^*)^2 \geq 0 \]
\[ \text{or } a_3 = 0 \text{ and } q_2(x_1^*) := a_2 + a_6x_1^* = 0 \text{ and } q_3(x_1^*) := a_1 + a_4x_1^* + a_5(x_1^*)^2 \geq 0. \tag{3.3} \]

Therefore, \( p(x_1, x_2) \) is nonnegative if and only if \( q_1(x_1) \geq 0 \) or \( q_2(x_1) = 0 \) and \( q_3(x_1) \geq 0 \) for all \( x_1 \in \mathbb{R} \). The polynomial

\[ q_1(x_1) = 4a_3a_1 - a_2^2 + 2(2a_3a_4 - a_2a_6)x_1 + (4a_3a_5 - a_6^2)x_1^2 \]

is nonnegative if and only if

\[ \text{either } 4a_3a_5 - a_6^2 > 0 \text{ and } (4a_3a_5 - a_6^2)(4a_3a_1 - a_2^2) - (2a_3a_4 - a_2a_6)^2 \geq 0 \]
\[ \text{or } 4a_3a_5 - a_6^2 = 2a_4a_3 - a_2a_6 = 0 \text{ and } 4a_3a_1 - a_2^2 \geq 0. \]

The polynomial \( q_2 \) vanishes on \( \mathbb{R} \) if and only if \( a_2 = a_6 = 0 \), and \( q_3(x_1) = a_1 + a_4x_1 + a_5x_1^2 \) is nonnegative if and only if

\[ \text{either } a_5 > 0 \text{ and } 4a_5a_1 - a_4^2 \geq 0 \]
\[ \text{or } a_4 = a_5 = 0 \text{ and } a_1 \geq 0. \]

Inserting these statements into (3.3) yields (3.2).

**Lemma 3.2.** Let the polynomial \( P(x) = b_0 + b_1x + b_2x^2 \) with \( b_2 \geq 0 \) and real numbers \( z_1 < z_2 \) be given. Then the quantified formula

\[ \exists x \in (z_1, z_2) : P(x) \leq 0 \tag{3.4} \]

is equivalent to the quantifier free expression

\[ \text{either } b_2 > 0 \text{ and } \left[ b_0 + b_1z_1 + b_2z_1^2 < 0 \text{ or } (4b_0b_2 - b_1^2 \leq 0 \text{ and } 2b_2z_1 + b_1 < 0) \right] \]
\[ \text{and } \left[ b_0 + b_1z_2 + b_2z_2^2 < 0 \text{ or } (4b_0b_2 - b_1^2 \leq 0 \text{ and } 2b_2z_2 + b_1 > 0) \right] \]
\[ \text{or } b_2 = 0 \text{ and } \left[ (b_1 > 0 \text{ and } b_0 + b_1z_1 < 0) \text{ or } (b_1 < 0 \text{ and } b_0 + b_1z_2 < 0) \right] \]
\[ \text{or } (b_1 = 0 \text{ and } b_0 \leq 0). \tag{3.5} \]
Proof. First assume that $b_2 > 0$. Then the quadratic polynomial $P$ is nonpositive in some interval if and only if $4b_0b_2 - b_1^2 \leq 0$ and exactly for those $x$ which lie in between the two real roots $x = (\pm \sqrt{b_1^2 - 4b_0b_2} - b_1)/2b_2$. The statement (3.4) is then equivalent to $z_1 < x_+$ and $z_2 > x_-$, which can be rephrased as the first two lines of (3.5). Indeed, if $z_1 + b_1/2b_2 < 0$ then $z_1 < x_+$ is always satisfied, and if $z_1 + b_1/2b_2 \geq 0$ then $z_1 < x_+$ is equivalent to $b_0 + b_1z_1 + b_2z_1^2 < 0$. Notice that this inequality is satisfied only if $4b_0b_2 - b_1^2 \leq 0$.

If $b_2 = 0$, then $P$ is linear. If additionally $b_1 = 0$, (3.4) is equivalent to $b_0 \leq 0$. Therefore, let $b_1 \neq 0$. Then $P$ vanishes at $x_0 = -b_0/b_1$, and (3.4) is equivalent to $z_1 < x_0$ (if $b_1 > 0$) or $z_2 > x_0$ (if $b_1 < 0$). This leads to the last two lines of (3.5). 

4. Proofs of the theorems

4.1. Proof of Theorem 1.1. By Example 2.1 (A) and (2.6), the canonical symbol of (1.1) reads as follows:

\[ S_0(\eta, \xi) = -\xi_1\xi_3 - (d-1)\eta_1\xi_2 + (d-1)\eta^2\xi_1^2. \]

We have to solve the decision problem

\[ \exists c_1, c_2, c_3 \in \mathbb{R}: \forall (\eta, \xi_1, \xi_2, \xi_3) \in \mathbb{R}^4: S(\eta, \xi) = (S_0 + c_1T_1 + c_2T_2 + c_3T_3)(\eta, \xi) \geq 0, \quad (4.1) \]

where the shift polynomials $T_1$, $T_2$, and $T_3$ are given by (2.12)-(2.14).

This problem can be simplified. Indeed, the variable $\xi_3$ appears in $S$ only in the term $\xi_1\xi_3$, and its coefficient $-c_1$ has to vanish; otherwise, $S(\eta, \xi)$ would become negative for $\xi_1 = 1$ and $\xi_3 \to \pm \infty$ if $c_1 \leq 1$. Thus, $c_1 = 1$, and the decision problem reduces to finding $c_2, c_3 \in \mathbb{R}$ such that for all $(\eta, \xi) = (\eta, \xi_1, \xi_2) \in \mathbb{R}^3$,

\[ S(\eta, \xi) = (S_0 + T_1 + c_2T_2 + c_3T_3)(\eta, \xi) = a_1\xi^4_1 + a_2\xi^3_1\xi_2 + a_3\xi^2_2 + a_4\eta_1\xi_2 + a_5\eta^2\xi_1^2 + a_6\eta_1\xi_2 \geq 0, \]

where, setting $\gamma = \alpha + \beta$,

\[ a_1 = (\gamma - 3)c_2, \quad a_2 = \gamma - 2 + 3c_2, \quad a_3 = 1, \quad a_4 = (\gamma - 2)c_2 + (d-1)c_2, \quad a_5 = (d-2)c_3 + d-1, \quad a_6 = 2c_3. \]

In this proof, we perform the quantifier elimination explicitly, without computer aid. By Lemma 3.1, this decision problem is equivalent to either

\[ 0 < 4a_3a_5 - a_6^2 = -4(c_3 + 1)(c_3 - d + 1) := -4C, \quad (4.2) \]

or

\[ 0 \leq q(c_2, c_3) := 4a_1a_3a_5 - a_3a_4^2 - a_2^2a_5 - a_1a_6^2 + a_2a_4a_6 \]

\[ = (9C - (d - 3c_3 - 1)^2)c_2^2 + 2C\gamma c_2 + (\gamma - 2)^2C \quad (4.3) \]

or

\[ 0 = 4a_3a_5 - a_6^2 = -4(c_3 + 1)(c_3 - d + 1), \quad (4.4) \]

\[ 0 = 2a_3a_4 - a_2a_6 = 2c_2(d - 3c_3 - 1), \quad (4.5) \]

\[ 0 \leq 4a_1a_3 - a_2^2 = 4(\gamma - 3)c_2 - (3c_2 + \gamma - 2)^2 \]

\[ = -9\left(c_2 + \frac{\gamma}{9}\right)^2 + \frac{8}{9}(3-\gamma)\left(\gamma - \frac{3}{2}\right). \quad (4.6) \]

First, we solve (4.4)-(4.6). Equation (4.5) yields $c_2 = 0$ or $c_3 = (d-1)/3$. Because of (4.4), the latter case is only possible if $d = 1$. Let $c_2 = 0$. Then (4.6) is fulfilled if and
only if $\gamma = 2$. On the other hand, if $c_3 = (d - 1)/3$ (and hence, $d = 1$), the largest range for $\gamma$ fulfilling (4.6) is obtained by choosing the maximizing value $c_2 = -\gamma/9$. With this choice, (4.6) is fulfilled if and only if $3/2 \leq \gamma \leq 3$. This shows that (4.4)-(4.6) holds for some $c_2$, $c_3 \in \mathbb{R}$ if and only if $d = 1$ and $3/2 \leq \gamma \leq 3$ or if $d > 1$ and $\gamma = 2$.

Next, we solve (4.2)-(4.3). The first inequality implies that $-1 < c_3 < d - 1$. For any fixed $c_3$, the polynomial $q(c_2, c_3)$ is quadratic in $c_2$ with a strictly negative leading coefficient (since $C < 0$ by (4.2)). Thus, there exists $c_2 \in \mathbb{R}$ such that $q(c_2, c_3) \leq 0$ if and only if the discriminant of $q(\cdot, c_3)$ is nonnegative:

$$0 \leq (2C \gamma)^2 - 4(9C - (d - 3c_3 - 1)^2)(\gamma - 2)^2C = 4C\Delta(c_3),$$

where

$$\Delta(c_3) = \gamma^2c_3^2 + 3(\gamma - 2)^2(d - 4 - \gamma^2d)c_3 + (\gamma - 2)^2(d - 1)(d + 8) + \gamma^2 - \gamma^2d.$$ 

Since $C < 0$, the discriminant is nonnegative if and only if the quadratic polynomial $\Delta(c_3)$ is nonpositive for some $-1 < c_3 < d - 1$. By Lemma 3.2, this is the case if either $d = 1$ and $3/2 < \gamma < 3$ or $d > 1$ and $3/2 \leq \gamma \leq 3$. Thus, there exist $c_2 \in \mathbb{R}$, $c_3 \in (1, d - 1)$ such that (4.2)-(4.3) holds if and only if $3/2 \leq \gamma \leq 3$. This shows that $E_\alpha$ are entropies for all $3/2 \leq \alpha + \beta \leq 3$.

We wish to quantify the constant $c > 0$ in the entropy production inequality (1.4) for the choice

$$Q_\alpha[U] = \int_\Omega \left(\Delta U^{\gamma/2}\right)^2 dx = \omega_d \int_0^1 u^2 D_W[u, r] r^{d - 1} dr.$$ 

The symbol $W$ that characterizes $Q_\alpha$ is

$$W(\eta, \xi) = \left(\frac{\gamma}{2}\right)^2 \left(\frac{\gamma}{2} - 1\right)^2 \xi_1^4 + 2 \left(\frac{\gamma}{2}\right)^2 \left(\frac{\gamma}{2} - 1\right) \xi_1^2 \xi_2 + \left(\frac{\gamma}{2}\right)^2 \xi_2^2$$

$$+ 2(d - 1) \left(\frac{\gamma}{2}\right)^2 \left(\frac{\gamma}{2} - 1\right) \eta \xi_3 + (d - 1)^2 \left(\frac{\gamma}{2}\right)^2 \eta \xi_1^2 + 2(d - 1) \left(\frac{\gamma}{2}\right)^2 \eta \xi_1 \xi_2.$$ 

We wish to find the largest $c > 0$ for which there exist $c_2$, $c_3 \in \mathbb{R}$ such that for all $(\eta, \xi) = (\eta, \xi_1, \xi_2) \in \mathbb{R}^3$,

$$S_c(\eta, \xi) = (S - cW)(\eta, \xi) = a_1 \xi_1^4 + a_2 \xi_1^2 \xi_2 + a_3 \xi_2^2 + a_4 \eta \xi_1^3 + a_5 \eta^2 \xi_1^2 + a_6 \eta \xi_1 \xi_2 \geq 0,$$

where

$$a_1 = (\gamma - 3)c_2 - c \left(\frac{\gamma}{2}\right)^2 \left(\frac{\gamma}{2} - 1\right)^2,$$

$$a_2 = \gamma - 2 + 3c_2 - 2c \left(\frac{\gamma}{2}\right)^2 \left(\frac{\gamma}{2} - 1\right),$$

$$a_3 = 1 - c \left(\frac{\gamma}{2}\right)^2,$$

$$a_4 = (\gamma - 2)c_3 + (d - 1)c_2 - 2c(d - 1) \left(\frac{\gamma}{2}\right)^2 \left(\frac{\gamma}{2} - 1\right),$$

$$a_5 = (d - 2)c_3 + d - 1 - c(d - 1)^2 \left(\frac{\gamma}{2}\right)^2,$$

$$a_6 = 2c_3 - 2c(d - 1) \left(\frac{\gamma}{2}\right)^2.$$
We consider the cases $a_3 > 0$ and $a_3 = 0$ separately. First, let $a_3 = 0$, which is equivalent to $c = 4/\gamma^2$. By Lemma 3.1, we find that $a_2 = a_6 = 0$, which gives $c_2 = 0$ and $c_3 = d - 1$. Furthermore, we obtain $a_5 = 0$. Hence, by the same lemma, $a_4 = 0$ and $a_1 = -(\gamma/2 - 1)^2 \geq 0$, implying that $\gamma = 2$. Next, let $a_3 > 0$. By Lemma 3.1, the nonnegativity of $S_c$ for certain values $c$, $c_2$, and $c_3$ is equivalent to either

$$0 < 4a_3a_5 - a_6^2 = -(c_3 - d + 1)(4c_3 - \gamma^2 dc + 4) = -E,$$  \hspace{1cm} (4.7)  \\
$$0 \leq q(c_2, c_3, c) := 4a_1a_3a_5 - a_3a_2^2 - a_2a_5 - a_1a_6^2 + a_2a_4a_6$$  \\
$$= \frac{1}{4-\gamma^2c}(9E - (2d - 2 - 6c_3 + \gamma^2(d - 1))^2)c_2^2 + \frac{E}{2}\gamma c_2 + \frac{E}{4}(\gamma - 2)^2$$  \hspace{1cm} (4.8)

or

$$0 = 4a_3a_5 - a_6^2 = -(c_3 - d + 1)(4c_3 - \gamma^2 cd + 4),$$  \hspace{1cm} (4.9)  \\
$$0 = 2a_3a_4 - a_2a_6 = 2(2d - 2 - 6c_3 + \gamma^2 c(d - 1)),$$  \hspace{1cm} (4.10)  \\
$$0 \leq 4a_1a_3 - a_2^2 = -9c_2^2 + \gamma^2/2(\gamma c - 4) + 1/2(\gamma - 2)^2(\gamma^2 c - 4)$$  \\
$$= -9\left(c_2 - \frac{\gamma}{36}(\gamma^2 c - 4)\right)^2 + \frac{1}{144}(\gamma^2 c - 4)(\gamma^4 c + 32\gamma^2 + 144(1 - \gamma)).$$  \hspace{1cm} (4.11)

First, we solve (4.9)-(4.11). We obtain a maximal value for $c$ by choosing $c_2 = \gamma(\gamma^2 c - 4)/36$. Since $a_3 = 1 - \gamma^2 c/4 > 0$ by assumption, we have $c_2 < 0$. With this choice of $c_2$, condition (4.11) implies that $c \leq 16(2\gamma - 3)(3 - \gamma)/\gamma^4$. Furthermore, by (4.10), $c_3 = (d - 1)(\gamma^2 c + 2)/6$. Condition (4.9) can be satisfied only if $d = 1$.

Next, we consider (4.7)-(4.8). The polynomial $q(\cdot, c_3, c)$ is quadratic in $c_2$ with a negative leading coefficient (since $a_3 > 0$). Hence, there exists $c_2 \in \mathbb{R}$ such that $q(c_2, c_3, c)$ is nonnegative if and only if its discriminant $D(c_3, c) = E\Delta_0(c_3, c)/4$ is nonnegative, where $E < 0$ (by (4.7)) and

$$\Delta_0(c_3, c) = 4\gamma^2 c_3^2 + (8\gamma^2 + 12(\gamma - 2)^2(d - 4) - 4\gamma^2 d - \gamma^4 cd)c_3$$  \\
$$+ 4(\gamma - 2)^2(d - 1)(d + 8) - 4\gamma^2(d + 8)^2 - 4\gamma^2 c(\gamma - 2)(d - 1)^2 - \gamma^4 cd + \gamma^4 cd^2$$

is a quadratic polynomial in $c_3$. Applying Lemma 3.2, we find that

- if $d = 1$ and $\gamma \in \left[\frac{3}{2}, 3\right]$:
  
  $$c < \frac{16}{\gamma}(2\gamma - 3)(3 - \gamma);$$  
- if $d > 1$ and $\gamma \in \left[\frac{3}{2}, 3\right] \setminus \{2\}$:
  
  $$c \leq \frac{16}{\gamma^2}(2\gamma - 3)(3 - \gamma).$$

The case $a_3 = 0$ provides the choice $\gamma = 2$ with $c = 16/\gamma^4 = 1$. This proves the theorem.

### 4.2. Proof of Theorem 1.2.

By Example 2.1 (B), the canonical symbol $S_0$ for entropy dissipation along the DLSS Equation (1.2) is given by

$$S_0(\eta, \xi) = -\frac{1}{2}\xi_1 \xi_3 + \xi_2 \xi_2^2 - \frac{1}{2} \xi_1^4 - \frac{1}{2}(d - 1)\eta \xi_1(\xi_2 - \xi_1^2 - \eta \xi_1).$$

Again, we have to solve the decision problem (4.1). The same argument as in the previous subsection shows that $c_1 = 1$. Thus, we wish to find $c_2$, $c_3 \in \mathbb{R}$ such that for all $(\eta, \xi) = (\eta, \xi_1, \xi_2) \in \mathbb{R}^3$,

$$2S(\eta, \xi) = a_1 \xi_1^4 + a_2 \xi_1^2 \xi_2 + a_3 \xi_2^2 + a_4 \eta \xi_1^3 + a_5 \eta^2 \xi_2^2 + a_6 \eta \xi_1 \xi_2 \geq 0,$$

where
Notice that $C < 0$ if $\alpha < 3/2$ or if $\alpha > 1$ and $\omega > 1$ or if $\alpha > 1$ and $\omega$ is odd. Then, this inequality is satisfied if and only if $0 < \alpha < 3/2$. On the other hand, if $\alpha > 1$, (4.16) can be written as $\alpha^2 - \alpha + 1/4 < 0$, which is satisfied if and only if $\alpha = 1/2$. We have shown that the decision problem is solvable if $\alpha = 0$ or $\alpha = 3/2$ or if $\alpha > 1$ and (4.17) holds.

Next, we solve (4.12)-(4.13). The discriminant $D(c_3)$ of the quadratic polynomial $q(c_3)$ factorizes as $D(c_3) = 4C\Delta(c_3)$, where

$$\Delta(c_3) = \alpha^2 c_3^2 + 2(\alpha^2 - \alpha - 1) c_3 + (d^2 + 6d - 7) \alpha^2 - 2\alpha (d^2 + 4d - 5) + (d - 1)^2.$$ 

Notice that $C < 0$ by (4.12). An application of Lemma 3.2 shows that $D(c_3)$ is non-negative if $d = 1$ and $0 < \alpha < 3/2$, or if $d \in \{2, 3\}$ and $(\sqrt{d} - 1)^2/(d + 2) < \alpha < 3/2$, or if $d \in \{4, 5, 6, 7\}$ and $(\sqrt{d} - 1)^2/(d + 2) < \alpha < (\sqrt{d} + 1)^2/(d + 2)$, or if $d \geq 8$ and $(d - 4)/(2d - 4) \leq \alpha < (\sqrt{d} + 1)^2/(d + 2)$. This proves that $dE_\alpha/dt \leq 0$ if these conditions are satisfied.

The estimates for the entropy production term $\omega_d \int (\Delta, \eta^1)\,e^{d-1}dr$ are obtained by similar arguments as in the previous subsection. We leave the details to the reader.

### 4.3. Proof of Theorem 1.3

The canonical symbol associated to the sixth-order Equation (1.3) can be read off from the representation of its radially symmetric solutions as given in Example 2.1 (C). One finds

\[
S_0(\eta, \xi) = 6\xi_1^6 - 18\xi_1^4\xi_2 + 11\xi_1\xi_2^2 + 8\xi_1^3\xi_3 - 3\xi_1^2\xi_4 - 5\xi_1\xi_2\xi_3 + \xi_1\xi_5 + (d - 1)\left[-6\xi_1^5 + (2d - 7)\eta^1\xi_1^4 + 14\eta^2\xi_1^3\xi_2 + (3d - 8)\eta^3\xi_1^2 - 4\eta^4\xi_1\xi_2^2 - 3(d - 4)\eta^2\xi_1^2\xi_2 - 6\eta^2\xi_1\xi_2^2 + 3(d - 3)\eta^2\xi_1^3\xi_2 + (d - 5)\eta^2\xi_1\xi_3^2 + 2\eta^2\xi_1\xi_4\right].
\]
We have to solve the decision problem
\[
\exists c_1, \ldots, c_{10} \in \mathbb{R} : \forall (\eta, \xi) : S(\eta, \xi) = (S_0 + c_1 T_1 + \cdots + c_{10} T_{10})(\eta, \xi) \geq 0,
\]
where the shift polynomials \( T_i \) are given by (2.16)-(2.25) with \( \beta = 0 \). Again, we can simplify this problem by eliminating the terms whose sign cannot be controlled. We choose \( c_3 = 0 \) to eliminate \( \xi_3^2 \), \( c_5 = -1 \) to eliminate \( \xi_1 \xi_5 \), \( c_8 = -(d-1) \) to eliminate \( \eta \xi_1 \xi_4 \), \( c_4 = \alpha - 2 \) to eliminate \( \xi_2^2 \xi_4 \), and \( c_{10} = 1 \) to eliminate the product \( \xi_2 \xi_4 \) introduced by \( T_5 \). With these choices,
\[
S(\eta, \xi) = (c_1 T_1 + c_2 T_2 + 0 \cdot T_3 + (\alpha - 2) T_4 + (-1) \cdot T_5 + c_6 T_6 + c_7 T_7 - (d-1) T_8 \\
+ c_9 T_9 + 1 \cdot T_{10})(\eta, \xi)
\]
\[
= \left( (\alpha - 5) c_1 + 6 \right) \xi_1^6 + \left( 5 c_1 + (\alpha - 4) c_2 - 18 \right) \xi_1^4 \xi_2 + (3 c_2 + 11) \xi_1^2 \xi_2^2 \\
+ \left( 2 c_7 + (\alpha - 6) (d-1) \right) \eta \xi_1 \xi_2^2 \\
+ \left( (\alpha - 2) (d-1) + 3 c_9 + (d-2) c_7 - 3 (d-1) (d-4) \right) \eta^2 \xi_1^2 \\
+ \left( (\alpha - 3) c_7 - 3 (d-1) \right) \eta^2 \xi_1^2 \xi_3 + (d-1) \xi_2 \xi_3 + (d-1) \eta^2 \xi_2^2 + \xi_3.
\]

The corresponding decision problem contains the four variables \( \eta, \xi_1, \ldots, \xi_3 \) and the five coefficients \( c_1, c_2, c_6, c_7 \) and \( c_9 \). For further simplification, we make a change of variables. Let
\[
\zeta_1 = \frac{\eta}{\xi_1}, \quad \zeta_2 = \frac{\xi_2}{\xi_1}, \quad \zeta_3 = \frac{\xi_3}{\xi_1} - 3 \frac{\eta}{\xi_1} \frac{\xi_2}{\xi_1} \frac{\eta}{\xi_1}.
\]

These definitions are motivated by the observation that for any radially symmetric function \( U(x) = u(r) \), the tensors \( \nabla_x U, \nabla_x^2 U \) and \( \nabla_x^3 U \) of the first, second and third total derivatives take the form
\[
\nabla_x U(x) = u \xi_1 e_r, \\
\nabla_x^2 U(x) = u \xi_1^2 \left( \xi_2 e_r \otimes e_r + \xi_1 1 \right), \\
\nabla_x^3 U(x) = u \xi_1^3 \left( \xi_3 e_r \otimes e_r + \zeta_1 \xi_2 e_r \otimes 1 \right),
\]
where \( (e_r \otimes 1)_{i,j} = \delta_{ij} x_k + \delta_{ik} x_j + \delta_{jk} x_i \). It turns out that \( S \) can be expressed in terms of \( \zeta = (\zeta_1, \zeta_2, \zeta_3) \) only. Furthermore, choosing \( c_7 = -c_9 = (\alpha + 1/2)(d-1) \) — see Remark 4.1 below — some higher-order terms cancel, and we end up with \( S_1(\zeta) = \xi_1^6 S(\eta, \xi) \), which is defined in Appendix B in input line 6 of the Mathematica notebook.

For any fixed \( \zeta_1 \) and \( \zeta_2 \), the polynomial \( S_1(\zeta) \) is quadratic in \( \zeta_3 \), with leading coefficient equal to one. This quadratic polynomial is nonnegative if and only if its discriminant
\[
D(\zeta_1, \zeta_2) = \left( \partial_{\zeta_3} S_1(\zeta_1, \zeta_2, 0) \right)^2 - 4 S_1(\zeta_1, \zeta_2, 0).
\]
is nonpositive. Thus, the nonnegativity of $S_0$ for some coefficients $c_i$ is reduced to the following decision problem:

$$\exists c_1, c_2, c_6 \in \mathbb{R} : \forall \zeta_1, \zeta_2 \in \mathbb{R} : -D(\zeta_1, \zeta_2) \geq 0.$$ 

The discriminant $D(\zeta_1, \zeta_2)$ is again of quadratic type, now in terms of $\zeta_1$ and $\zeta_2$. Thus Lemma 3.1 is applicable and yields several conditions on $c_1$, $c_2$, and $c_6$ for the nonpositivity of $D$. This nonlinear system of equations and inequalities is solved by the computer algebra system \texttt{Mathematica} (see Appendix B for more details). As a result, we obtain, for given dimension $d \geq 1$, conditions on the admissible values of $\alpha$. More precisely, $\alpha$ has to be in between the numbers $\alpha_0(d)$ and $\alpha_1(d)$, and $\alpha_i(d)$ are the positive roots of certain higher-order polynomials which are explicit. Their roots, however, can be calculated only numerically and are given in the statement of the theorem.

The entropy production

$$\omega_d \int_0^1 \left( (\Delta r \sqrt{u})^2 + (\psi^2 u)^{d-1} \right) dr$$

is represented by the symbol

$$W(\eta, \xi) = \frac{1}{4} \left( \xi_3 - \frac{3}{2} \xi_2 \xi_1 + \frac{3}{4} \xi_4^2 + (d-1)(\eta \xi_2 - \frac{1}{2} \eta \xi_2^2 - \eta^2 \xi_1) \right)^2 + \frac{1}{46656} \xi_1^6$$

$$= \frac{\xi_1^6}{64} \left( 4 \xi_3 + (2 \xi_2 - 1)((2d+4) \xi_1 - 3) \right)^2 + \frac{\xi_1^6}{46656} =: \xi_1^6 W_1(\zeta).$$

Setting $\alpha = 1$ in the definition of $S_1(\zeta)$, we obtain the decision problem

$$\exists c_1, c_2, c_6 \in \mathbb{R}, c > 0 : \forall \zeta = (\zeta_1, \zeta_2, \zeta_3) \in \mathbb{R}^3 : S_1(\zeta) - c W_1(\zeta) \geq 0.$$ 

Our solution strategy is the same as before. We observe that $S_1 - c W_1$ is a quadratic polynomial in $\zeta_3$, and we calculate the respective discriminant. The latter turns out to be quadratic in the remaining variables $\zeta_1$ and $\zeta_2$. Omitting the details, we remark that the reduced decision problem for the discriminant is again solvable with the aid of Lemma 3.1 and \texttt{Mathematica}. This results in numerical values for $c > 0$ such that (1.4) holds.

**Remark 4.1.** The \textit{ad hoc} choice of the coefficients $c_7$ and $c_9$ in the proof was originally motivated by the numerical result for the SOS decomposition of $S_1$ obtained with \texttt{yalmip} [18]. There are several reasons to believe that this choice is indeed optimal: First, $c_9 = -c_7$ cancels the coefficient of the indefinite term $\zeta_1^2$, which is obtained after rewriting $S_1$ in terms of $(\zeta_1, \zeta_2, \zeta_3)$. Second, with $c_7 = (\alpha + 1/2)(d - 1)$, the coefficient of the term $\zeta_1 \zeta_2^2$ in the discriminant $D(\zeta_1, \zeta_2)$ vanishes, such that the remaining polynomial becomes quadratic in $\zeta_1$ and $\zeta_2$.

**5. Absence of entropies**

Similarly as in [11, 17], it is possible to prove that certain functionals $E_{\gamma}$ cannot be entropies. Below, we generalize Theorem 19 in [11] to the multidimensional, radially symmetric situation. Specifically, let $\gamma \in \mathbb{R}$ and $S \in \Sigma_K$ be given, and define

$$\mathcal{I}(u) = \int_0^1 u(r)^\gamma D_S[u, r] r^{d-1} dr.$$
Further, define the components of a vector $\tilde{\xi} \in \mathbb{R}^K$ by
\[
\tilde{\xi}_1 = \sigma, \quad \tilde{\xi}_2 = \sigma(\sigma - 1), \ldots, \quad \tilde{\xi}_K = \sigma(\sigma - 1) \cdots (\sigma - K + 1),
\]
where $\sigma = (K - d)/\gamma$. By inserting $(\eta, \xi) = (1, \tilde{\xi})$ into formula (2.7), one easily verifies that all shift polynomials $T_k$ vanish at this particular point. Therefore, the values of any two characteristic symbols $S$ and $S'$ coincide at $(1, \tilde{\xi})$. Hence, if the given $S$ is negative at $(1, \tilde{\xi})$, so is any affine combination $S + c_1 T_1 + \cdots + c_m T_m$. In this case, $\mathbb{I}(u)$ cannot be written as an integral over a pointwise nonnegative expression by the method developed before. This statement can be strengthened as follows.

**Theorem 5.1.** Assume that $S(1, \tilde{\xi}) < 0$. Then there exists a family of functions $u_\varepsilon \in U$ with $u_\varepsilon(r) = 1$ for $r \in [2/3, 1]$ satisfying $\lim_{\varepsilon \to 0} \mathbb{I}(u_\varepsilon) = -\infty$.

The set $U$ is defined on page 359. We remark that, since the functions $u_\varepsilon$ are equal to a positive constant for $r > 2/3$, they satisfy any homogeneous boundary condition that involves derivatives at $r = 1$.

The principal idea for our definition of $u_\varepsilon$ in (5.1) is borrowed from Laugesen’s construction of a “trial function” in one space dimension [17]. Our definition and also the proof of $I(u_\varepsilon) \to -\infty$ are more straightforward, since we work under the assumption of strict homogeneity (2.1); the proof in [17] has been designed for a slightly more general situation. The functions $u_\varepsilon$ are chosen as suitable $\varepsilon$-regularizations of the radially symmetric power function $\tilde{u}(x) = r^\sigma$. A purely formal calculation gives $D_S[r, \tilde{u}] = r^{\sigma-K}S(1, \tilde{\xi})$ and, even more formally, $\mathbb{I}(\tilde{u}) = S(1, \tilde{\xi}) \int_0^1 r^{-1} dr = -\infty$. The rigorous calculations below heavily exploit the marginal singularity of the $r^{-1}$-integral for the estimation of the additional terms that originate from the regularization $\tilde{u} \to u_\varepsilon$; the argument would not work for $\sigma \neq (K - d)/\gamma$.

**Proof.** Let a cut-off function $\phi \in C^\infty(\mathbb{R})$ with $0 \leq \phi \leq 1$ be given that satisfies
\[
\phi(r) = 1 \quad \text{for} \quad r \leq 1/3 \quad \text{and} \quad \phi(r) = 0 \quad \text{for} \quad r \geq 2/3.
\]
Choose $\varepsilon \in (0, 1/2)$ arbitrary and define $u_\varepsilon$ by
\[
u_\varepsilon(r) = \phi(r/\varepsilon)\varepsilon^\sigma + [1 - \phi(r/\varepsilon)]\phi(r)r^\sigma + 1 - \phi(r).
\]
(5.1)

Clearly, $u_\varepsilon$ is positive and of class $C^\infty$. Moreover, notice that $u_\varepsilon(r) = 1$ for $2/3 \leq r \leq 1$ as stated in the theorem. We need to evaluate the integral
\[
\mathbb{I}(u_\varepsilon) = \int_0^1 u_\varepsilon(r)^\gamma D_P[u_\varepsilon, r] r^{d-1} dr.
\]

This is done by splitting the domain $[0, 1]$ into three intervals. To start with, let $r \in [0, 2\varepsilon/3]$. Then $u_\varepsilon(r) = \varepsilon^\sigma \psi(r/\varepsilon)$, where $\psi(\rho) = \phi(\rho) + [1 - \phi(\rho)]\rho^\sigma$, and consequently
\[
\frac{\partial^k u_\varepsilon(r)}{u_\varepsilon(r)} = \varepsilon^{-k} \frac{\partial^k \psi(\rho)}{\psi(\rho)},
\]
with $\rho = r/\varepsilon$. The homogeneity (2.1) of $S \in \Sigma_K$ now implies
\[
D_S[u_\varepsilon, r] = \varepsilon^{-K} D_S[\psi, \rho].
\]

Substitution of $r = \varepsilon \rho$ under the integral leads to
\[
I_1 := \int_0^{2\varepsilon/3} u_\varepsilon(r)^\gamma D_P[u_\varepsilon, r] r^{d-1} dr = \varepsilon^{\sigma\gamma - K + d} \int_0^{2/3} \psi(\rho)^\gamma D_P[\psi, \rho] \rho^{d-1} d\rho.
\]
Since $\psi$ is positive and smooth, and all of its derivatives vanish at $\rho=0$, the last integral is well-defined and finite. In fact, the value of $I_1$ is independent of $\varepsilon$, since $\sigma \gamma = K - d$ by definition of $\sigma$.

Next, let $r \in [2\varepsilon/3, 1/3]$ and notice that $u_\varepsilon(r) = r^\sigma$. It follows that

$$\partial^k_r u_\varepsilon(r) = \sigma (\sigma - 1) \cdots (\sigma - k + 1) r^{\sigma - k} = r^{-k} \xi_k u_\varepsilon(r).$$

Using the homogeneity (2.1) once again, we obtain $D_S[u_\varepsilon, r] = r^{-K} S(1, \xi_1, \ldots, \xi_K)$, and thus

$$I_2 := \int_{2\varepsilon/3}^{1/3} u_\varepsilon(r)^\gamma D_S[u_\varepsilon, r]^d dr$$

$$= S(1, \xi_1, \ldots, \xi_K) \int_{2\varepsilon/3}^{1/3} r^\gamma r^{-d-K} dr$$

$$= S(1, \xi_1, \ldots, \xi_K) \ln[1/(2\varepsilon)].$$

Finally, for $r \in [1/3, 1]$, the function $u_\varepsilon(r)$ is smooth and positive, and does not depend on $\varepsilon > 0$. In other words,

$$I_3 := \int_{1/3}^1 u_\varepsilon(r)^\gamma D_S[u_\varepsilon, r]^d dr$$

is a finite, $\varepsilon$-independent value. In summary, there is some constant $C > 0$ for which

$$I(u_\varepsilon) = I_1 + I_2 + I_3 = C + S(1, \xi_1, \ldots, \xi_K) \ln[1/(2\varepsilon)].$$

This sum converges to $-\infty$ as $\varepsilon \downarrow 0$ since $S(1, \xi_1, \ldots, \xi_K) < 0$ by assumption.

As a corollary, we obtain that $E_\alpha$ cannot be an entropy for the evolution Equation (2.2) if the associated canonical symbol $S_\alpha$ has the property that

$$S_\alpha(1, \sigma, \sigma(\sigma - 1), \ldots, \sigma(\sigma - 1) \cdots (\sigma - K + 1)) < 0$$

for $\sigma = (K - d)/(\alpha + \beta)$. Indeed, we may use the corresponding function $u_\varepsilon$ constructed in the proof of Theorem 5.1 above as an initial condition $u_0$ in (2.3). The functions $u_\varepsilon$ are positive and smooth, and they satisfy the boundary conditions since $u_\varepsilon$ is constant close to the boundary. By classical parabolic theory, there exists a corresponding solution $u_\varepsilon(t)$, at least locally in time, i.e. for $t \in [0, \tau]$, and this solution and its spatial derivatives depend continuously on $t \in [0, \tau]$. Hence,

$$E_\alpha[u_\varepsilon(\tau)] - E_\alpha[u_\varepsilon] = -\omega_d \int_0^\tau \int_0^1 u_\varepsilon(t; r)^\gamma D_{S_\alpha}[u_\varepsilon(t), r]^d dr dt.$$

Choosing $\varepsilon$ and $\tau$ sufficiently small, the double integral on the right-hand side is negative, and one concludes that $E_\alpha[u_\varepsilon(\tau)] > E_\alpha[u_\varepsilon]$.

We apply this result to the fourth- and sixth-order equations introduced in the introduction. It turns out that for the thin-film Equation (1.1), we have $S_\alpha(1, \xi) < 0$ and only if $\alpha + \beta \not\in \{3/2, 3\}$ for $d = 1$, $\alpha + \beta \in (-\infty, 1)$ for $d = 2$, $\alpha + \beta \in (-1, 1/2)$ for $d = 3$, and $\alpha + \beta \in (-d-4/2, (d-4)/(d+2))$ for $d > 4$ (our method does not give any statement for $d = 4$). In one space dimension, we achieve the optimal bounds for $\alpha + \beta$, being in the interval $[3/2, 3]$ (as in [17, 11]). However, we obtain much less information for $d > 1$. 


For the DLSS Equation (1.2), \( S_0(1, \xi) < 0 \) holds if and only if \( \alpha \in [0, 3/2] \) for \( d = 1 \), \( \alpha \in (-\infty, 0) \) for \( d = 2 \), \( \alpha \in (-1/2, 0) \) for \( d = 3 \), and \( \alpha \in (0, (d-4)/(2d-4)) \) for \( d \geq 4 \). We recover the optimal range in the one-dimensional case. Moreover, we see that the lower bound for \( d \geq 8 \) is optimal, at least for nonnegative values for \( \alpha \).

Finally, for the sixth-order Equation (1.3), we have \( S_0(1, \xi) < 0 \) if and only if \( \alpha \in (5/4, 10/3) \) for \( d = 1 \), \( \alpha \in (4/3, \infty) \) for \( d = 2 \), \( \alpha \in [-3(1 - \sqrt{33})/8, -3(1 + \sqrt{33})/8] \) for \( d = 3 \), and \( \alpha \in (-\infty, -1) \) for \( d = 4 \). For higher space dimensions, \( S_0(1, \xi) \geq 0 \) holds for all \( \alpha \in \mathbb{R} \) and we do not obtain any information. In the two-dimensional case, there are no entropies for \( \alpha > 4/3 \), which is not far from the upper bound \( \alpha = 1.0982... \) obtained in Theorem 1.3.

**Appendix A.** In this appendix we give a sketch of the derivation of the sixth-order Equation (1.3). This equation is formally derived from an \( O(\varepsilon^6) \) approximation of the generalized quantum drift-diffusion model of Degond et al. [8], where \( \varepsilon \) is the scaled Planck constant. Without electric field, this model is given by

\[
\partial_t U = \text{div}(U \nabla A),
\]

where the particle density \( U(t; x) \) and the function \( A(t; x) \) are related through the integral

\[
U(t; x) = \frac{1}{(2\pi)^d} \int_{\mathbb{R}^d} \text{Exp} \left( A(t; x) - \frac{|p|^2}{2} \right) dp, \quad x \in \mathbb{R}^d, \ t > 0.
\]

Here, the so-called quantum exponential \( \text{Exp} \) is defined by \( \text{Exp}(a) = W(\text{exp}(W^{-1}(a))) \), where \( a(t; x, p) \) is a function in the phase-space, \( W \) is the Wigner transform, \( W^{-1} \) its inverse and \( \exp \) is the operator exponential. For precise definitions and the derivation of the quantum drift-diffusion model we refer to [8].

The crucial step in the \( O(\varepsilon^6) \) derivation of (A.1) is to determine an \( O(\varepsilon^6) \) approximation of \( \text{Exp}(a) \) with \( a(t; x, p) = A(t; x) - |p|^2/2 \). To this end, we follow the strategy proposed in [8]. Define \( F(z) = \text{Exp}(za) \) and expand \( F(z) \) formally as a series in \( \varepsilon \), i.e., \( F(z) = \sum_{k=0}^\infty \varepsilon^k F_k(z) \). The functions \( F_k(z) \) can be computed by pseudo-differential calculus. For odd indices \( k \), we have \( F_k(z) = 0 \), and for even indices we have to solve the following differential equation:

\[
\frac{d}{dz} F_k(z) = a_0 F_k(z) + a_2 F_{k-2}(z) + \ldots + a_k F_0(z), \quad z > 0,
\]

with the initial condition \( F_k(0) = \delta_{k0} \). The multiplication \( a_n \) is defined for any two smooth functions \( \omega_1 \) and \( \omega_2 \) by (see also (5.19) in [8])

\[
\omega_1 \circ_n \omega_2 = \sum |\alpha|+|\beta|=n \left( i \varepsilon \right)^n \frac{(n!)^{|\beta|}}{|\beta|!} \partial_x^\alpha \partial_p^\beta \omega_1 \partial_x^\beta \partial_p^\alpha \omega_2,
\]

where \( \alpha, \beta \in \mathbb{N}^d \) are multi-indices.

Let \( \nabla^k \) denote the \( k \)-tensor of partial derivatives of order \( k \), i.e.,

\[
(\nabla^k \omega)_{i_1, i_2, \ldots, i_k} = \partial_x^{(i_1, i_2, \ldots, i_k)} \omega, \quad (\nabla^k \omega)_{j_1, j_2, \ldots, j_k} = \partial_p^{(j_1, j_2, \ldots, j_k)} \omega.
\]

**Lemma A.1.**

\[
\omega_1 \circ_n \omega_2 = \frac{\varepsilon^n}{2^n n!} \left( \sum_{k=0}^n (-1)^k \binom{n}{k} (\nabla^k \omega_1 \otimes \nabla^k \omega_2) \right),
\]

where \( \omega_1, \omega_2 \) are functions in the phase-space, and \( \otimes \) denotes the tensor product.
where "\(\otimes\)" denotes the tensor product and "\(\cdot\)" the component-wise inner product.

**Proof.** Let \(k = |\beta| = \beta_1 + \cdots + \beta_d \) for \(\beta \in \mathbb{N}^d\). According to the Schwartz rule, each partial derivative \(\partial_\alpha^p\) appears in \(\nabla_p^k\) on exactly \(k!/\beta!\) positions, where \(\beta! = \beta_1! \cdots \beta_d!\). Analogously, for \(|\alpha| = n - k\), each \(\partial_\alpha^p\) appears at \(\nabla_x^{n-k}\) on \((n-k)!/\alpha!\) positions. Thus, the expression \(\partial_\alpha^p \partial_\beta^p \partial_\gamma^p\) appears in \(\nabla_x^{n-k} \otimes \nabla_p^k\) on \((n-k)!/(\alpha!\beta!)\) positions, and the same number of appearances holds for the expression \(\partial_\alpha^p \partial_\beta^p \partial_\gamma^p\) in \((\nabla_x^{n-k} \otimes \nabla_p^k) : (\nabla_x^{n-k} \otimes \nabla_x^m)\). Using these combinatorial observations, formula (A.3) follows immediately.

The functions \(F_0(z)\) and \(F_2(z)\) have already been calculated in [8]:

\[
F_0(z)(x,p) = e^{za(x,p)},
F_2(z)(x,p) = \frac{1}{8} e^{za(x,p)} \left( z^2 \Delta_x A + \frac{2^3}{3} |\nabla_x A|^2 - \frac{3^3}{3} \nabla_x^2 A : p \otimes p \right).
\]

Thus, it remains to solve

\[
\frac{d}{dz} F_4(z) = a \circ_{0} F_1(z) + a \circ_{2} F_2(z) + a \circ_{4} F_0(z) = a \cdot F_4(z)
\]

with \(F_4(0) = 0\). In the above computations, we have exhaustively used Lemma A.1. By the variation-of-constants formula, we obtain

\[
F_4(1) = \frac{e^a}{384} \left[ \frac{1}{3} |\nabla A|^4 + 2|\nabla A|^2 \Delta A - \frac{2}{3} |\nabla A|^2 (\nabla^2 A : p \otimes p) \\
- \frac{8}{5} (\nabla^2 A : \nabla^2 A : p \otimes p) + \frac{1}{3} (\nabla^2 A : p \otimes p)^2 + ||\nabla^2 A||^2 \\
- 2 \Delta A (\nabla^2 A : p \otimes p) + (\Delta A)^2 + 2 \Delta^2 A + \frac{1}{2} \Delta |\nabla A|^2 \\
- \frac{1}{2} \Delta (\nabla^2 A : p \otimes p) + 3 \nabla A \cdot \Delta A + \frac{4}{5} \nabla A \cdot |\nabla A|^2 \\
- \frac{4}{5} \nabla A \cdot (\nabla^2 A : p \otimes p) + \frac{1}{5} (\nabla^4 A : p \otimes p \otimes p \otimes p) \\
- \frac{1}{4} ((\nabla^4 A : (p \otimes p \otimes I)) + (\nabla^4 A : p \otimes \nabla_p(p \otimes p)) \\
+ (\nabla^4 A : \nabla_p(p \otimes p \otimes p)) + \frac{1}{3} ((\nabla^4 A : \nabla_p(p \otimes I)) \\
+ (\nabla^4 A : \nabla_p^2(p \otimes p))) \right].
\]
This gives us the $O(\varepsilon^6)$ expansion of the quantum exponential.

It remains to represent the density $u$ as a function of $A$. We integrate $F_0$, $F_2$, and $F_4$ with respect to $p \in \mathbb{R}^d$ and employ the formulas

\[
\frac{1}{(2\pi\varepsilon)^d} \int_{\mathbb{R}^d} p_i p_j e^{A - |p|^2/2} dp = \frac{e^A}{(\sqrt{2\pi\varepsilon})^d} \delta_{ij},
\]

\[
\frac{1}{(2\pi\varepsilon)^d} \int_{\mathbb{R}^d} p_i p_j p_k e^{A - |p|^2/2} dp = \frac{e^A}{(\sqrt{2\pi\varepsilon})^d} (\delta_{ir} \delta_{kj} + \delta_{ij} \delta_{rk} + \delta_{kj} \delta_{ir}),
\]

where $\delta_{ij}$ denotes the Kronecker symbol. This gives

\[
U = \frac{1}{(2\pi\varepsilon)^d} \int_{\mathbb{R}^d} (F_0(1) + \varepsilon^2 F_2(1) + \varepsilon^4 F_4(1)) dp + O(\varepsilon^6)
\]

\[
= \frac{e^A}{(\sqrt{2\pi\varepsilon})^d} \left( 1 + \frac{\varepsilon^2}{24} (2\Delta A + |\nabla A|^2) + \frac{\varepsilon^4}{5760} (5|\nabla A|^4 + 20|\nabla A|^2 \Delta A + \|\nabla^2 A\|^2 + 20(\Delta A)^2 + 24\Delta^2 A + \frac{15}{2} \Delta |\nabla A|^2 + 33 A \cdot \nabla \Delta A + 12 \nabla A \cdot \nabla |\nabla A|^2) \right) + O(\varepsilon^6).
\]

To obtain an $\varepsilon$-expansion of $A$ in terms of $U$, we insert the ansatz $A = A_0 + \varepsilon^2 A_2 + \varepsilon^4 A_4 + O(\varepsilon^6)$ in the above expression for $u$. Equating equal powers of $\varepsilon$ yields the system

\[
U = \frac{e^{A_0}}{(\sqrt{2\pi})^d}, \quad 0 = A_2 + \frac{1}{24} (2\Delta A_0 + |\nabla A_0|^2),
\]

\[
0 = A_4 + \frac{1}{2} A_2^2 + \frac{1}{24} A_2 (2\Delta A_0 + |\nabla A_0|^2) + \frac{1}{12} (\Delta A_2 + \nabla A_0 \cdot \nabla A_2)
\]

\[
+ \frac{1}{5760} (5|\nabla A_0|^4 + 20|\nabla A_0|^2 \Delta A_0 + \|\nabla^2 A_0\|^2 + 20(\Delta A_0)^2 + 24\Delta^2 A_0 + \frac{15}{2} \Delta |\nabla A_0|^2 + 33 \nabla A_0 \cdot \nabla \Delta A_0 + 12 \nabla A_0 \cdot \nabla |\nabla A_0|^2).
\]

Therefore,

\[
A_0 = \log U + d \log(\sqrt{2\pi}), \quad A_2 = -\frac{1}{6} \frac{\Delta \sqrt{U}}{\sqrt{U}},
\]

\[
A_4 = \frac{1}{720} \left( 2 \frac{\Delta^2 U}{U} - 3 \frac{\nabla U |U|^2}{U^4} + 4 \nabla^2 U \cdot \nabla U + 4 \frac{\Delta U |\nabla U|^2}{U^2} - 4 \frac{\Delta U}{U} \cdot \nabla U \right)
\]

\[
- 2 \left( \frac{\Delta U}{U} \right)^2 - \frac{\|\nabla^2 U\|^2}{U^2}
\]

\[
= \frac{1}{360} \left( \frac{1}{2} \|\nabla^2 \log U\|^2 + \frac{1}{U} \nabla^2 (U \nabla \log U) \right).
\]

Finally, up to terms of order $O(\varepsilon^6)$, (A.1) becomes

\[
\partial_t U = \Delta U - \frac{\varepsilon^2}{6} \text{div} \left( U \nabla \left( \frac{\Delta \sqrt{U}}{\sqrt{U}} \right) \right)
\]

\[
+ \frac{\varepsilon^4}{360} \text{div} \left( U \nabla \left( \frac{1}{2} \|\nabla^2 \log U\|^2 + \frac{1}{U} \nabla^2 (U \nabla \log U) \right) \right).
\]
The second term on the right-hand side is the fourth-order operator of the DLSS equation. The sixth-order Equation (1.3) is obtained by taking into account only the sixth-order expression and choosing \( e^d = 360 \).

**Appendix B.** The following Mathematica notebook has been used in the computer-aided proof of Theorem 1.3.

**the sixth – order quantum diffusion equation**

**characteristic polynomial**

\[
\begin{align*}
\Delta \{ \mathbf{E}, \mathbf{E}_1, \mathbf{E}_2, \mathbf{E}_3 \} & := ((a - 5) c_1 + 6) \mathbf{C}_1 + (5 c_1 + (a - 4) c_2 - 18) \mathbf{C}_2 + (3 c_2 + 11) \mathbf{C}_3 + (a - 4) c_6 + (d - 1) (c_1 - 16) \mathbf{C}_4 + (a - 3) c_7 + 4 c_6 + (d - 1) (c_2 + 14) \mathbf{C}_5 + ((a - 3) c_9 - 2 (d - 1) (d - 1) (3 d - 8)) \mathbf{C}_6 + (2 c_7 + (a - 6) (d - 1)) \mathbf{C}_7 + \mathbf{C}_8 + (a - 2) (d - 1) + 3 c_9 + (d - 1) \mathbf{C}_9
\end{align*}
\]

\[\text{change of variables}
\]

\[\begin{align*}
\mathbf{E}_1 &= \eta / \mathbf{E}_1, \quad \mathbf{E}_2 = \mathbf{C}_1 \mathbf{E}_1, \quad \mathbf{E}_3 = \mathbf{C}_2 \mathbf{E}_1, \quad \mathbf{E}_4 = \mathbf{C}_3 \mathbf{E}_1, \quad \mathbf{E}_5 = \mathbf{C}_4 \mathbf{E}_1, \\
\mathbf{E}_6 &= \mathbf{C}_5 \mathbf{E}_1, \quad \mathbf{E}_7 = \mathbf{C}_6 \mathbf{E}_1, \quad \mathbf{E}_8 = \mathbf{C}_7 \mathbf{E}_1, \quad \mathbf{E}_9 = \mathbf{C}_8 \mathbf{E}_1
\end{align*}\]

**choice of particular coefficients – integrations by parts**

\[\begin{align*}
c_7 &= (d - 1) \left( \frac{a - 1}{2} \right), \\
c_9 &= -c_7
\end{align*}\]

**characteristic polynomial in new variables**

\[\begin{align*}
\Delta \{ \mathbf{E}_1, \mathbf{E}_2, \mathbf{E}_3 \} & := \\
6 - 5 c_1 a - 12 \mathbf{E}_1 - 4 c_2 \mathbf{E}_1 - 6 \mathbf{E}_1 - 5 c_1 d \mathbf{E}_1 + c_2 a \mathbf{E}_1 + c_6 a \mathbf{C}_1 + 4 c_1 c_2^2 + 4 c_1 c_2 \mathbf{C}_2 + 2 c_1 d \mathbf{E}_1 + 49 c_1 \mathbf{C}_2 + 2 c_1 \mathbf{C}_1 \mathbf{E}_1 + c_2 d \mathbf{C}_2 - 18 \mathbf{E}_2 + 5 c_1 \mathbf{E}_2 - 4 c_2 \mathbf{E}_2 + 2 a \mathbf{C}_2 + 49 c_1 \mathbf{C}_2 + 2 c_2 d \mathbf{E}_2 + 2 a \mathbf{C}_1 \mathbf{E}_1 + c_6 a \mathbf{C}_1 + 4 c_1 c_2^2 + 4 c_1 c_2 + 2 d \mathbf{C}_1 \mathbf{E}_1 + 2 a \mathbf{C}_2 + 2 a \mathbf{E}_2 + 49 c_1 \mathbf{E}_2 + 2 c_1 \mathbf{E}_1 + 2 \mathbf{C}_2 - 2 a \mathbf{C}_1 \mathbf{E}_1
\end{align*}\]

**the discriminant with minus sign**

\[\begin{align*}
\Delta \{ \mathbf{E}_1, \mathbf{E}_2, \mathbf{E}_3 \} & := \\
- 1 - 20 c_1 a - 10 c_1 d \mathbf{E}_1 + 2 a \mathbf{C}_1 + 20 a \mathbf{E}_1 - 4 c_2 a \mathbf{E}_1 - 12 \mathbf{E}_1 - 14 a \mathbf{E}_1 - 2 a \mathbf{C}_1 + 4 \mathbf{C}_1 \mathbf{E}_1 - 23 \mathbf{E}_2 + 16 c_1 \mathbf{E}_2 + 11 c_1 \mathbf{E}_1 - 16 c_1 \mathbf{E}_1 - 4 c_1 d \mathbf{E}_1 - 5 c_2 \mathbf{E}_1 - 30 a \mathbf{E}_1 - 4 c_6 a \mathbf{E}_1 - 20 d \mathbf{C}_1 \mathbf{E}_1 - 2 a \mathbf{C}_2 \mathbf{E}_1 + 13 a \mathbf{C}_1 + 39 c_1^2 + 15 c_1 \mathbf{E}_1
\end{align*}\]

\[\begin{align*}
9 d a \mathbf{E}_1 - 4 c_1 a \mathbf{E}_1 - 2 a \mathbf{E}_1 + 4 \mathbf{E}_1 \mathbf{E}_1 + 8 c_2 \mathbf{E}_1 + 8 c_6 a \mathbf{E}_1 + 4 \mathbf{C}_1 \mathbf{E}_1 + 4 c_6 a \mathbf{C}_1 + 4 \mathbf{C}_1 \mathbf{E}_1 + 4 \mathbf{C}_1 \mathbf{E}_1 + 15 c_1 \mathbf{E}_1
\end{align*}\]
coefficients like in Lemma 3.1

\[
\begin{align*}
\text{reduce} & & \exists a_3 a_5 a_6 \\
\text{evaluate these roots numerically} & & \left| a_3 a_5 - a_6^2 \right| > 0 & | 4 a_3 a_5 - a_6^2 > 0 & 4 a_3 a_5 - a_6^2 > 0 & 4 a_3 a_5 - a_6^2 > 0 & 4 a_3 a_5 - a_6^2 > 0 \right|
\end{align*}
\]
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