MULTISCALE MODELING OF FLUCTUATIONS
IN STOCHASTIC ELLIPTIC PDE MODELS OF NANOSENSORS
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Abstract. In this work, the multiscale problem of modeling fluctuations in boundary layers in stochastic elliptic partial differential equations is solved by homogenization. A homogenized equation for the covariance of the solution of stochastic elliptic PDEs is derived. In addition to the homogenized equation, a rate for the covariance and variance as the cell size tends to zero is given. For the homogenized problem, an existence and uniqueness result and further properties are shown. The multiscale problem stems from the modeling of the electrostatics in nanoscale field-effect sensors, where the fluctuations arise from random charge concentrations in the cells of a boundary layer. Finally, numerical results and a numerical verification are presented.
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1. Introduction

A motivation for the present study of stochastic elliptic PDEs is to provide the quantitative understanding of field-effect nanowire sensors. Elliptic equations, such as the Poisson equation and the linearized Poisson-Boltzmann equation, are the basic equations for the electrostatics of such sensors, and the stochastic equations considered here make it possible to quantify fluctuations and noise in nanostructures. A multiscale problem is inherent in these nanoscale structures and therefore homogenization is used.

To see where the homogenization problem arises, we introduce the physical problem first. Recently, nanoscale field-effect biosensors [30, 31, 33, 36] and gas sensors [22, 25, 29, 34, 37] have been demonstrated experimentally. A schematic diagram of such a sensor structure is shown in figure 1.1. The length scale of the molecules is in the Angstrom or nanometer range, whereas the length of the nanowire is in the micrometer range. This naturally gives rise to a multiscale problem [19, 20], since it is not possible to resolve both the boundary layer and the whole simulation domain using a single numerical grid.

This simulation problem also gives rise to a stochastic problem, since binding and unbinding events (in the case of biosensors), chemical reactions (in the case of gas sensors), and other stochastic processes occur in the boundary layer. Additionally, the movement of the molecules in the boundary layer can be modeled by calculating their electrostatic free energy and by using a Boltzmann distribution [18]. These effects imply that the charge concentrations in the boundary layer should be modeled by random variables.
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Fig. 1.1. Schematic diagram of a typical structure considered in this work. A nanowire field-effect sensor consists of a semiconductor nanowire with two contacts at the left and at the right, a boundary layer split into cells containing random charge distributions due to biomolecules or gas molecules, and a bulk liquid or a gas atmosphere. In a DNA sensor, shown here, the immobilized probe molecules are single-stranded DNA and the target molecules are the complementary strands. After hybridization of the two strands at the sensor surface to form double-stranded DNA, the charge distribution in the biofunctionalized boundary layer is changed and hence it modulates the conductance of the semiconductor transducer. The conductance is measured between the source and drain contacts on the left and on the right.

In previous work, we used deterministic PDE models and solved the multiscale problem for the deterministic Poisson equation \(-\nabla \cdot (A \nabla u) = \rho\) with a boundary layer in [19]. Homogenization made it possible to replace the fast varying charge concentration \(\rho\) in the boundary layer by two interface conditions for the electrostatic potential and field. The interface conditions are essentially determined by the surface-charge density and the dipole-moment density of the boundary layer.

Based on this homogenization result [19], we have shown existence and local uniqueness for a self-consistent model of field-effect sensors [8], we have developed a parallel 3d simulator for field-effect sensors [9], and we have performed realistic simulations in order to elucidate the influence of design parameters and to optimize the devices [10, 11, 12, 13, 28].

In this work, we consider the stochastic Poisson equation

\[-\nabla \cdot (A(x) \nabla u(x, \omega)) = \rho(x, \frac{x}{\epsilon}, \omega)\]

and generalizations thereof [2, 24, 27]. Here \(\omega\) is a random variable and \(\epsilon \ll 1\) is the ratio of the size of a cell in the boundary layer to the size of the simulation domain. The ultimate goal in realistic simulations, when the model equation is a stochastic PDE, is to calculate the ratio

\[\frac{E_u}{\sqrt{\text{var} u}}.\]
where \( u \) is the solution of the stochastic PDE and \( E \) and \( \text{var} \) are the expectation and variance operators with respect to \( \omega \), respectively. This ratio of expectation and standard deviation is a dimensionless quantity and it is often called the signal-to-noise ratio. In engineering applications such as field-effect sensors, the stochastic PDE is the stochastic linearized Poisson-Boltzmann equation and the signal-to-noise is to be maximized [18].

The main result of this work given in Section 3 is a deterministic, homogenized equation for the covariance of \( u \). This equation immediately yields a way to calculate the variance as the diagonal and hence the signal-to-noise ratio. We also obtain a rate for the covariance as \( \epsilon \to 0^+ \) as a corollary. The rate has implications for the design of field-effects sensors, since it allows one to calculate noise levels.

Rigorous analysis for a related problem was presented, e.g. in [5, 6, 7]. Here, the emphasis is on the presence of a boundary layer and the derivation of effective equations.

This paper is organized as follows. In Section 2, the stochastic Poisson-type model equations are introduced. In Section 3, the homogenization problem is defined and solved. The main result is the limiting equation for the covariance after homogenization; a corollary is given and some important properties of the limiting equations are shown. In Section 4, a discretization and numerical results are presented. Finally, Section 5 concludes the paper.

2. The model equations

We consider linear stochastic PDEs of the form

\[
Lu(x, \omega) = \rho(x, \omega)
\]  
(2.1)

on a domain \( U \subset \mathbb{R}^d \), where \( x \) is the spatial variable, \( \omega \) is a random variable defined on the probability space \((\Omega, \Sigma, P)\), \( \rho \) is a given function, \( u \) is the unknown, and \( L \) is a linear differential operator with respect to \( x \). An important special case is the Poisson-Boltzmann equation

\[
-\nabla \cdot (A(x) \nabla u(x)) = \rho_i(x) + \rho_f(x),
\]  
(2.2a)

\[
\rho_f(x) := \sum_{j \in I} z_j c_j(x) q \exp\left(-z_j q(u(x) - \phi_F)/(k_B T)\right),
\]  
(2.2b)

where \( A \) is the permittivity, \( u \) is the electrostatic potential, \( \rho_i \) is the concentration of immobile charges, and \( \rho_f \) is the concentration of free charges according to a Boltzmann distribution. \( I \) is the set of charge species (ions in liquids or electrons and holes in semiconductors), \( z_j \in \mathbb{Z} \) is the valence of species \( j \), \( c_j \) is the bulk concentration of species \( j \), \( q \) is the elementary (proton) charge, \( \phi_F \) is the Fermi level, \( k_B \) is the Boltzmann constant, and \( T \) is the temperature. Here the bulk concentration depends on the position \( x \) meaning that only certain sub-domains are accessible by the free charges. For physical systems such as 1:1 electrolytes (containing one species of cations and one of anions) and positive and negative charge carriers in semiconductors, we set \( I := \{-1, +1\} \) and \( z_j := j \) and we assume \( c_{-1}(x) = c_1(x) =: c(x) \). This yields

\[
\rho_f(x) = \sum_{j \in \{-1, +1\}} j c(x) q \exp\left(-j q(u(x) - \phi_F)/(k_B T)\right) = -2c(x) q \sinh \frac{q(u - \phi_F)}{k_B T}.
\]  
(2.3)

It is well-known that the following result holds for the semilinear Poisson-Boltzmann equation (2.2).
PROPOSITION 2.1 (Poisson-Boltzmann equation). Suppose that the domain \( U \subset \mathbb{R}^d \) is open and bounded, that \( A \) is uniformly elliptic, that \( \kappa \in L^\infty(U, \mathbb{R}^d_+) \), that \( \beta \in \mathbb{R} \) and \( \phi_F \in \mathbb{R} \), and that \( f \in L^\infty(U) \). Then the boundary-value problem

\[
- \nabla \cdot (A \nabla u) + \kappa \sinh(\beta(u - \phi_F)) = f, \quad \text{in } U,
\]

\[
u \cdot \nabla u = 0, \quad \text{on } \partial U_N
\]

has a unique solution \( u \in H^1(U) \cap L^\infty(U) \). Furthermore, if \( f = 0 \) almost everywhere, the estimate

\[
\min \left( \inf_{\partial U_D} u_D, \phi_F \right) \leq u(x) \leq \max \left( \sup_{\partial U_D} u_D, \phi_F \right)
\]

holds for all \( x \in U \).

The Poisson-Boltzmann equation for arbitrary Fermi levels can be linearized as follows. Taylor expansion of (2.3) in \( u \) around a general potential \( \phi_0 \) so that \( u - \phi_0 \ll 1 \) yields

\[
\rho_f(x) = \alpha(x) - \gamma(x)u(x) + O((u - \phi_0)^2),
\]

with

\[
\alpha(x) := 2c(x)q \sinh \frac{q(\phi_F - \phi_0)}{k_B T} + \frac{2c(x)q^2 \phi_0}{k_B T} \cosh \frac{q(\phi_F - \phi_0)}{k_B T}, \tag{2.4a}
\]

\[
\gamma(x) := \frac{2c(x)q^2}{k_B T} \cosh \frac{q(\phi_F - \phi_0)}{k_B T}. \tag{2.4b}
\]

The advantage of this general form is that the expansion point \( \phi_0 \) is not necessarily equal to the Fermi level \( \phi_F \) [18]. Now the choice

\[
Lu(x, \omega) := - \nabla \cdot (A(x) \nabla u(x, \omega)) + \gamma(x)u(x, \omega),
\]

\[
\rho(x, \omega) := \rho_i(x, \omega) + \alpha(x)
\]

(2.5a)

(2.5b)

corresponds to the stochastic linearized Poisson-Boltzmann equation

\[
- \nabla \cdot (A(x) \nabla u(x, \omega)) + \gamma(x)u(x, \omega) = \rho(x, \omega), \quad \text{in } U \times \Omega,
\]

\[
u \cdot \nabla u = u_D, \quad \text{on } \partial U \times \Omega
\]

(2.6a)

(2.6b)

for arbitrary Fermi levels. Much of the following pertains to general linear stochastic PDEs of the form (2.1), while the leading application is equation (2.6). Whenever further assumptions on the operator \( L \) are necessary, they include the physical situation of (2.4) and (2.6).

Regarding the existence and uniqueness of solutions of (2.6), we mention the following result. A weak formulation of (2.6) is to find \( u \in H := H^0_0(U \times \Omega) \), \( H \) being a Hilbert space, so that \( a(u, v) = \langle \rho, v \rangle \) for all \( v \in H \), where \( a \) is the bilinear form

\[
a(u, v) := \int_\Omega \int_U A(x) \nabla u(x, \omega) \cdot \nabla v(x, \omega) + \gamma(x)u(x, \omega)v(x, \omega) dx \, d\rho(\omega)
\]

and \( \rho \in H^{-1} \). Using this weak formulation, it is straightforward to obtain the following proposition using the Lax-Milgram theorem.
Proposition 2.2. Suppose $U$ is an open and bounded subset of $\mathbb{R}^d$ and $(\Omega, \Sigma, P)$ is a probability space with a bounded domain $\Omega$. Suppose further that $A \in L^\infty(U,\mathbb{R}^{d \times d})$ is uniformly elliptic and that $\gamma \in L^\infty(U)$ is nonnegative. Then the boundary-value problem (2.6) has a unique weak solution $u \in H$, which depends continuously on $\rho \in H^{-1}$.

This weak formulation is an extension of the theory of deterministic elliptic equations to random fields with finite variance [1, 2, 3, 4, 17, 23]. Different choices for the Hilbert space $H$ are possible and other theories for stochastic elliptic equations have been developed [15, 16, 21, 24, 26, 35].

In the following, we consider only operators $L$ that do not depend on the random variable $\omega$, i.e., $A$ depends only on position. Regarding the physical aspects of the problem, this means for Poisson-type equations that random fluctuations in the permittivity $A$ are negligible compared to the random fluctuations in the charge distribution $\rho$. This is the case in the field-effect sensors considered here, as they rely on changes in the electrostatic potential (cf. figure 1.1).

3. The multiscale problem and homogenization

In this section, the multiscale problem and the boundary layer are defined first. Then the main result is stated and proved by a homogenization procedure. Finally, important properties of the resulting limiting equation are shown.

3.1. The boundary layer and its fine structure. We choose a Cartesian coordinate system with coordinates $x = (x_1, x_2, x_3)$ and the domain $U$ is the bounded and open subset $U := (-L_1, L_1) \times (0, L_2) \times (0, L_3) \subset \mathbb{R}^3$ (cf. figure 1.1). The boundary layer is located on the positive side of the plane $x_1 = 0$ so that $x_1$ is the direction normal to the surface and $x_2$ and $x_3$ are parallel to the surface. The boundary layer at $x_1 \geq 0$ is characterized by the charge concentration $\rho(x, \omega)$ which exhibits a random and fast varying spatial structure. Since the fine spatial structure cannot be resolved due to computational constraints—especially in view of the stochastic nature of the problem—the goal is to replace the original problem (2.6) by a homogenized problem.

We proceed by dividing the two-dimensional interface at $x_1 = 0$ into periodically repeated two-dimensional cells $C_k$ by defining

$$C_k := C_{(k_2, k_3)} := \lbrack ek_2, \epsilon(k_2 + 1) \rbrack \times \lbrack ek_3, \epsilon(k_3 + 1) \rbrack$$

for $k = (k_2, k_3) \in \mathbb{Z} \times \mathbb{Z}$. The cells $C_k$ are of size $\epsilon^2$ so that they cover the whole interface, i.e.,

$$[0, L_2) \times [0, L_3) \subset \bigcup_{1 \leq k_2 \leq K_2} \bigcup_{1 \leq k_3 \leq K_3} C_k$$

holds with $K_2 := \lfloor L_2 / \epsilon \rfloor$ and $K_3 := \lfloor L_3 / \epsilon \rfloor$. We use multi-indices $k = (k_2, k_3)$ with $k_2 \in \{0, \ldots, K_2 - 1\}$ and $k_3 \in \{0, \ldots, K_3 - 1\}$ for the cells $C_k$, and we denote the total number of cells in the boundary layer by $K := K_2 K_3$ and the index set of the cell indices by $K := \{(0, 0), \ldots, (K_2 - 1, K_3 - 1)\}$ so that $|K| = K$.

Three-dimensional cells are denoted by $[0, L_1) \times C_k$. The positive real number $\epsilon \ll 1$ denotes the ratio of the cell size to the whole simulation domain $U$. We use a homogenization ansatz where we scale the boundary layer by introducing fast variables. We stretch the $x_1$, $x_2$, and $x_3$-coordinates at the interface $x_1 = 0$ by a factor of $1 / \epsilon$ and hence obtain the fast variables $\eta_1 := x_1 / \epsilon$, $\eta_2 := x_2 / \epsilon$, and $\eta_3 := x_3 / \epsilon$ in
contrast to the slow variables $x_1$, $x_2$, and $x_3$. The idea of the multiscale ansatz is to write the charge concentration $\rho^\epsilon$ as a function

$$\rho^\epsilon = \frac{1}{\epsilon^2} \rho \left( \frac{x_1}{\epsilon}, \frac{x_2}{\epsilon}, \frac{x_3}{\epsilon}, x_2, x_3, \omega \right) = \frac{1}{\epsilon^2} \rho(\eta_1, \eta_2, \eta_3, x_2, x_3, \omega)$$

(3.1)

of both the fast and the slow variables. The dependence of $\rho$ on the slow variables $x_2$ and $x_3$ includes slow variations in the boundary layer. Furthermore, the function $\rho$ is quasi-periodic: it is $1$-periodic in its second argument $\eta_2$ and in its third argument $\eta_3$, i.e., the equation

$$\rho(\eta_1, \eta_2, \eta_3, x_2, x_3, \omega) = \rho(\eta_1, \eta_2 + k_2, \eta_3 + k_3, x_2, x_3, \omega) \quad \forall (k_2, k_3) \in \mathbb{Z} \times \mathbb{Z}$$

(3.2)

holds. This is consistent with the definition of the cells $C_k$. Additionally, the charges in the boundary layer are concentrated close to the interface at $x_1 = 0$, i.e.,

$$\lim_{\eta_1 \to \infty} \rho(\eta_1, \eta_2, \eta_3, x_2, x_3) = 0$$

(3.3)

holds.

The significance of the factor $1/\epsilon^2$ in the multiscale ansatz (3.1) is explained after Corollary 3.4 at the end of this section, where an alternative scaling is discussed as well.

We now describe the dependence of the charge concentration $\rho$ on the random variable $\omega$. For each cell $C_k$, there is a random variable $\omega_k$ so that the charge concentration $\rho_k$ of the cell $C_k$ depends on $\omega_k$. In reality, the different states of the random variable $\omega_k$ correspond to the presence of different molecules and to different orientations of the boundary layer. We define the random variable

$$\omega := (\omega_1, \ldots, \omega_K)$$

that includes the states of all cells in the boundary layer. It is assumed that the molecules in each cell do not affect the molecules in the other cells. This assumption is satisfied in realistic structures, since their distance is large enough to ensure full electrostatic screening, and it is well supported by Monte-Carlo simulations [14] and Poisson-Boltzmann simulations [32] of screening. Thus we assume that $\rho_k$ and $\rho_\ell$ are independent for $k \neq \ell$ and hence uncorrelated, i.e.,

$$k \neq \ell \implies \text{cov}(\rho_k(y, .), \rho_\ell(z, .)) = 0 \quad \forall y, z \in U, \forall k, \ell \in \mathcal{K}.$$ 

In other words, $(\rho_1, \ldots, \rho_K)$ is a $K$-dimensional random vector with mutually independent components.

In the following, we will need the definition of a joint moment.

**Definition 3.1 (Joint moment).** Suppose $\alpha$ is a multi-index of dimension $J := \dim \alpha$. The joint moment $M_\alpha$ of the $J$ random variables $X_j$ is defined as

$$M_\alpha(X_1, \ldots, X_J) := E \left( \prod_{j=1}^{J} (X_j - EX_j)^{\alpha_j} \right).$$

The covariance of two random variables $X_1$ and $X_2$ is defined as $\text{cov}(X_1, X_2) := M_{(1, 1)}(X_1, X_2)$. To simplify notation, we write

$$\text{cov}(u)(x, y) := \text{cov}(u(x, .), u(y, .))$$

for the covariance of $u$ evaluated at $x$ and $y \in U$. In the following, we denote centered random variables by $\bar{X}$, i.e., $\bar{X} := X - EX$. 


3.2. The main result and the limiting equations. In order to state the main result, the following assumptions are needed.

ASSUMPTIONS 3.2.
(i) The domain \( U \subset \mathbb{R}^3 \) is open and bounded.
(ii) The function \( \rho \in L^\infty(U) \) satisfies (3.2) and (3.3).
(iii) The functions \( \rho_k \) and \( \rho_\ell \) are uncorrelated for \( k \neq \ell \).
(iv) The linear differential operator \( L \) is independent of \( \epsilon \) and has a sufficiently smooth Green’s function \( G \).

The assumption on the linear operator \( L \) includes the important case of elliptic operators. The following result will be shown formally.

THEOREM 3.3 (Limiting problem for the covariance). Suppose that Assumption 3.2 holds. Then the limiting problem as \( \epsilon \to 0^+ \) for the covariance of the solutions \( u_\epsilon \) of the boundary-value problem

\[
Lu_\epsilon(x, \omega) = \rho(x, \omega), \quad \text{in } U,
\]

\[
u = u_D, \quad \text{on } \partial U
\]

is the boundary-value problem

\[
L_x L_y (\text{cov} u)(y, z) = \delta(y_1, z_1, y_2 - z_2, y_3 - z_3) \bar{R}(y_2, y_3)^2, \quad \text{in } U \times U,
\]

\[
\text{cov} u = 0, \quad \text{on } \partial U \times U,
\]

\[
\text{cov} u = 0, \quad \text{on } U \times \partial U
\]

for \( \text{cov} u \), where \( \bar{R} \) is defined by

\[
R(k, \omega_k) := \int_0^\infty \int_0^1 \int_0^1 \hat{\rho}_k(\eta_1, \eta_2, \eta_3, \omega_k) \, d\eta_3 \eta_2 \eta_1,
\]

\[
\bar{R}(\epsilon k_2, \epsilon k_3) := \left( \int_\Omega R(k, \omega_k)^2 \, dP(\omega_k) \right)^{1/2}.
\]

Note that due to the delta distributions on the right-hand side of (3.5a), the equation is symmetric in \( y \) and \( z \).

Proof. To simplify the calculations, we will use the centered solution \( \tilde{u} \) and the centered right-hand sides \( \tilde{\rho}_k \) and \( \tilde{\rho} \). For the centered quantities, the identities \( E\tilde{u} = 0 \), \( E\tilde{\rho} = 0 \), \( E\tilde{\rho}_k = 0 \), and

\[
\tilde{\rho}(x, \omega) = \sum_{k \in K} \chi_k(x) \tilde{\rho}_k(x, \omega_k)
\]

hold, where \( \chi_k(x) \) is the characteristic function of the cell \( C_k \). We immediately find

\[
L\tilde{u}_\epsilon = \tilde{\rho}_\epsilon.
\]

It is straightforward to show that the equations \( \text{cov} u_\epsilon = \text{cov} \tilde{u}_\epsilon \) and \( \text{var} u_\epsilon = \text{var} \tilde{u}_\epsilon \) hold for the centered covariance and variance.

\( G \) is a Green’s function of \( L \) on \( U \), i.e.,

\[
LG(x, y) = \delta(x - y) \quad \forall x, y \in U
\]
hholds. Note that $L$ and therefore $G$ is independent of $\epsilon$. Using the Green’s function $G$, the solution $\tilde{u}$ of (3.8) is given by

$$\tilde{u}_\epsilon(x,\omega) = \int_U G(x,y)\tilde{\rho}(y,\omega)dy.$$ 

To calculate the joint moments of $X_j := \tilde{u}(x_j,\omega)$, we first write the integrand as

$$\prod_{j=1}^J \tilde{u}(x_j,\omega)^{\alpha_j} = \int_{U^{\alpha_j}} \prod_{j=1}^J \prod_{\nu=1}^{\alpha_j} (G(x_j,\xi_{j\nu})\tilde{\rho}(\xi_{j\nu},\omega))d\xi_{11} \cdots \xi_{1\alpha_1} \cdots \xi_{11} \cdots \xi_{J\alpha_J},$$

where $|\alpha| = \sum_{j=1}^J \alpha_j$, and use (3.7) to find

$$M_\alpha(\tilde{u}_\epsilon(x_j,\omega)) = \int_{\Omega^{\alpha_j}} \prod_{j=1}^J \tilde{u}_\epsilon(x_j,\omega)^{\alpha_j}dP(\omega) = \int_{\Omega^{\alpha_j}} \prod_{j=1}^J \prod_{\nu=1}^{\alpha_j} (G(x_j,\xi_{j\nu})\sum_{k_{j\nu} \in \mathcal{K}} \chi_{k_{j\nu}}(\xi_{j\nu})\tilde{\rho}_{k_{j\nu}}(\xi_{j\nu},\omega_{k_{j\nu}}))d\xi_{11} \cdots \xi_{J\alpha_J}dP(\omega).$$

We denote the characteristic function of the interval $[0,1]$ by $\chi$ and hence we have

$$\chi_k(x) = \chi(k_2,k_3)(x_2,x_3) = \chi\left(\frac{x_2}{\epsilon} - k_2\right)\chi\left(\frac{x_3}{\epsilon} - k_3\right)$$

for the characteristic function $\chi_k$ of cell $C_k$. Now the moment $M_\alpha$ is given by

$$M_\alpha(\tilde{u}_\epsilon(x_j,\omega)) = \int_{\Omega^{\alpha_j}} \left(\prod_{j=1}^J \prod_{\nu=1}^{\alpha_j} G(x_j,\xi_{j\nu})\right) \cdot \sum_{k_{11} \in \mathcal{K}} \cdots \sum_{k_{J\alpha_J} \in \mathcal{K}} \chi_{k_{11}}(\xi_{11}) \cdots \chi_{k_{J\alpha_J}}(\xi_{J\alpha_J}) \tilde{\rho}_{k_{11}}(\xi_{11},\omega_{k_{11}}) \cdots \tilde{\rho}_{k_{J\alpha_J}}(\xi_{J\alpha_J},\omega_{k_{J\alpha_J}})$$

$$\cdot d\xi_{11} \cdots d\xi_{J\alpha_J}dP(\omega)$$

$$= \sum_{k_{11} \in \mathcal{K}} \cdots \sum_{k_{J\alpha_J} \in \mathcal{K}} \int_0^\infty \int_{e^{k_{11},1}}^\infty \int_{e^{k_{11},1},2}^\infty \cdots \int_{e^{k_{J\alpha_J},3}}^\infty \int_{e^{k_{J\alpha_J},2}}^\infty \int_{e^{k_{J\alpha_J},3}}^\infty$$

$$\left(\prod_{j=1}^J \prod_{\nu=1}^{\alpha_j} G(x_j,\xi_{j\nu})\right) \tilde{\rho}_{k_{11}}(\xi_{11},\omega_{k_{11}}) \cdots \tilde{\rho}_{k_{J\alpha_J}}(\xi_{J\alpha_J},\omega_{k_{J\alpha_J}})$$

$$d\xi_{J\alpha_J}d\xi_{J\alpha_J}d\xi_{J\alpha_J}d\xi_{J\alpha_J}d\xi_{J\alpha_J}d\xi_{J\alpha_J}dP(\omega).$$

We use the multiscale ansatz from 3.1 for $\tilde{\rho}_k$ so that

$$\tilde{\rho}_k(x,\omega_k) = \frac{1}{\epsilon^2} \tilde{\rho}_k\left(\frac{x_1}{\epsilon}, \frac{x_2}{\epsilon} - k_2, \frac{x_3}{\epsilon} - k_3; \omega_k\right)$$

$$= \frac{1}{\epsilon^2} \tilde{\rho}\left(\frac{x_1}{\epsilon}, \frac{x_2}{\epsilon} - k_2, \frac{x_3}{\epsilon} - k_3; \epsilon k_2, \epsilon k_3, \omega_k\right).$$
The function $\hat{\rho}_k$ depends on the cell index $k$, whereas $\hat{\rho}$ depends on the slow variables $x_2 = \epsilon k_2$ and $x_3 = \epsilon k_3$ instead of the cell index $k$.

For the moment $M_\alpha$, this yields

$$M_\alpha \left( \tilde{u}_e(x_j, \omega) \right) = e^{-2|\alpha|} \sum_{k_{11} \in K} \cdots \sum_{k_{J,0} \in K} \int_0^\infty \int_0^\infty \int_0^1 \int_0^1 \int_0^1 \cdots$$

$$\cdots \int_0^1 \int_0^1 \int_0^1 \int_0^1 \int_0^1 \int_0^1 \int_0^1 \int_0^1 \int_0^1 \int_0^1$$

$$\left( \prod_{j=1}^J \prod_{\nu=1}^\alpha G(x_j, (\xi_{\nu,1}, \epsilon \xi_{\nu,2} + 2 \epsilon k_{2j} + \epsilon k_{2j}, \epsilon (\xi_{\nu,3} + k_{2j})) \right).$$

The product involving the Green’s function $G$ on the right-hand side can be simplified by noting that $L$ and hence $G$ do not depend on $\epsilon$ (apart from the arguments above) and that $G$ is smooth enough by assumption. Since $\xi_{\nu,i} \in [0,1]$, $\epsilon \xi_{\nu,i} = O(\epsilon)$ holds for all $i \in \{1, \ldots, d\}$. Furthermore, $k_{2j} = O(1/\epsilon)$ holds for $i \in \{2, 3\}$ by the definition of $K_i$ and therefore $k_{2j} = O(1)$. Hence Taylor expansion of the Green’s function $G$ yields

$$G(x_j, (\epsilon \xi_{\nu,1}, \epsilon (\xi_{\nu,2} + 2 \epsilon k_{2j} + \epsilon k_{2j}, \epsilon (\xi_{\nu,3} + k_{2j}))$$

$$= G(x_j, (0, \epsilon k_{2j}, \epsilon k_{2j})) + \epsilon \xi_{\nu} \cdot \nabla_2 G(x_j, (0, \epsilon k_{2j}, \epsilon k_{2j})) + O(\epsilon^2),$$

where $\nabla_2$ denotes the gradient with respect to the second variable.

We therefore obtain

$$M_\alpha \left( \tilde{u}_e(x_j, \omega) \right) = e^{-2|\alpha|} \sum_{k_{11} \in K} \cdots \sum_{k_{J,0} \in K} \int_0^\infty \int_0^1 \int_0^1 \int_0^1 \int_0^1 \int_0^1 \int_0^1 \int_0^1 \int_0^1 \int_0^1$$

$$\left( \prod_{j=1}^J \prod_{\nu=1}^\alpha G(x_j, (0, \epsilon k_{2j}, \epsilon k_{2j})) \right) \hat{\rho}_{k_{11}} (\xi_{11,1}, \omega_{k_{11}}) \cdots \hat{\rho}_{k_{J,0}} (\xi_{J,1}, \omega_{k_{J,0}})$$

$$d\xi_{J,2} \xi_{J,1} \cdots \xi_{11,2} \xi_{11,1} dP(\omega) + O(\epsilon^{|\alpha|+1}),$$

(3.11)
and further

\[ M_\alpha(\tilde{u}_e(x_j, \omega)) = \varepsilon^{[\alpha]} \sum_{k_1 \in K} \ldots \sum_{k_{J_\alpha} \in K} \prod_{\nu=1}^{J} G(x_j, (0, \varepsilon k_{\nu}, 2, \varepsilon k_{\nu}, 3)) \cdot \int_0^\infty \int_0^1 \int_0^1 \int_0^1 \int_0^1 \int_0^1 M_\alpha(\tilde{\rho}_{k_1}, \ldots, \tilde{\rho}_{k_{J_\alpha}}) d\xi_{J_\alpha} \ldots d\xi_{11} + O(\varepsilon^{[\alpha]+1}) \quad (3.12) \]

for \(|\alpha_j| \leq 1\) for all \(j \in \{1, \ldots, J\}\). This is a general representation of the joint moment \(M_\alpha(\tilde{u}(x_j, \omega))\) of \(\tilde{u}(x_j, \omega)\) in terms of the joint moment \(M_\alpha(\tilde{\rho}_{k_{\nu}})\) of the data \(\rho\).

To obtain specific results for the covariance \(M_{(1,1)}\), we use that \(\tilde{\rho}_k\) and \(\tilde{\rho}_\ell\) are uncorrelated for \(k \neq \ell\). This implies

\[ \int_\Omega \tilde{\rho}_k(y, \omega_k) \tilde{\rho}_\ell(z, \omega_\ell) dP(\omega) = \delta_{k\ell} \int_\Omega \tilde{\rho}_k(y, \omega_k) \tilde{\rho}_k(z, \omega_k) dP(\omega) \quad \forall y, z \in U, \]

where \(\delta_{k\ell}\) is the Kronecker delta. Using this last equation and Definition (3.6a) of \(R\), the covariance simplifies to

\[ (\text{cov } u_e)(y, z) \cdot \]

\[ = M_{(1,1)}(\tilde{u}_e(y, \omega), \tilde{u}_e(z, \omega)) \]

\[ = \varepsilon^2 \sum_{k \in K} \sum_{k \in K} G(y, (0, \varepsilon k_2, \varepsilon k_3)) G(z, (0, \varepsilon k_2, \varepsilon k_3)) \cdot \int_0^\infty \int_0^1 \int_0^1 \int_0^1 \int_0^1 \int_0^1 \int_0^\infty \int_0^1 \int_0^1 \int_0^1 \int_0^1 \int_0^1 \int_0^1 \Omega \tilde{\rho}_k(y, \omega_k) \tilde{\rho}_k(z, \omega_k) dP(\omega) dz_3 z_1 y_3 y_2 y_1 + O(\varepsilon^3) \]

\[ = \varepsilon^2 \sum_{k \in K} G(y, (0, \varepsilon k_2, \varepsilon k_3)) G(z, (0, \varepsilon k_2, \varepsilon k_3)) \cdot \int_0^\infty \int_0^1 \int_0^1 \int_0^1 \int_0^1 \int_0^1 \int_0^\infty \int_0^1 \int_0^1 \int_0^1 \int_0^1 \int_0^1 \Omega \tilde{\rho}_k(y, \omega_k) \tilde{\rho}_k(z, \omega_k) dP(\omega) dz_3 z_1 y_3 y_2 y_1 + O(\varepsilon^3) \]

\[ = \varepsilon^2 \sum_{k \in K} G(y, (0, \varepsilon k_2, \varepsilon k_3)) G(z, (0, \varepsilon k_2, \varepsilon k_3)) \int_\Omega R(k, \omega_k)^2 dP(\omega_k) + O(\varepsilon^3). \quad (3.13) \]

We convert the Riemann sum over \(k_2\) and \(k_3\) into a two-dimensional integral over \(y_2\) and \(y_3\) to find

\[ (\text{cov } u_e)(y, z) = \int_0^{L_3} \int_0^{L_3} G(y, (0, x_2, x_3)) G(z, (0, x_2, x_3)) \tilde{R}(x_2, x_3)^2 dx_2 dx_3 + O(\varepsilon). \quad (3.14) \]

Here \(\tilde{R}\) is defined by (3.6b) and is evaluated at the point \((x_2, x_3)\) that lies in cell \(k = (k_2, k_3)\) determined by the equations \(x_2 = \varepsilon k_2\) and \(x_3 = \varepsilon k_3\).

Finally, we apply \(L_y\), i.e., the operator \(L\) with derivatives with respect to \(y\), to find

\[ L_y(\text{cov } u_e)(y, z) \]

\[ = \int_0^{L_3} \int_0^{L_3} \delta(y_1, y_2 - x_2, y_3 - x_3) G(z, (0, x_2, x_3)) \tilde{R}(x_2, x_3)^2 dx_2 dx_3 + O(\varepsilon), \]
and we apply $L_z$, the operator with respect to $z$, to find

\[
L_z L_y (\text{cov } u)(y, z) = \int_0^{L_3} \int_0^{L_2} \delta(y_1, y_2 - x_2, y_3 - x_3) R(x_2, x_3)^2 dx_2 x_3
\]

\[
= \delta(y_1, z_1, y_2 - z_2, y_3 - z_3) R(y_2, y_3)^2.
\]

This concludes the proof.

Note that due to the factor $\delta(y_1, z_1)$ on the right-hand side, the covariance is concentrated at the interface $x_1 = 0$. Regarding the physics of the problem, $R$ can be interpreted as the surface-charge density of the boundary layer as a function of the slow variables for a given $\omega_k$. Then $R^2$ is the variance of the surface-charge density.

The proof also yields the following rate when the scaling (3.1) is replaced by the alternative scaling (3.15).

**Corollary 3.4 (Rate for the covariance).** Under Assumption 3.2, but with the scaling

\[
\rho' = \rho \left( \frac{x_1}{\epsilon}, \frac{x_2}{\epsilon}, \frac{x_3}{\epsilon}, y_2, x_2, x_3, \omega \right) = \rho(y_1, y_2, y_3, x_2, x_3, \omega)
\]

instead of the previous scaling (3.1), the covariance $\text{cov } u = \text{cov } u$ scales like $\epsilon^4$ as $\epsilon \to 0$.

**Proof.** The corollary follows by inspecting the proof of Theorem 3.3 and making the changes due to the new scaling (3.15). In equation (3.9), the factor $\epsilon^{-2|\alpha|}$ now becomes 1. In equation (3.10), the factor $\epsilon^{|\alpha|}$ becomes $\epsilon^3|\alpha|$. In equations (3.11) and (3.12), the factor $\epsilon^{|\alpha|}$ becomes $\epsilon^3|\alpha|$ and the order becomes $O(\epsilon^3|\alpha| + 1)$. In equation (3.13), the factor $\epsilon^6$ becomes $\epsilon^2$ and the order becomes $O(\epsilon^5)$. In equation (3.14) and in the remaining equations, there is an additional factor $\epsilon^4$ now and the order is $O(\epsilon^5)$.

The difference compared to the previous scaling in (3.1) is the omission of the factor $1/\epsilon^2$. The interpretation of the two cases is that in the scaling in (3.1) the charge concentration is increased by the factor $1/\epsilon^2$ as $\epsilon \to 0^+$ so that the right-hand side in equation (3.5a) is precisely of order $O(1)$. In the alternative scaling in (3.15), the cells just become smaller, but the charge concentration is not increased. Since there is no additional factor, the right-hand side in equation (3.5a) converges to zero as $\epsilon \to 0^+$. Hence the covariance and variance vanish as well and the present corollary gives the rate as $\epsilon^4$.

### 3.3. Existence, uniqueness, and further properties.

Having found the limiting problem, the properties of its solution are investigated here. It is expected that its solution, being interpreted as a covariance, is unique. A priori bounds are also given. Furthermore, it will be shown that the covariance is symmetric as expected.

Since the covariance is symmetric in its two arguments by definition, it is expected that symmetry is preserved by homogenization, i.e., that the solution $\text{cov } u$ of the homogenized equation (3.5a) in Theorem 3.3 is symmetric in $y$ and $z$. This is indeed the case as shown in the following proposition. For notational simplicity we write $u$ for $\text{cov } u$. 
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Proposition 3.5. Suppose that the boundary conditions of the boundary-value problem

\[ L_z L_y u(y, z) = f(y, z) \]

and the right-hand side \( f \) are symmetric in \( y \) and \( z \) and that \( u \) is a weak solution of this problem. Then \( u \) is symmetric a.e.

Proof. We denote the symmetric part of \( u(y, z) \) by \( v(y, z) := (u(y, z) + u(z, y))/2 \) and its antisymmetric part by \( w(y, z) := (u(y, z) - u(z, y))/2 \). The weak formulation of the problem is

\[
\iint L_y u(y, z) L_z^* \phi(y, z) - f(y, z) \phi(y, z) dy dz = 0
\]  (3.16)

for all test functions \( \phi \). Interchanging \( y \) and \( z \) yields

\[
\iint L_z u(z, y) L_y^* \phi(z, y) - f(z, y) \phi(z, y) dy dz = 0,
\]

and swapping \( L_y \) and \( L_z \) using their adjoints, using the symmetry of \( f \), and replacing \( \phi(z, y) \) by \( \phi(y, z) \) (since the equation holds for all test functions) yields

\[
\iint L_y u(y, z) L_z^* \phi(y, z) - f(y, z) \phi(y, z) dy dz = 0. \quad (3.17)
\]

Finally subtracting (3.17) from (3.16) yields \( \iint w(y, z) L_y^* L_z^* \phi(y, z) dy dz = 0 \) and hence

\[
\iint w(y, z) L_y^* L_z^* \phi(y, z) dy dz = 0
\]

holds for all test functions \( \phi \). Therefore the antisymmetric part \( w \) vanishes a.e. \[ \square \]

Proposition 3.6. Suppose that \( U \subset \mathbb{R}^d \) is an open and bounded domain and that \( \partial U \) is \( C^2 \), suppose that \( f \in H^{-1}(U \times U) \), and suppose that \( L_z = -\nabla_x \cdot (A(x) \nabla_x) \) is an elliptic operator with \( a_{ij} \in C^1(\bar{U}) \) and that \( A \) is uniformly elliptic with constant \( \alpha \). Then the boundary-value problem

\[
L_z L_y u(y, z) = f(y, z), \quad \text{in } U \times U,
\]

\[
u(y, z) = 0, \quad \text{on } \partial U \times U,
\]

\[
u(y, z) = 0, \quad \text{on } U \times \partial U
\]

has a unique solution \( u \in H^1(U \times U) \) and the estimate

\[
\|u\|_{H^1(U \times U)} \leq \frac{\sqrt{2}}{\alpha^2} \|f\|_{H^{-1}(U \times U)}
\]

holds.

Proof. We use the Lax-Milgram theorem twice. First, we consider the boundary-value problem \( L_z w(y, z) = f(y, z) \) for all \( y \in U \). It has a unique solution \( w(y, \cdot) \in H^2(U) \) for all \( y \in U \), since \( f \in H^{-1}(U \times U) \) and the data are smooth, and the inequality

\[
\|w\|_{L^2(U \times U)} \leq \frac{1}{\alpha} \|f\|_{H^{-1}(U \times U)} \quad (3.18)
\]
follows immediately.

Second, we consider the boundary-value problem $L_y u(y, z) = w(y, z)$ for all $z \in U$. Similarly, it has a unique solution $u(., z) \in H^2(U)$ for all $z \in U$ and the estimate

$$\|u(., z)\|_{H^2(U)} \leq \frac{1}{\alpha} \|w(., z)\|_{L^2(U)} \quad (3.19)$$

holds for all $z \in U$.

Third, the problem $L_y L_z u(y, z) = f(y, z)$ is equivalent to the original problem (note that $L_y$ and $L_z$ are interchanged). To show this claim, we calculate using the definition of the weak derivative that

$$\int_U (L_z L_y u) \phi dy dz = \int_U u L_y^* L_z^* \phi dy dz = \int_U (L_y L_z u) \phi dy dz$$

for all $\phi \in C^\infty_c(U)$. Therefore the equation $L_z L_y u = L_y L_z u$ holds a.e. This yields the symmetric estimate

$$\|u(y, .)\|_{H^2(U)} \leq \frac{1}{\alpha} \|w(y, .)\|_{L^2(U)} \quad (3.20)$$

for all $y \in U$.

Finally, these three inequalities yield the asserted estimate: Integrating estimate (3.19) with respect to $z$ and (3.20) with respect to $y$ gives

$$\|u\|_{H^1(U \times U)}^2 \leq \frac{2}{\alpha^2} \|w\|_{L^2(U \times U)}^2,$$

and this inequality with (3.18) concludes the proof.

To see that Proposition 3.6 applies to the limiting problem in Theorem 3.3, we set

$$f(y, z) := \delta(y_1, z_1, y_2 - z_2, y_3 - z_3) g(y_2, y_3),$$

where $g \in L^2(U \times U)$. We define a functional $F$ and calculate

$$F(v) := \int_U \int_U f(y, z) v(y, z) dy dz$$

$$= \int_U \int_U \delta(y_1, z_1, y_2 - z_2, y_3 - z_3) g(y_2, y_3) v(y, z) dy dz$$

$$= \int \int g(y_2, y_3) v(0, y_2, y_3, 0, y_2, y_3) dy_2 dy_3.$$

If $v \in H^1(U \times U)$, then $F(v)$ is bounded by the Cauchy-Schwarz inequality and hence $f \in H^{-1}(U \times U)$.

4. Numerical approximation

In this section, a discretization for the limiting problem for the covariance in Theorem 3.3 is given in the important case where the original equation is the Poisson equation. Furthermore, numerical results as obtained by Monte-Carlo solutions are presented as a verification of the rate in Corollary 3.4.
4.1. A compact fourth-order FD discretization for the covariance equation for the stochastic Poisson equation. In view of the fact that the covariance equation lives on twice the dimensions than the original problem, a discretization of high order is advantageous. In the following, we consider the Laplace operator

\[ L := \Delta \]

in two spatial dimensions and use the fourth-order discretization

\[
\begin{bmatrix}
\frac{1}{6} & \frac{2}{3} & \frac{1}{6} \\
\frac{2}{3} & -\frac{10}{3} & \frac{2}{3} \\
\frac{1}{6} & \frac{2}{3} & \frac{1}{6}
\end{bmatrix}_{i,j} u_{i,j} = h^2 \begin{bmatrix}
0 & \frac{1}{12} & 0 \\
\frac{1}{12} & \frac{2}{3} & \frac{1}{12} \\
0 & \frac{1}{12} & 0
\end{bmatrix}_{i,j} f_{i,j}
\] (4.1)

of the equation \( \Delta u = f \). The values in the brackets indicate 9-point discretization stars, and the indices \((i,j)\) indicate that the discretization star is applied to these variables. This discretization has a fourth-order truncation error and is often called compact, since it only involves neighboring grid points of \((i,j)\).

**Proposition 4.1** (Fourth-order compact FD scheme for the 2d Poisson equation). The local truncation error of the FD scheme in (4.1) for the 2d Poisson equation \( \Delta u = f \) is of fourth order.

**Proof.** We denote the (second-order) central-difference operator with respect to \( x \) by

\[ D^2_x u_{i,j} := \frac{u_{i+1,j} - 2u_{i,j} + u_{i-1,j}}{h^2}. \]

Taylor expansion around \( u_{i,j} \) yields

\[ D^2_x u_{i,j} = u_{xx} + \frac{h^2}{12} u_{xxxx} + O(h^4), \]

and therefore the truncation error \( \tau_{i,j} \) in the discretization

\[ D^2_x u_{i,j} + D^2_y u_{i,j} = f_{i,j} + \tau_{i,j} \]

of the 2d Poisson equation equals

\[ \tau_{i,j} = \frac{h^2}{12} (u_{xxxx} + u_{yyyy}) + O(h^4). \]

In order to obtain more information about the second-order term in the last equation, we differentiate the Poisson equation to find

\[ u_{xxxx} = f_{xx} - u_{xxyy}, \]
\[ u_{yyyy} = f_{yy} - u_{xxyy} \]

and can rewrite the truncation error as

\[ \tau_{i,j} = \frac{h^2}{12} (f_{xx} + f_{yy}) - \frac{h^2}{6} u_{xxyy} + O(h^4). \] (4.2)
Approximating its second-order terms by the second-order schemes

\[ f_{xx} = D_x^2 f_{i,j} + O(h^2), \]
\[ u_{xxyy} = D_x^2 D_y^2 u_{i,j} + O(h^2), \]

the second-order terms in (4.2) are eliminated and the discretization becomes fourth order. In summary, the FD discretization is

\[ D_x^2 u_{i,j} + D_y^2 u_{i,j} + \frac{h^2}{6} D_x^2 D_y^2 u_{i,j} = f_{i,j} + \frac{h^2}{12} (D_x^2 + D_y^2) f_{i,j} + O(h^4), \]

and some manipulations yield (4.1).

Using Proposition 4.1, a discretization of the covariance equation (3.5) for \( L = \Delta \) is given by

\[
\begin{bmatrix}
\frac{1}{6} & \frac{2}{3} & \frac{1}{6} \\
\frac{2}{3} & -\frac{10}{3} & \frac{2}{3} \\
\frac{1}{6} & \frac{2}{3} & \frac{1}{6}
\end{bmatrix}
\begin{bmatrix}
\frac{1}{6} \\
\frac{2}{3} \\
\frac{1}{6}
\end{bmatrix}
= h^4
\begin{bmatrix}
0 & \frac{1}{12} & 0 \\
\frac{1}{12} & \frac{1}{2} & \frac{1}{12} \\
0 & \frac{1}{12} & 0
\end{bmatrix}
\begin{bmatrix}
\frac{1}{6} \\
\frac{2}{3} \\
\frac{1}{6}
\end{bmatrix}
\]

This discretization is a fourth-order scheme and only neighboring grid points are used, which simplifies the implementation of boundary conditions. It has 81 terms for \( u \) on the left-hand side and 25 terms for \( f \) on the right-hand side. \(^1\)

\[
U[u_, i_, j_] := (1/6) ((u /. {i -> i+1, j -> j+1}) + (u /. {i -> i+1, j -> j-1}) + (u /. {i -> i-1, j -> j+1}) + (u /. {i -> i-1, j -> j-1}))
+ (2/3) ((u /. {i -> i+1}) + (u /. {i -> i-1}) + (u /. {j -> j+1}) + (u /. {j -> j-1})) - (10/3) u
\]

\[
F[f_, i_, j_] := (1/12) ((f /. {i -> i+1}) + (f /. {i -> i-1}) + (f /. {j -> j+1}) + (f /. {j -> j-1}))
+ (2/3) f
\]

In figures 4.1 and 4.2, variances are calculated for two different right-hand sides. The 2d variances are calculated as the diagonals of the 2×2-dimensional covariance problem. As expected, the variances are nonnegative and have their global maximum where the covariance of the data is concentrated.

In three spatial dimensions, the following proposition is useful.

\[^1\text{In view of the large number of terms, the following Mathematica (Wolfram Research Inc.) code is useful to calculate all the 81+25 terms in the discretization.}\]
Fig. 4.1. The variance as the diagonal $u(y_1,y_2,y_1,y_2)$ of the solution of $\Delta_y \Delta_z u(y_1,y_2,z_1,z_2) = \delta(y_1 - \frac{1}{2})\delta(z_1 - \frac{1}{2})$ on the domain $(0,1)^4$. This corresponds to $R(y_2,y_3) = 1$ in (3.5a).

Fig. 4.2. The variance as the diagonal $u(y_1,y_2,y_1,y_2)$ of the solution of $\Delta_y \Delta_z u(y_1,y_2,z_1,z_2) = \delta(y_1 - \frac{1}{2})\delta(z_1 - \frac{1}{2})[y_2 \geq \frac{1}{2}] [z_2 \geq \frac{1}{2}]$ on the domain $(0,1)^4$. Here $[y_2 \geq \frac{1}{2}]$ is the characteristic function of the set where $y_2 \geq \frac{1}{2}$ holds true. This corresponds to $R(y_2,y_3) = [y_2 \geq \frac{1}{2}] [z_2 \geq \frac{1}{2}]$ in (3.5a).
Proposition 4.2 (Fourth-order compact FD scheme for the 3d Poisson equation). The local truncation error of the FD scheme

\[-4u_{i,j,k} + \frac{1}{3}(u_{i+1,j,k} + u_{i-1,j,k} + u_{i,j+1,k} + u_{i,j-1,k} + u_{i,j,k+1} + u_{i,j,k-1}) \]
\[+ \frac{1}{6}(u_{i+1,j+1,k} + u_{i,j+1,k-1} + u_{i,j-1,k+1} + u_{i-1,j,k-1}) \]
\[+ u_{i+1,j,k+1} + u_{i+1,j-1,k} + u_{i-1,j,k-1} + u_{i-1,j,k+1} + u_{i+1,j,k-1} + u_{i+1,j-1,k} + u_{i-1,j-1,k} + u_{i-1,j+1,k} + u_{i+1,j+1,k}) \]
\[= h^2 \left( \frac{1}{2} f_{i,j,k} + \frac{1}{12}(f_{i+1,j,k} + f_{i-1,j,k} + f_{i,j+1,k} + f_{i,j-1,k} + f_{i,j,k+1} + f_{i,j,k-1}) \right) \]

for the 3d Poisson equation \( \Delta u = f \) is of fourth order.

Proof. Analogously to the proof of Proposition 4.1, the truncation error is

\[\tau_{i,j,k} = \frac{h^2}{12}(u_{xxx} + u_{yyy} + u_{zzz}) + O(h^4),\]

and we have

\[u_{xxx} = f_{xx} - u_{xxy} - u_{xxx},\]
\[u_{yyy} = f_{yy} - u_{xxy} - u_{yyz},\]
\[u_{zzz} = f_{zz} - u_{xzx} - u_{yyz}.\]

This yields

\[\tau_{i,j,k} = \frac{h^2}{12}(f_{xx} + f_{yy} + f_{zz}) - \frac{h^2}{6}(u_{xyy} + u_{xzx} + u_{yyz}) + O(h^4),\]

and the discretization

\[D_x^2 u_{i,j,k} + D_y^2 u_{i,j,k} + D_z^2 u_{i,j,k} + \frac{h^2}{6} (D_x^2 D_y^2 + D_x^2 D_z^2 + D_y^2 D_z^2) u_{i,j,k} \]
\[= f_{i,j,k} + \frac{h^2}{12} (D_x^2 + D_y^2 + D_z^2) f_{i,j,k} + O(h^4)\]

is of fourth order.

4.2. Numerical verification of the rate. To verify the homogenization result in Theorem 3.3 and the rate in Corollary 3.4, Monte-Carlo calculations are discussed in the following.

We consider a three-dimensional example for Corollary 3.4 with the scaling (3.15) in Corollary 3.4. We set \( U := (0,1)^3 \subseteq \mathbb{R}^3 \), define \( L := -\Delta \), and use an equidistant grid for the finite-difference discretization of \( L \). For symmetry, the boundary layer is located at \( x = \frac{1}{2} \) so that the cells are

\[C_k = \mathcal{C}(k_2,k_3) = [\epsilon k_2, \epsilon (k_2 + 1)] \times [\epsilon k_3, \epsilon (k_3 + 1)].\]

The number of cells in each direction in this example is chosen as \( K_2 = K_3 \) and as a power of two. In order to decrease the influence of the Dirichlet boundary conditions on the shape of the solution and hence to accelerate the calculation of the rate, mixed Dirichlet and Neumann boundary conditions are used: The boundary conditions are zero Dirichlet boundary conditions at \( x_1 = 0 \) and \( x_1 = 1 \) and zero Neumann boundary conditions at \( x_2 = 0, x_2 = 1, x_3 = 0, \) and \( x_3 = 1 \). The charge concentrations \( \rho(x,\omega) \) are
constant and uniformly distributed in the interval \([0, 1]\) in each cell of the boundary layer.

The numerical verification for a large number of cells in the boundary layer is hampered by the fact that the direct or Monte-Carlo calculation of the variance requires many solutions of \(Lu(x, \omega) = \rho(x, \omega)\) for randomly chosen \(\omega\). Calculations for total numbers of cells \(K \in \{2^2, 4^2, 8^2, 16^2\}\) were performed with a grid size of \(1/16\) in the finite-difference approximation. To calculate the variance, 8192 realizations were used in all four cases.

![Image](image_url)

**Fig. 4.3.** The integral \(\int_U \text{var}u\,dx\) of the variance as a function of the number of realizations in a Monte-Carlo calculation for the case \(K = 16^2\).

To verify that the number of realizations is sufficient for the calculation of the variance, the integral of the variance over the domain \(U\) is shown as a function of the number of realizations in figure 4.3 for the case \(K = 16^2\). Figure 4.4 shows plots of the variances for \(K \in \{2^2, 4^2, 8^2, 16^2\}\) after 8192 realizations as the cell size is halved.

<table>
<thead>
<tr>
<th>(\epsilon)</th>
<th>number of cells in boundary layer</th>
<th>integral of variance</th>
<th>scaling factor for variance</th>
</tr>
</thead>
<tbody>
<tr>
<td>1/2</td>
<td>(K = 2^2)</td>
<td>(\int \text{var}u = 7.0553 \cdot 10^{-5})</td>
<td>7.8</td>
</tr>
<tr>
<td>1/4</td>
<td>(K = 4^2)</td>
<td>(\int \text{var}u = 9.0360 \cdot 10^{-6})</td>
<td>13.3</td>
</tr>
<tr>
<td>1/8</td>
<td>(K = 8^2)</td>
<td>(\int \text{var}u = 6.7742 \cdot 10^{-7})</td>
<td>14.0</td>
</tr>
<tr>
<td>1/16</td>
<td>(K = 16^2)</td>
<td>(\int \text{var}u = 4.8414 \cdot 10^{-8})</td>
<td></td>
</tr>
</tbody>
</table>

**Table 4.1.** Overview of the factors in the numerical verification. The predicted scaling factor for the variance is 16.

The results of the numerical calculations for the parameters described above are
summarized in table 4.1. As the number of cells in each direction is doubled in every refinement step, i.e., $\epsilon$ is halved, the scaling factor for the variance is given by Corollary 3.4 as $1/16$. The numerically approximated values of $7.8$, $13.3$, and $14.0$ in table 4.1 agree well with the theoretical values even for these small numbers of cells. The computational requirements for larger numbers of cells would be enormous due to the stochastic nature of the problem, which underlines the importance of the rate in Corollary 3.4.

5. Conclusion

In this work, we have treated the homogenization of boundary layers in stochastic elliptic partial differential equations. The main result is a limiting problem for the covariance of the solution of the stochastic equation. We have also deduced a rate for the covariance from the limiting problem. An existence and uniqueness result and further properties of the limiting equation for the covariance have also been shown. The numerical approximation of solutions of the covariance equation have also been discussed. Applications of this work include the simulation of electrostatics in nanotechnological devices such as field-effect sensors [18].
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