WEAK SOLUTIONS TO LUBRICATION SYSTEMS DESCRIBING THE EVOLUTION OF BILAYER THIN FILMS*
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Abstract. The existence of global non-negative weak solutions is proved for coupled one-dimensional lubrication systems that describe the evolution of nanoscopic bilayer thin polymer films that take account of Navier-slip or no-slip conditions at both liquid-liquid and liquid-solid interfaces. In addition, in the presence of attractive van der Waals and repulsive Born intermolecular interactions existence of positive smooth solutions is shown.
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1. Introduction

During the past few decades lubrication theory was successfully applied to the modelling of dewetting processes in micro and nanoscopic liquid films on solid substrates; see e.g. [1, 2, 3, 4, 5, 6, 7, 8, 9] to name a few, and for a review we refer to [10] and references therein. A typical closed-form one-dimensional lubrication equation derived from the equations for conservation of mass and momentum, together with boundary conditions for the tangential and normal stresses, as well as the kinematic condition at the free boundary, impermeability and a Navier-slip condition at the liquid-solid interface has the form

\[
\partial_t h = -(M(h)(h_{xx} - \Pi(h)))_x, 
\]

where the function \( h(x,t) \) denotes the height profile for the free surface of the film and \( \Pi(h) \) the contribution due to intermolecular forces. The mobility function in its most common form reads \( M(h) = h^3 + bh^2 \), where \( b > 0 \) denotes the slip-length parameter. However, for different magnitudes of \( b \) it can also take the form \( M(h) = h^3 \) (no-slip) or \( M(h) = bh^2 \) (intermediate-slip). For a derivation of the non-dimensional equation 1.1 and an overview on the hierarchy of slip models we refer to [5].

Recently, this model was generalized to a coupled system of equations describing morphology and dynamics of a layered system of two viscous, immiscible, nanoscopic Newtonian fluids evolving on a solid substrate [11, 12, 13]. First studies concerning linear stability analysis and numerical simulations for such systems were done in [11, 14, 15], even in the presence of surfactants [16] or interfacial slip between the solid substrate and the lower liquid [13]. The structure of stationary solutions was considered in [13, 17].

Interestingly, slip at liquid-liquid interfaces is rarely discussed in the context of two-layer thin film models. However, motivated by experimental evidence [18, 19, 20] and theoretical derivations [21, 22], slip between the lower and upper liquids was

*Received: November 13, 2013; accepted (in revised form): April 9, 2013. Communicated by Andrea Bertozzi.

†Weierstrass Institute, Mohrenstraße 39, 10117 Berlin, Germany (sebastian.jachalski@wias-berlin.de).

‡Max Planck Institute for Mathematics in the Sciences, Inselstraße 22, 04103 Leipzig, Germany (georgy.kitavtsev@mis.mpg.de).

§Institute of Applied Mathematics and Mechanics of the National Academy of Sciences of Ukraine, Roza Luxemburg 74, Donetsk, 83114 Ukraine (taranets_r@yahoo.com).
incorporated in two-layer lubrication models [12]. In the latter article models for different magnitudes of the slip lengths were derived. Furthermore, linear stability analysis was performed for these models.

Here, we state the system in a form which was derived in [12]:

\[ u_t = (M_{11}p_{1x} + M_{12}p_{2x})_x, \]
\[ v_t = (M_{12}p_{1x} + M_{22}p_{2x})_x, \] (1.2)

where \( u(x,t) \) and \( v(x,t) \) denote the thicknesses of the lower and upper liquid (see figure 1.1). The pressures \( p_1(x,t) \) and \( p_2(x,t) \) are given by

\[ p_1 = -(\sigma+1)u_{xx} - v_{xx} + \Pi_1(u) + \Pi_3(u+v), \]
\[ p_2 = -u_{xx} - v_{xx} + \Pi_2(v) + \Pi_3(u+v). \] (1.3)

Already, in [15] it was pointed out that (1.2), (1.3) has a gradient dynamics form. In particular, the pressures are variations of the functional

\[ E(u,v) = \int_\Omega \left[ \frac{\sigma}{2} u_x^2 + \frac{1}{2} (u_x + v_x)^2 + U_1(u) + U_2(v) + U_3(u+v) \right] dx, \] (1.4)

i.e. \( p_1 = \delta E/\delta u, \ p_2 = \delta E/\delta v \). The quantities \( u_{xx} \) and \( v_{xx} \) are the mean curvatures in long-wave approximation and potentials \( U_1(u), \ U_2(v), \) and \( U_3(u+v) \) describe the intermolecular interactions between the solid surface, lower liquid, and upper liquid. The influence of these interactions is typically due to the competition between long-range attractive van der Waals and short-range repulsive Born forces; see [6, 23, 24].

In this article we consider two cases: the absence of intermolecular interactions, i.e. \( U_k(s) \equiv 0 \) for \( k=1,2,3 \), and the case when the van der Waals intermolecular potentials are presented in the form

\[ U_k(s) = -\int_s^\infty \Pi_k(\tau) d\tau, \quad \text{with} \quad \Pi_k(s) = \frac{1}{s^n} - \frac{\gamma_k}{s^m} \quad (n < m, \ 0 < \gamma_1, \gamma_2 \ll 1). \] (1.5)

A typical choice for \((n,m)\) is \((3,9)\) corresponding to the standard Lennard-Jones potential.

Considering Navier-slip conditions at the liquid-liquid and liquid-solid interfaces, the mobility matrix takes the form

\[ M = \frac{1}{\mu} \begin{pmatrix} \frac{1}{3} u^3 + b_1 u^2 & \frac{1}{2} u^2 v + b_1 uv \\ \frac{1}{2} u^2 v + b_1 uv & \frac{4}{3} v^3 + u v^2 + b_1 v^2 + b(\mu+1)v^2 \end{pmatrix}, \] (1.6)
where \( b_1 > 0 \) and \( b \geq 0 \) denote the slip lengths at the solid-liquid and liquid-liquid interfaces, respectively. The model parameters \( \sigma = \sigma_1 / \sigma_2 \) and \( \mu = \mu_1 / \mu_2 \) in (1.3), (1.4), and (1.6) are positive constants which denote the ratios of surface tensions and viscosities. System (1.2) with mobility matrix (1.6) is called a weak-slip model for two-layer thin films.

Analogously to the case of a single liquid layer on a solid substrate, the mobility matrix depends on the magnitude of the slip lengths. In the case of vanishing slip lengths at the two interfaces (no-slip case), it has the form

\[
M = \frac{1}{\mu} \begin{pmatrix}
\frac{1}{3} u^3 & \frac{1}{2} u^2 v \\
\frac{1}{2} u^2 v & \frac{\mu}{3} v^3 + u v^2
\end{pmatrix}.
\] (1.7)

If the slip lengths \( b_1 \) and \( b \) are asymptotically large compared to \( u \) and \( v \) the corresponding mobility matrix can be stated in the form

\[
M = \frac{1}{\mu} \begin{pmatrix}
b_1^2 u^2 & b_1 u v \\
b_1 u v & b_1 v^2 + b(\mu + 1)v^2
\end{pmatrix}.
\]

Note that rescaling time by \( b_1 \) and introducing the parameter \( \beta := \frac{b}{b_1}(\mu + 1) > 0 \), the latter matrix can be written in the form

\[
M = \frac{1}{\mu} \begin{pmatrix}
u^2 & u v \\
u v & (1 + \beta) v^2
\end{pmatrix}.
\] (1.8)

This matrix corresponds to the case of intermediate-slip.

In this study we consider the system (1.2) on a time-space domain \( Q_T = \Omega \times (0, T) \), where \( \Omega = (0, 1) \), with boundary conditions

\[
u_x = u_{xxx} = v_x = v_{xxx} = 0 \quad \text{for} \quad x \in \partial \Omega
\] (1.9)

and the initial functions

\[
u(x, 0) = u_0(x) \geq 0, \quad v(x, 0) = v_0(x) \geq 0, \quad u_0, v_0 \in H^1(\Omega).
\] (1.10)

Starting from the seminal work of Bernis and Friedman [25] existence theory of non-negative weak solutions for single non-linear parabolic equations in the form (1.1) was successfully developed (see e.g. [2, 26] and references therein). Note that the system (1.2) inherits from the one-layer lubrication equation 1.1 the high order and degeneracy as one of the fluid heights \( u \) or \( v \) goes to zero. In contrast to (1.1) there are only few analytical results known about the system (1.2). Existence of non-negative weak solutions to (1.2) in the no-slip case, i.e. with mobility matrix given by (1.7) was shown recently in [27] using a finite-element approximation under a strong assumption on presence of intermolecular potentials of the form (1.5) between liquid films and between each film and the substrate as well.

In this article, we show existence of non-negative weak solutions to (1.2) with (1.9)–(1.10) for both no-slip (1.7) and intermediate-slip cases (1.8) in the absence of intermolecular forces. In turn, in the presence of intermolecular forces we show that the observed weak solution becomes positive and smooth.
In our approach we extend ideas introduced in [25] for the single lubrication equation of the form (1.1) to the system (1.2). However, the extension is not straightforward. There are new challenges since the mobility matrix degenerates in more than one way. Beside the case that \( u \) and \( v \) vanish simultaneously, also the mobility matrix \( M \) may degenerates if either \( u \) or \( v \) becomes zero while the other does not. All these cases have to be treated very carefully. In Section 2 we introduce the corresponding regularized version of the system (1.2) for the no-slip case, with mobility matrix (1.7). By deriving the energy dissipation and corresponding a priori estimates, using the theory of uniformly parabolic systems (see [28]), we show global existence of smooth solutions to the regularized problem. Furthermore, we show that the latter converges to a suitably defined weak solution of the original system (1.2). In Section 3 we prove non-negativity of thus obtained weak solutions in the case when intermolecular forces are absent. Our approach for proving the non-negativity is based on a definition of suitable analogues of Bernis and Friedman entropies for functions \( u \) and \( v \) and showing their combined dissipation. Moreover, in Section 4 we show global existence of non-negative weak solutions to (1.2) in the intermediate-slip case (1.8).

The results obtained in Section 2 are independent of the presence of intermolecular forces in the equations. In this case we use the properties of the potentials \( U_1 \) and \( U_2 \) given in (1.5), e.g. that they are bounded from below, to show that the weak solutions are positive and smooth (Section 3).

We should point out that an alternative proof for the existence of weak solutions in the no-slip case considered without intermolecular forces appeared in parallel to our article in [29]. In the Section 5 we discuss our results and, in particular, compare them with those of [29].

2. Existence of weak solutions in the no-slip case

In this section we consider the system (1.2) without intermolecular interactions, i.e. the pressures \( p_1, p_2 \) in (1.3) are given by

\[
p_1 = -(\sigma + 1)u_{xx} - v_{xx}, \quad p_2 = -u_{xx} - v_{xx};
\]

and with the no-slip mobility matrix

\[
M = \frac{1}{\mu} \begin{pmatrix}
\frac{1}{3} |u|^3 & \frac{1}{2} u^2 v \\
\frac{1}{2} u^2 v & \frac{2}{3} |v|^3 + |u|^2 v
\end{pmatrix}.
\]

Notice that we replaced some \( u \) and \( v \) on the main diagonal in the mobility matrix (1.7) by their absolute values to ensure that the latter is positive semi-definite. We will prove existence of global weak solutions to (1.2), (2.1) considered with boundary and initial conditions (1.9)–(1.10). We begin our analysis with the introduction of a regularized version of (1.2), (1.10) and a derivation of a priori estimates for its solutions.

2.1. Regularised system and a priori estimates. Since (1.2) is degenerate at \( u = 0 \) or \( v = 0 \), we approximate it by a family of non-degenerate equations

\[
\begin{align*}
 u_t - ((M_{11} + \varepsilon)p_{1,x} + M_{12}p_{2,x})_x &= 0, \\
 v_t - (M_{21}p_{1,x} + (M_{22} + \varepsilon)p_{2,x})_x &= 0,
\end{align*}
\]

in \( Q_T \),

where \( \varepsilon > 0 \) is arbitrary. Note that the regularized mobility matrix is positive definite for all \( u \) and \( v \). Correspondingly the system (2.2) is uniformly parabolic in the
Petrovskii sense (see [28] for the definition). Furthermore, we approximate \( u_0 \) and \( v_0 \) in the \( H^1(\Omega) \)-norm by \( C^4+\alpha \) functions \( u_{0\varepsilon} \) and \( v_{0\varepsilon} \) satisfying (1.9),

\[
u_{0\varepsilon}(x) \geq u_0(x) \text{ and } v_{0\varepsilon}(x) \geq v_0(x) \text{ for } x \in \bar{\Omega},
\]

and replace (1.10) by

\[
u(x,0) = u_{0\varepsilon}(x), \quad \nu(x,0) = v_{0\varepsilon}(x).
\]

By [28, Theorem. 6.3, p. 302] the system (2.2) considered with (1.9), (2.4) has a unique local solution \((u_{\varepsilon},v_{\varepsilon})\) in \( Q_{\tau} \) for some small \( \tau = \tau(\varepsilon) > 0 \).

Everywhere below in this article we will denote by \( C \) positive constants independent of \( \varepsilon \) which may vary from line to line. Let us also introduce notations

\[
M_{\varepsilon} := M(u_{\varepsilon},v_{\varepsilon}), \quad p_{1\varepsilon} := -(\sigma + 1)u_{\varepsilon,xx} - v_{\varepsilon,xx}, \text{ and } p_{2\varepsilon} := -u_{\varepsilon,xx} - v_{\varepsilon,xx}.
\]

**A priori estimates.** Let us recall the energy (Lyapunov) functional (1.4) for the system (1.2) coupled with (1.9) without contributions of intermolecular interaction:

\[
E(u_{\varepsilon},v_{\varepsilon}) := \frac{1}{2} \int_{\Omega} \left[ \sigma u_{\varepsilon,x}^2 + (u_{\varepsilon,x} + v_{\varepsilon,x})^2 \right] dx.
\]

Indeed, differentiating the latter in time along solutions of (1.2) with (1.9) one obtains the corresponding energy equality

\[
\frac{d}{dt} E(u_{\varepsilon},v_{\varepsilon}) + \int_{\Omega} (M_{1\varepsilon} p_{1\varepsilon,x}^2 + 2M_{1\varepsilon} p_{1\varepsilon,x} p_{2\varepsilon,x} + M_{2\varepsilon} p_{2\varepsilon,x}^2) dx + \varepsilon \int_{\Omega} (p_{1\varepsilon,x}^2 + p_{2\varepsilon,x}^2) dx = 0.
\]

(2.7)

Note that the second term in (2.7) is non-negative since \( M_{\varepsilon} \) is positive semi-definite. By the approximation properties of \( u_{0\varepsilon},v_{0\varepsilon} \) one has

\[
\int_{\Omega} u_{0\varepsilon,x}^2 dx \leq (1 + \eta(\varepsilon)) \int_{\Omega} u_{0,x}^2 dx,
\]

\[
\int_{\Omega} v_{0\varepsilon,x}^2 dx \leq (1 + \eta(\varepsilon)) \int_{\Omega} v_{0,x}^2 dx,
\]

(2.8)

where \( \eta(\varepsilon) \to 0 \) if \( \varepsilon \to 0 \) and therefore \( E(u_{0\varepsilon},v_{0\varepsilon}) \leq C \) holds. This together with (2.7) implies the following a priori estimates:

\[
\sup_{t \in (0,\tau)} \int_{\Omega} u_{\varepsilon,x}^2 dx \leq C, \quad \sup_{t \in (0,\tau)} \int_{\Omega} v_{\varepsilon,x}^2 dx \leq C,
\]

(2.9)

and

\[
\int_{Q_{\tau}} (M_{1\varepsilon} p_{1\varepsilon,x}^2 + 2M_{1\varepsilon} p_{1\varepsilon,x} p_{2\varepsilon,x} + M_{2\varepsilon} p_{2\varepsilon,x}^2) dx \leq C,
\]

(2.10)

\[
\varepsilon \int_{Q_{\tau}} (p_{1\varepsilon,x}^2 + p_{2\varepsilon,x}^2) dx \leq C.
\]

(2.11)
Integrating (2.2) in time we deduce the conservation of mass law
\[
\int_\Omega u_\varepsilon(x,t)\,dx = \int_\Omega u_0\varepsilon(x)\,dx, \quad \int_\Omega v_\varepsilon(x,t)\,dx = \int_\Omega v_0\varepsilon(x)\,dx
\] (2.12)
for all \( t \in (0,\tau) \). Using this, (2.8), Poincaré’s inequality, and the Sobolev embedding theorem
\[
H^1(\Omega) \subset C^{1,2}_{\bar{\Omega}},
\]
one obtains
\[
\|u_\varepsilon(\cdot, t)\|_{C^{1,2}_{\bar{\Omega}}} \leq C, \quad \|v_\varepsilon(\cdot, t)\|_{C^{1,2}_{\bar{\Omega}}} \leq C.
\] (2.13)

Next, we obtain uniform Hölder estimates for \( u_\varepsilon \) and \( v_\varepsilon \) in time. Let us introduce the fluxes
\[
J_{1,\varepsilon} = -M_{11\varepsilon}p_{1\varepsilon,x} - M_{12\varepsilon}p_{2\varepsilon,x} \quad \text{and} \quad J_{2,\varepsilon} = -M_{21\varepsilon}p_{1\varepsilon,x} - M_{22\varepsilon}p_{2\varepsilon,x}.
\]
Observe that for every \( t \in (0,\tau) \)
\[
\iint_{Q_t} J_{1,\varepsilon}^2\,dx\,dt \leq C \iint_{Q_t} M_{11\varepsilon}^2 (M_{11\varepsilon}p_{1\varepsilon,x}^2 + 2M_{12\varepsilon}p_{1\varepsilon,x}p_{2\varepsilon,x} + M_{22\varepsilon}p_{2\varepsilon,x}^2)\,dx\,dt 
\leq C,
\] (2.14)
where we use \( M_{12\varepsilon}^2 \leq M_{11\varepsilon}M_{22\varepsilon} \), (2.10), and (2.13). Analogously,
\[
\iint_{Q_t} J_{2,\varepsilon}^2\,dx\,dt \leq C
\] (2.15)
holds. Again, from (2.2) we derive by two partial integrations the relations
\[
\iint_{Q_t} u_\varepsilon \phi_t = - \iint_{Q_t} J_{1,\varepsilon} \phi_x \quad \text{and} \quad \iint_{Q_t} v_\varepsilon \phi_t = - \iint_{Q_t} J_{2,\varepsilon} \phi_x.
\] (2.16)

Now, using (2.14)–(2.15) and (2.16), considered with the special test function \( \phi \) taken exactly as in the analogous proof for the single layer lubrication equation 1.1 in [25, Lemma 2.1], one obtains that for all \( x \in \Omega \) and \( t_1, t_2 \) in \( (0,\tau) \) the following holds:
\[
|u_\varepsilon(x,t_2) - u_\varepsilon(x,t_1)| \leq C|t_2 - t_1|^\frac{1}{8},
\]
\[
|v_\varepsilon(x,t_2) - v_\varepsilon(x,t_1)| \leq C|t_2 - t_1|^\frac{1}{8}.
\] (2.17)

**Conclusion.** The relations (2.13) and (2.17) imply upper bounds on the \( C^{1,\frac{1}{2}}_{x,t} \) -norms of \( u_\varepsilon \) and \( v_\varepsilon \) in \( Q_\tau \), which are independent of \( \tau \) and \( \varepsilon \). These a priori bounds allow us to conclude that \( (u_\varepsilon, v_\varepsilon) \) can be extended step-by-step to a solution of (2.2) considered with (1.9), (2.4) in \( Q_T \) for any positive \( T > 0 \) (see [28, Theorem. 9.3, p. 316]), and that

the sequences \( \{u_\varepsilon\}_{\varepsilon > 0} \) and \( \{v_\varepsilon\}_{\varepsilon > 0} \) are uniformly bounded and equicontinuous families in \( \bar{Q}_T \). (2.18)
2.2. Convergence to global weak solutions. Here, we show that solution 
\((u_\varepsilon, v_\varepsilon)\) of the regularized system (2.2) converges to a suitably defined global weak solution of the initial system (1.2). By (2.18), every sequence \(\varepsilon \to 0\) has a subsequence (for brevity neither are labeled) such that

\[ u_\varepsilon \to u, \quad v_\varepsilon \to v \quad \text{uniformly in } \bar{Q}_T. \tag{2.19} \]

Note that, due to the uniform bounds (2.13) and (2.17), any such limit \((u, v)\) can be defined globally in time using a standard Cantor diagonal argument (choosing a sequence \(T_n \to \infty\)).

**Theorem 2.1.** Any pair \((u, v)\) obtained as in (2.19) satisfies for any \(T > 0\) the following properties:

\[
(u,v) \in C^{1/2,1/8}_{x,t}(\bar{Q}_T) \times C^{1/2,1/8}_{x,t}(\bar{Q}_T), \quad (u,v) \in C_{x,t}^4(P) \times C_{x,t}^4(P),
\]

\[
M_{11} p_{1,x} + M_{12} p_{2,x}, \quad M_{21} p_{1,x} + M_{22} p_{2,x} \in L^2(P),
\]

\[
|u|^3 p_{1,x} \in L^2(R), \quad |v|^3 p_{2,x} \in L^2(S),
\]

where \(P = \bar{Q}_T \setminus \{(u=0) \cup \{v=0\} \cup \{t=0\}\}, \quad R = \bar{Q}_T \cap \{v=0\} \cap \{|u| > 0\}, \quad \text{and} \quad S = \bar{Q}_T \cap \{u=0\} \cap \{|v| > 0\}. \) Furthermore, there exists a function \(w \in L^2(R)\), such that \((u,v)\) satisfies (1.2) in the following sense:

\[
\iint_{\bar{Q}_T} u \phi_t - \iint_P (M_{11} p_{1,x} + M_{12} p_{2,x}) \phi_x - \iint_R \left( \frac{1}{3\mu} |u|^3 p_{1,x} + \frac{1}{2\mu} u^2 w \right) \phi_x = 0, \tag{2.23} \]

\[
\iint_{\bar{Q}_T} v \phi_t - \iint_P (M_{21} p_{1,x} + M_{22} p_{2,x}) \phi_x - \iint_S \frac{1}{3} |v|^3 p_{2,x} \phi_x = 0, \tag{2.24} \]

for all \(\phi \in \text{Lip}(\bar{Q}_T), \phi = 0\) near \(t = 0\) and \(t = T\);

\[
u(x,0) = u_0(x), \quad v(x,0) = v_0(x), \quad x \in \Omega, \tag{2.25} \]

\[
\int_{\Omega} u(x,t) dx = ||u_0||_{L^1(\Omega)}, \quad \int_{\Omega} v(x,t) dx = ||v_0||_{L^1(\Omega)}, \tag{2.26} \]

\[
u_x(\cdot, t) \to u_0, \quad \text{and} \quad v_x(\cdot, t) \to v_0 \quad \text{strongly in } L^2(\Omega) \quad \text{as } t \to 0, \tag{2.27} \]

and

\[
u \text{ and } v \text{ satisfy (1.9) at all points of the lateral boundary, where } u \neq 0 \text{ and } v \neq 0. \tag{2.28} \]

Finally, the following energy inequality holds:

\[
E(u(\cdot,T),v(\cdot,T)) + \iint_P (M_{11} p_{1,x}^2 + 2M_{12} p_{1,x} p_{2,x} + M_{22} p_{2,x}^2) \leq E(u_0,v_0). \tag{2.29} \]

**Proof.** By the properties of the constructed solutions \((u_\varepsilon, v_\varepsilon)\) to the regularized system and their uniform convergence to \((u, v)\), the first assertion in (2.20) and also (2.25)–(2.26) follow immediately. Using (2.10), we observe that
and therefore estimates

\[ \iint_{Q_T} (M_{11 \varepsilon} p_{1, x} + M_{22 \varepsilon} p_{2, x}) dx dt \leq C - \frac{1}{\mu} \iint_{Q_T} u_{\varepsilon}^2 v_{\varepsilon} p_{1, x} p_{2, x} dx dt. \]

From this, applying Young’s inequality,

\[ |u_{\varepsilon}^2 v_{\varepsilon} p_{1, x} p_{2, x}| \leq \frac{7}{24} |u_{\varepsilon}|^3 p_{1, x}^2 + \frac{6}{7} |u_{\varepsilon}|^2 |p_{2, x}| \]

and one obtains

\[ \iint_{Q_T} (M_{11 \varepsilon} p_{1, x}^2 + M_{22 \varepsilon} p_{2, x}^2) dx dt \leq C, \quad (2.30) \]

and therefore estimates

\[ \iint_{Q_T} |u_{\varepsilon}|^3 p_{1, x}^2 dx dt \leq C, \quad \iint_{Q_T} |v_{\varepsilon}|^3 p_{2, x}^2 dx dt \leq C, \quad \iint_{Q_T} |u_{\varepsilon}|^2 v_{\varepsilon}^2 p_{2, x}^2 dx dt \leq C. \quad (2.31) \]

For any \( \phi \) as in (2.23) one has

\[ \iint_{Q_T} u_{\varepsilon} \phi_{\varepsilon} dx dt - \iint_{Q_T} ((M_{11 \varepsilon} + \varepsilon) p_{1, x} + M_{12 \varepsilon} p_{2, x}) \phi_{\varepsilon} dx dt = 0, \quad (2.32) \]

\[ \iint_{Q_T} v_{\varepsilon} \phi_{\varepsilon} dx dt - \iint_{Q_T} (M_{21 \varepsilon} p_{1, x} + (M_{22 \varepsilon} + \varepsilon) p_{2, x}) \phi_{\varepsilon} dx dt = 0. \quad (2.33) \]

By (2.14) and (2.15) there exist \( J_1, J_2 \in L^2(Q_T) \) and a subsequence as \( \varepsilon \to 0 \) such that

\[ (-M_{11 \varepsilon} p_{1, x} - M_{12 \varepsilon} p_{2, x}) \rightharpoonup J_1 \]

and \( (M_{21 \varepsilon} p_{1, x} - M_{22 \varepsilon} p_{2, x}) \rightharpoonup J_2 \) weakly in \( L^2(Q_T) \). \quad (2.34)

Additionally, by (2.11),

\[ \epsilon \iint_{Q_T} p_{1, x} \phi_{\varepsilon} dx dt \to 0, \quad \epsilon \iint_{Q_T} p_{2, x} \phi_{\varepsilon} dx dt \to 0 \text{ as } \varepsilon \to 0. \]

By the regularity theory of uniformly parabolic systems and the uniform H"older continuity of the \( u_{\varepsilon} \) and \( v_{\varepsilon} \) we deduce that \( (u, v) \in C_{x, t}^{4,1}(P) \times C_{x, t}^{4,1}(P) \) and

\[ J_1 = -M_{11} p_{1, x} - M_{12} p_{2, x}, \quad J_2 = -M_{21} p_{1, x} - M_{22} p_{2, x} \text{ on } P. \quad (2.35) \]

Next, for a fixed \( \delta > 0 \) define a set \( I_{1, \delta} = \{|v| \leq \delta < |u|\}. \) From the estimates (2.31) it follows that there exists \( w \in L^2(I_{1, \delta}) \) such that \( p_{1, x} \rightharpoonup p_{1, x} \) and \( v_{\varepsilon} p_{2, x} \rightharpoonup w \) weakly in \( L^2(I_{1, \delta}) \) as \( \varepsilon \to 0 \). Therefore, one obtains

\[ \iint_{I_{1, \delta}} (M_{11 \varepsilon} p_{1, x} + M_{12 \varepsilon} p_{2, x}) \phi_{\varepsilon} dx dt \to \iint_{I_{1, \delta}} \left( \frac{1}{3 \mu} |u|^3 p_{1, x} + \frac{1}{2 \mu} u^2 w \right) \phi_{\varepsilon} dx dt \quad (2.36) \]
as \( \varepsilon \to 0 \). On the other hand, one has the estimate
\[
\iint_{|u| \leq \delta} (M_{11c}p_{1\varepsilon,x} + M_{12c}p_{2\varepsilon,x}) \phi_x \, dx \, dt \\
\leq C \left( \iint_{|u| \leq \delta} M_{11c} \left( M_{11c}p_{1\varepsilon,x}^2 + 2M_{12c}p_{1\varepsilon,x}p_{2\varepsilon,x} + M_{22c}p_{2\varepsilon,x}^2 \right) \, dx \, dt \right)^{1/2} \\
\leq C \delta^{3/2}.
\] (2.37)

Let us decompose the second term in (2.32) as
\[
\iint_{|u| > \delta, |v| > \delta} (M_{11c}p_{1\varepsilon,x} + M_{12c}p_{2\varepsilon,x}) \phi_x \, dx \, dt + \iint_{|u| \leq \delta} (M_{11c}p_{1\varepsilon,x} + M_{12c}p_{2\varepsilon,x}) \phi_x \, dx \, dt \\
+ \varepsilon \iint_{Q_T} p_{1\varepsilon,x} \phi_x \, dx \, dt + \iint_{|u| > \delta, |v| \leq \delta} (M_{11c}p_{1\varepsilon,x} + M_{12c}p_{2\varepsilon,x}) \phi_x \, dx \, dt
\] (2.38)
and take the limit \( \delta \to 0 \) extracting a proper diagonal subsequence \( \varepsilon \to 0 \) as follows. Using (2.35) one has
\[
\lim_{\delta \to 0} \left| \iint_{|u| > \delta, |v| > \delta} (M_{11c}p_{1\varepsilon,x} + M_{12c}p_{2\varepsilon,x}) \phi_x \, dx \, dt + \iint_{P} J_1 \phi_x \, dx \, dt \right| \\
\leq \lim_{\delta \to 0} \left| \iint_{|u| > \delta, |v| > \delta} (M_{11c}p_{1\varepsilon,x} + M_{12c}p_{2\varepsilon,x}) \phi_x \, dx \, dt \right| \\
+ \lim_{\delta \to 0} \left| \iint_{P} J_1 \phi_x \, dx \, dt \right| = 0,
\]
where in the last line we used that \( J_1 \phi_x \) is a bounded continuous function in \( P \). Furthermore, from (2.36) one obtains
\[
\lim_{\delta \to 0} \left| \iint_{I_{1,\delta}} (M_{11c}p_{1\varepsilon,x} + M_{12c}p_{2\varepsilon,x}) \phi_x \, dx \, dt - \iint_{v=0, |u| > 0} \left( \frac{1}{3\mu} |u|^3 p_{1\varepsilon,x} + \frac{1}{2\mu} u^2 w \right) \phi_x \, dx \, dt \right| \\
\leq \lim_{\delta \to 0} \left| \iint_{I_{1,\delta}} (M_{11c}p_{1\varepsilon,x} + M_{12c}p_{2\varepsilon,x}) \phi_x \, dx \, dt \right| \\
+ \lim_{\delta \to 0} \left| \iint_{|v| \leq \delta, |u| > \delta} \left( \frac{1}{3\mu} |u|^3 p_{1\varepsilon,x} + \frac{1}{2\mu} u^2 w \right) \phi_x \, dx \, dt \right| \\
- \iint_{v=0, |u| > 0} \left( \frac{1}{3\mu} |u|^3 p_{1\varepsilon,x} + \frac{1}{2\mu} u^2 w \right) \phi_x \, dx \, dt \\
\leq \lim_{\delta \to 0} \left| \iint_{|v| \leq \delta} \left( \frac{1}{3\mu} |u|^3 p_{1\varepsilon,x} + \frac{1}{2\mu} u^2 w \right) \phi_x \, dx \, dt \right| \\
\leq \lim_{\delta \to 0} \left| \iint_{\delta \geq |v|} \left( \frac{1}{3\mu} |u|^3 p_{1\varepsilon,x} + \frac{1}{2\mu} u^2 w \right) \phi_x \, dx \, dt \right|.
\]
\[ \leq \lim_{\delta \to 0} C \left[ \left( \iint_{\delta \geq |v|} |u|^3 dxdt \iint_{\delta \geq |v|} |u|^3 p_{1,x}^2 dxdt \right) \right]^{\frac{1}{2}} + \left( \iint_{\delta \geq |v|} |u|^4 dxdt \iint_{\delta \geq |v|} w^2 dxdt \right)^{\frac{1}{2}} \]

\[ \leq \lim_{\delta \to 0} C \left( \iint_{\delta \geq |v|} 1 dxdt \right)^{\frac{1}{2}} = 0, \]

where in the last inequality we used (2.20) and (2.31). Therefore, the last two estimates together with (2.37) imply that there exists a subsequence \( \varepsilon \to 0 \) such that (2.32) converges to (2.23).

Similarly, defining for a fixed \( \delta \geq 0 \) the set \( I_{2,\delta} = \{|u| \leq \delta < |v|\} \) one can estimate

\[ \iint_{|v| \leq \delta} (M_{21} |p_{1,x}| + M_{22} |p_{2,x}|) \phi_x dxdt \leq C \delta, \tag{2.39} \]

and

\[ \iint_{I_{2,\delta}} \left( M_{21} |p_{1,x}| + M_{22} |p_{2,x}| - \frac{1}{3} |v_\varepsilon|^3 p_{2,x} \right) \phi_x dxdt \leq C \left( \iint_{I_{2,\delta}} \left( M_{21}^2 |p_{1,x}|^2 + 2M_{21} \left( M_{22} - \frac{1}{3} |v_\varepsilon|^3 \right) p_{1,x} p_{2,x} \right. \right. \]

\[ + \left. \left. \left( M_{22} - \frac{1}{3} |v_\varepsilon|^3 \right)^2 p_{2,x}^2 \right) dxdt \right)^{1/2} \leq C \left( \iint_{I_{2,\delta}} \frac{1}{3} |v_\varepsilon|^2 \left( M_{11} |p_{1,x}|^2 + 2M_{21} |p_{1,x}| p_{2,x} + M_{22} |p_{2,x}|^2 \right) dxdt \right)^{1/2} \leq C \delta^{3/2}. \tag{2.40} \]

Moreover, again from (2.31) it follows that \( p_{2,x} \to p_{2,x} \) weakly in \( L^2(I_{2,\delta}) \) as \( \varepsilon \to 0 \), and therefore we deduce that

\[ \iint_{I_{2,\delta}} \left( \frac{1}{3} |v_\varepsilon|^3 p_{2,x} \right) \phi_x dxdt \to \iint_{I_{2,\delta}} \left( \frac{1}{3} |v|^3 p_{2,x} \right) \phi_x dxdt \tag{2.41} \]

as \( \varepsilon \to 0 \). Taking the limit \( \delta \to 0 \) and the corresponding diagonal sequence \( \varepsilon \to 0 \) in (2.33) (as was done before for 2.32) shows that it converges to (2.24) in view of (2.39)–(2.41).

To prove (2.27), notice that from \( u_{0,x} \to u_0, v_{0,x} \to v_0 \) in \( H^1(\Omega) \) and (2.7) we get

\[ \limsup_{t \to 0} \int_{\Omega} (\sigma u_x^2(x,t) + (u_x + v_x)^2(x,t)) dx \leq \int_{\Omega} (\sigma u_{0,x}^2 + (u_{0,x} + v_{0,x})^2) dx. \]

Since also

\[ u_x(\cdot, t) \to u_{0,x} \] and \( v_x(\cdot, t) \to v_{0,x} \) weakly in \( L^2(\Omega) \) as \( t \to 0 \), the assertion (2.27) follows.

Finally, the energy inequality (2.29) follows from (2.7) and the standard weakly lower semicontinuity argument. The proof of the theorem is complete.
3. Non-negativity of solutions

In this section we prove that the global weak solutions constructed in the previous section are non-negative provided the initial data \((u_0, v_0)\) are non-negative. Furthermore, for the system (2.1) considered with intermolecular potentials \(U_1(u), U_2(v)\), and \(U_3(u + v)\) as in (1.5) we show existence of positive smooth solutions.

3.1. Non-negativity in the absence of intermolecular forces. Following the ideas of [25], we define a suitable entropy \(G\) in order to show non-negativity of the weak solution \((u, v)\) from Theorem 2.1, provided (1.10) holds.

For \(l \in \{2, 3\}\) we set

\[
g_{\varepsilon, l}(s) = -\int_{\Omega} \frac{dr}{(|r|^l + \varepsilon)^{1/2}}, \quad G_{\varepsilon, l}(s) = -\int_{\Omega} g_{\varepsilon, l}(r) dr, \tag{3.1}
\]

with a constant \(A\) such that \(A \geq \max\{|u_\varepsilon|, |v_\varepsilon|\}\) for all sufficiently small \(\varepsilon\). Then one has

\[
G_{\varepsilon, l}(s) = g_{\varepsilon, l}(s), \quad G_{\varepsilon, l}(s) = g_{\varepsilon, l}(s) = \frac{1}{(|s|^l + \varepsilon)^{1/2}}.
\]

Also,

\[
g_{\varepsilon, l}(s) \leq 0, \quad G_{\varepsilon, l}(s) \geq 0 \text{ if } s \leq A
\]

and

\[
G_{\varepsilon, l}(s) \leq G_{0, l}(s) \text{ for all } s \in \mathbb{R}, \tag{3.2}
\]

where \(G_{0, l} = \lim_{\varepsilon \to 0} G_{\varepsilon, l}\) such that for \(0 \leq s \leq A\),

\[
G_{0, l}(s) = \begin{cases} (A - s - s \log \left(\frac{A}{s}\right)), & \text{if } l = 2, \\ 2(\sqrt{A} + \sqrt{\frac{1}{s} - 2\sqrt{s}}), & \text{if } l = 3. \end{cases} \tag{3.3}
\]

Since the structure of (1.2) is not symmetric with respect to \(u\) and \(v\) we use two entropies: one depending on \(u\) and the other on \(v\). For a fixed \(\delta > 0\) one has

\[
\frac{d}{dt} \int_{\Omega} (G_{\varepsilon, 3}(u_\varepsilon) + G_{\varepsilon, 2}(v_\varepsilon)) dx = \int_{\Omega} \left( (G'_{\varepsilon, 3}(u_\varepsilon)) u_{\varepsilon,x} + G'_{\varepsilon, 2}(v_\varepsilon) v_{\varepsilon,t} \right) dx
\]

\[
= \int_{\Omega} \left( (G'_{\varepsilon, 3}(u_\varepsilon)) u_{\varepsilon,x} (-(M_{11\varepsilon} + \varepsilon)p_{1\varepsilon,x} - M_{12\varepsilon}p_{2\varepsilon,x}) \right) dx
\]

\[
+ \int_{\Omega} \left( (G''_{\varepsilon}(v_\varepsilon)) v_{\varepsilon,x} (-(M_{21\varepsilon}p_{1\varepsilon,x} + M_{22\varepsilon} + \varepsilon)p_{2\varepsilon,x}) \right) dx
\]

\[
\leq \frac{\delta}{2} \int_{\Omega} \left( (G'_{\varepsilon, 3}(u_\varepsilon))^2 ((M_{11\varepsilon} + \varepsilon) + (M_{11\varepsilon} + \varepsilon)p_{1\varepsilon,x}^2 + 2M_{12\varepsilon}p_{1\varepsilon,x}p_{2\varepsilon,x}
\]

\[
+ (M_{22\varepsilon} + \varepsilon)p_{2\varepsilon,x}^2) \right) dx + \frac{\delta}{2} \int_{\Omega} \left( ((G''_{\varepsilon}(v_\varepsilon))^2 ((M_{22\varepsilon} + \varepsilon) + (M_{11\varepsilon} + \varepsilon)p_{1\varepsilon,x}^2
\]

\[
+ 2M_{12\varepsilon}p_{1\varepsilon,x}p_{2\varepsilon,x} + (M_{22\varepsilon} + \varepsilon)p_{2\varepsilon,x}^2) \right) dx + \frac{1}{2\delta} \int_{\Omega} (u_{\varepsilon,x}^2 + v_{\varepsilon,x}^2) dx. \tag{3.4}
\]
By Definition 3.1 it follows that
\[(G_{\varepsilon,3}(u_\varepsilon))^2((M_{22\varepsilon} + \varepsilon)) \leq C\] and \[(G_{\varepsilon,2}(v_\varepsilon))^2((M_{22\varepsilon} + \varepsilon)) \leq C,\] (3.5)
where in the last inequality we used the fact that there exists a constant \(C\) such that \(M_{22\varepsilon} \leq C|v_\varepsilon|^2\) holds. Combining (3.4) with the energy inequality (2.7) and taking \(0 < \delta < 1\) one obtains
\[
\frac{d}{dt} \int \Omega (G_{\varepsilon,3}(u_\varepsilon) + G_{\varepsilon,2}(v_\varepsilon))\,dx + \frac{d}{dt} E(u_\varepsilon, v_\varepsilon)
\]
\[
+ (1 - \delta) \int \Omega \left((M_{11\varepsilon} + \varepsilon)p_{1\varepsilon,x}^2 + 2M_{12\varepsilon}p_{1\varepsilon,x}p_{2\varepsilon,x} + (M_{22\varepsilon} + \varepsilon)p_{2\varepsilon,x}^2\right) \,dx\]
\[
\leq \frac{1}{2\delta} \int \Omega (u_{\varepsilon,x}^2 + v_{\varepsilon,x}^2) \,dx \leq \frac{C}{2\delta} \int \Omega \left(\sigma u_{\varepsilon,x}^2 + (u_{\varepsilon,x} + v_{\varepsilon,x})^2\right) \,dx.
\] (3.6)
This implies, using Gronwall', inequality, that
\[
\int \Omega (G_{\varepsilon,3}(u_\varepsilon) + G_{\varepsilon,2}(v_\varepsilon))\,dx \leq \exp\left(\frac{t}{\delta}\right) \int \Omega (G_{\varepsilon,3}(u_{0\varepsilon}) + G_{\varepsilon,2}(v_{0\varepsilon}))\,dx + E(u_{0\varepsilon}, v_{0\varepsilon}).
\]
On the other hand by (1.10), (2.3), and (3.2–3.3) one has
\[
\int \Omega (G_{\varepsilon,3}(u_{0\varepsilon}) + G_{\varepsilon,2}(v_{0\varepsilon}))\,dx \leq \int \Omega (G_{0,3}(u_{0\varepsilon}) + G_{0,2}(v_{0\varepsilon}))\,dx
\]
\[
\leq \int \Omega (G_{0,3}(u_0) + G_{0,2}(v_0))\,dx \leq C.
\]
Therefore, the last two estimates imply that for all \(t \leq T\)
\[
\int \Omega (G_{\varepsilon,3}(u_\varepsilon) + G_{\varepsilon,2}(v_\varepsilon))\,dx \leq C.
\] (3.9)
Proceeding as in [25, Theorem 4.1] shows non-negativity of \(u\) and \(v\).

3.2. The case including intermolecular forces. In this section we consider the system (1.2)-(1.3) in the presence of the intermolecular forces given as in (1.5) considered with (1.9) and the initial data satisfying
\[
u_0, v_0 > 0, \quad (u_0, v_0) \in H^1(\Omega) \times H^1(\Omega),
\]
\[
\int \Omega \left(U_1(u_0) + U_2(v_0) + U_3(u_0 + v_0)\right) \,dx \leq C_1.
\] (3.10)

**Theorem 3.1.** Assume that 0 < \(n < m\) and \(m \geq 3\) in (1.5). Then a positive smooth solution to (1.2), (1.3), (1.5) coupled with (1.9), (3.10) exists for all \(t \in (0, T)\).

**Proof.** Taking a suitable H"older continuous regularization of \(\Pi_k(s)\) and proceeding as in Section 2 one can show existence of regularized solutions \(u_\varepsilon\) and \(v_\varepsilon\) to (2.2)
considered now with (1.3), (1.5), (1.9), and (2.4) that satisfy the regularity properties as before. Note that in this case the energy inequality (2.7) for
\[
E(u_\varepsilon, v_\varepsilon) = \int_\Omega \left[ \frac{1}{2} u_{\varepsilon,x}^2 + \frac{1}{2} (u_{\varepsilon,x} + v_{\varepsilon,x})^2 + U_1(u_{\varepsilon}) + U_2(v_{\varepsilon}) + U_3(u_{\varepsilon} + v_{\varepsilon}) \right] dx
\]
still holds. Therefore, using the fact that \(U_k(s), k = 1, 2, 3\) are bounded from below, and hence
\[
-\int_\Omega [U_1(u_{\varepsilon}) + U_2(v_{\varepsilon}) + U_3(u_{\varepsilon} + v_{\varepsilon})] dx \leq C,
\]
(3.11)
together with (3.10) imply again the estimates (2.9)–(2.11).

We show additionally that there exists a constant \(\delta\) independent of \(\varepsilon\) such that
\[
u_{\varepsilon} \geq \delta > 0
\]
and
\[
u_{\varepsilon} \geq \delta > 0
\]
hold in \(Q_T\).

Then proceeding to the limit \(\varepsilon \to 0\) as in Theorem 2.1, the smoothness of the positive limits \(u\) and \(v\) will follow from the uniform parabolic theory and (3.12), and the statement of the theorem will be shown. Indeed, observe from (2.7) that
\[
\sup_{t \in (0, T)} \int_\Omega (U_1(u_{\varepsilon}(\cdot, t))) dx \leq C.
\]
(3.13)
Since \(U_2\) is bounded from below one has also
\[
\sup_{t \in (0, T)} \int_\Omega U_1(u_{\varepsilon}(\cdot, t)) dx \leq C.
\]
Let \(u_{\varepsilon}(x_0, t) = \min_\Omega u_{\varepsilon}(\cdot, t)\). By Hölder continuity of \(u_{\varepsilon}\) we get
\[
u_{\varepsilon}(x, t) \leq \nu_{\varepsilon}(x_0, t) + C|x - x_0|^{1/2}.
\]
Analogously to the proof for the single layer equation 1.1 in [1] one obtains for \(0 < n < m\)
\[
C \geq \int_\Omega U_1(u_{\varepsilon}(\cdot, t)) dx \geq C_2 \eta(u_{\varepsilon}(x_0, t)) + C_3,
\]
where \(\eta(s) = -\log s\) for \(m = 3\), \(\eta(s) = s^{3-m}\) for \(m > 3\). Hence \(u_{\varepsilon}(x_0, t) > 0\) holds for all \(t \in (0, T)\). The same argument works for \(\min_\Omega v_{\varepsilon}(\cdot, t)\). Therefore (3.12) is true.

4. Existence of non-negative weak solutions in the intermediate-slip case

In this section, we show that the solution \((u_{\varepsilon}, v_{\varepsilon})\) to the regularized system (2.2)–(2.4) considered now with the intermediate-slip mobility matrix
\[
M = \begin{pmatrix}
u^2 + \varepsilon & \nu \nu \\ \nu \nu & (1 + \beta) \nu^2 + \varepsilon
\end{pmatrix}
\]
converges to global non-negative weak solutions to (1.2) considered with (1.8), (2.1), and (1.9)–(1.10). Note that the case when intermolecular forces are present, i.e. for (1.2) considered with (1.4)–(1.5) and (1.8), proceeds then exactly as in Theorem 3.2 for the no-slip case.

The dissipation (2.7) of the energy functional (2.6) and the corresponding a priori estimates (2.9)–(2.13) and (2.17) are true in the intermediate-slip case as well. Therefore, (2.19) holds again up to a subsequence as $\varepsilon \to 0$. The following theorem states that the thus obtained limit $(u,v)$ is a non-negative global weak solution.

**Theorem 4.1.** The pair $(u,v)$ satisfies for any $T > 0$ the following properties:

\begin{align}
(u,v) & \in C^{1/2,1/8}_{x,t}(\bar{Q}_T) \times C^{1/2,1/8}_{x,t}(\bar{Q}_T), \\
M_{11}p_{1,x} + M_{12}p_{2,x}, \ M_{21}p_{1,x} + M_{22}p_{2,x} & \in L^2(P), \\
u^2p_{1,x} & \in L^2(R), \ u^2p_{2,x} \in L^2(S),
\end{align}

where $P = \bar{Q}_T \setminus (\{u = 0\} \cup \{v = 0\} \cup \{t = 0\})$, $R = Q_T \cap \{v = 0\} \cap \{|u| > 0\}$, and $S = \bar{Q}_T \cap \{u = 0\} \cap \{|v| > 0\}$. Furthermore, there exist functions $w_1 \in L^2(R)$ and $w_2 \in L^2(S)$ such that $(u,v)$ satisfies (1.2) in the following sense:

\begin{align}
\int_Q u\phi_t - \int_P (M_{11}p_{1,x} + M_{12}p_{2,x})\phi_x - \int_R (u^2p_{1,x} + uw_1)\phi_x = 0, \\
\int_Q v\phi_t - \int_P (M_{21}p_{1,x} + M_{22}p_{2,x})\phi_x - \int_S (vw_2 + (1+\beta)v^2p_{2,x})\phi_x = 0,
\end{align}

for all $\phi \in \text{Lip}(\bar{Q}_T)$, $\phi = 0$ near $t = 0$ and $t = T$,

\begin{align}
u(x,0) = u_0(x), \ v(x,0) = v_0(x), & \quad x \in \bar{\Omega}, \\
\int_\Omega u(x,t)dx & = ||u_0||_{L^1(\Omega)}, \ \int_\Omega v(x,t)dx = ||v_0||_{L^1(\Omega)}, \\
u_x(\cdot,t) \rightarrow u_0, & \quad \text{strongly in } L^2(\Omega) \text{ as } t \to 0,
\end{align}

and $u$ and $v$ satisfy (1.9) at all points of the lateral boundary, where $u \neq 0$ and $v \neq 0$.

Finally, the following energy inequality holds:

\begin{equation}
E(u(\cdot,T),v(\cdot,T)) + \int_P (M_{11}p_{1,x}^2 + 2M_{12}p_{1,x}p_{2,x} + M_{22}p_{2,x}^2) \leq E(u_0, v_0).
\end{equation}

**Proof.** The assertions (4.1)–(4.2) and (4.6)–(4.8) follow exactly as in the proof of Theorem 2.1. Using (2.10), one observes

\begin{align}
\int_Q (M_{11}x^2 + M_{22}x^2)dxdt \leq & \ C - 2 \int_Q M_{12}x^2p_{1,x}p_{2,x}dxdt \\
= & \ C - 2 \int_Q (u_xv_xp_{1,x}p_{2,x})dxdt.
\end{align}
By Young’s inequality,
\[ 2u_\varepsilon v_\varepsilon p_{1,\varepsilon,x} p_{2,\varepsilon,x} \leq \frac{2}{2+\beta} u_\varepsilon^2 p_{1,\varepsilon,x}^2 + \left( 1 + \frac{\beta}{2} \right) v_\varepsilon^2 p_{2,\varepsilon,x}^2, \]
and hence one obtains
\[
\begin{align*}
\int\int_{Q_T} u_\varepsilon^2 p_{1,\varepsilon,x}^2 \, dx & \leq C, \\
\int\int_{Q_T} v_\varepsilon^2 p_{2,\varepsilon,x}^2 \, dx & \leq C, \\
\int\int_{Q_T} (M_{11,\varepsilon} p_{1,\varepsilon,x}^2 + M_{22,\varepsilon} p_{2,\varepsilon,x}^2) \, dx \, dt & \leq C.
\end{align*}
\] (4.11)

From the last inequality (4.10) then follows.

Next, for \( \phi \) as in (4.5)–(4.5) one writes again (2.32)–(2.33). Considering the set \( I_1,\delta \) and \( I_2,\delta \) as in the proof of Theorem 2.1 and using the estimates (4.11) one can show in an analogous manner that (2.32) and (2.33) converge up to a diagonal subsequence as \( \delta \to 0 \) and \( \varepsilon \to 0 \) to (4.4) and (4.5) respectively.

**Theorem 4.2.** The global weak solution \((u, v)\) constructed in Theorem 4.1 is non-negative.

**Proof.** The proof proceeds similarly to the argument for non-negativity of the weak solutions in the no-slip case presented in the Section 3.1. The estimates
\[
(G_{\varepsilon,2}(u_\varepsilon))^2 (M_{11,\varepsilon} + \varepsilon) \leq C, \quad (G_{\varepsilon,2}(v_\varepsilon))^2 (M_{22,\varepsilon} + \varepsilon) \leq C,
\]
and
\[
\begin{align*}
\frac{d}{dt} \int_{\Omega} (G_{\varepsilon,3}(u_\varepsilon) + G_{\varepsilon,2}(v_\varepsilon)) \, dx + \frac{d}{dt} E(u_\varepsilon, v_\varepsilon) \\
+ (1 - \delta) \int_{\Omega} (M_{11,\varepsilon} + \varepsilon) p_{1,\varepsilon,x}^2 + 2M_{12,\varepsilon} p_{1,\varepsilon,x} p_{2,\varepsilon,x} + (M_{22,\varepsilon} + \varepsilon) p_{2,\varepsilon,x}^2 \, dx \\
\leq \frac{1}{2\delta} \int_{\Omega} (u_{\varepsilon,x}^2 + v_{\varepsilon,x}^2) \, dx,
\end{align*}
\]
are used as analogues to (3.5)–(3.6) in this case in order to obtain the crucial estimate
\[
\int_{\Omega} (G_{\varepsilon,2}(u_\varepsilon) + G_{\varepsilon,2}(v_\varepsilon)) \, dx \leq C.
\]
of the strong coupling of the system (1.2) and consequently of the lack of suitable estimates on the singular set $R$. Furthermore, we emphasize that we obtained a slight difference between weak formulations in the no-slip and intermediate-slip cases (compare Theorem 2.1 with 4.1). Due to the fact that the components $M_{11}$ and $M_{22}$ in (1.8) depend only on $u$ or $v$, respectively, in contrast to the no-slip case there is no analogue of estimate (2.39) in the intermediate-slip case. Therefore, an additional (so far not identified) function $w_2$ appears on the singular set $S$ in the latter case. The same problem persists also in the weak-slip case as the leading orders of the mobility matrix components on the set $S$ coincide with those for the intermediate-slip case. In this sense we have “more regularity” for the weak solutions in the no-slip case than for the ones in the weak- or intermediate-slip cases. This interesting observation should be understood in more depth, in view of the fact that for the single lubrication equation 1.1 the no-slip case is known to be more singular from both the physical and the analytical points of view than the slip cases.

Another observation appearing as well due to different component structures of the mobility matrices (1.7) and (1.8) is that we have stronger entropy for $u$ than for $v$ in the case of the former matrix, whereas the entropies are the same for the latter one.

In contrast to the existing results for the single lubrication equation 1.1 (see e.g. [25, 26]) we are not aware if the constructed weak solutions for the systems (1.2) should necessarily possess zero contact angles. This is due to an absence so far of the entropy dissipation inequality for the two layered systems (1.2) which was shown before to hold for (1.1). Combined energy-entropy dissipation inequalities derived here (as e.g. (3.6)) do not imply a priori $H^2$ estimates on the solutions. Similar difficulties with entropy estimates arose earlier, for example, in the proof of existence of non-negative weak solutions for a system modelling thin films on which surfactant molecules diffuse; see [30].

In previous investigations such as e.g. [15], the system (1.2) is often written in the variables $u$ and $u+v$ instead of $u$ and $v$. Such a transformation does not change the structure of (1.2). In particular, let $\tilde{u}, \tilde{v}$ be any linear transformation of $u, v$, e.g. $(\tilde{u}, \tilde{v})^T = A \cdot (u, v)^T$. Then, for symmetric and positive semi-definite matrix $M$, the system (1.2) becomes

$$
\tilde{u}_t = (\tilde{M}_{11}\tilde{p}_{1,x} + \tilde{M}_{12}\tilde{p}_{2,x})_x,
\tilde{v}_t = (\tilde{M}_{12}\tilde{p}_{1,x} + \tilde{M}_{22}\tilde{p}_{2,x})_x,
$$

where $\tilde{p}_1 = \delta E/\delta \tilde{u}$, $\tilde{p}_2 = \delta E/\delta \tilde{v}$, and the new mobility matrix $\tilde{M} = A \cdot M \cdot A^T$ is symmetric and positive semi-definite as well. Our results in Section 2 are still valid. However, for the non-negativity result for $(u, v)$ (Section 3) our choice of variables seems to be the most convenient since in general $\tilde{u}$ and $\tilde{v}$ will not be non-negative.

In principle our proofs can be extended to lubrication systems with quite general mobility matrices that allow for positive definite approximations. But the identification of the flux on the singular sets (i.e. those where one of the liquid heights vanishes) will very strongly depend on the particular entries at the main diagonal of the mobility matrix, as has been observed for the two cases considered here. Note also that the non-negativity properties of the obtained weak solutions crucially depend on the concrete form of the main diagonal entries.

Recently, in [31, 32] it was shown that there are other thin film models which have similar gradient dynamics to the weak-slip two-layer model presented here, (1.2) with (1.6). For instance, thin film equations for a single layer which is covered by an
insoluble surfactant [32]. In the latter model, the evolving variables denote the height of the thin film $h$ and the so-called surface coverage $\tilde{\Gamma}$. In special cases, e.g., when the Lyapunov functional to these systems depends only on $h_x^2$ and $(\tilde{\Gamma}_x)^2$, our results will still apply.

Finally we note that when submitting our results, we have become aware of a different proof for the existence of weak solutions in the no-slip case in [29]. These authors used a different approach from ours for obtaining weak solutions, basing theirs on Galerkin approximations. But also in their weak formulation appear the functions $H_f$ and $H_g$ which are not identified on certain sets.
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