Lattices of paths: Representation theory and valuations
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We study some distributive lattices arising in the combinatorics of lattice paths. In particular, for the Dyck, Motzkin and Schröder lattices we describe the spectrum and we determine explicitly the Euler characteristic in terms of natural parameters of lattice paths.
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1. Introduction

The set of all lattice paths of equal length with steps of a prescribed kind (usually starting from the origin and ending on the $x$-axis with respect to a fixed Cartesian coordinate system) can always be ordered by containment. More precisely, we say that $\gamma_1 \leq \gamma_2$ when $\gamma_1$ lies weakly below $\gamma_2$. In several cases, the resulting poset has the structure of a distributive lattice, as for Dyck, Motzkin and Schröder paths. Some conditions that guarantee to have a distributive lattice are given in [13], where there is also a first attempt to provide a systematic classification of these posets of paths. Some of these lattices turn out to be isomorphic with the lattices arising from other well known structures [3, 4, 12]. For instance, the lattice generated by all Dyck paths of length $n$ is isomorphic to the dual of the Young lattice associated with the staircase partition $(n, n - 1, \ldots, 2, 1)$, as proved in [24] or in [22] where a different combinatorial interpretation is provided. The language of lattice paths, however, gives a geometric flavor to the subject which allows to express several properties in a more fascinating way. Moreover, the study of lattices in terms of paths is a growing area of research, as witnessed by the investigation of a generalization of Dyck lattices appearing in [19] or by the deep study of the properties of Dyck lattices developed in [20].

In the present paper we consider essentially two kinds of questions concerning lattices of paths. The first topic concerns the representation theory of lattices of Dyck-like paths, i.e. paths defined as the ordinary Dyck paths except for the fact that they use up steps of the form $(1, a)$ and down steps...
of the form \((1, -b)\), where \(a\) and \(b\) are two assigned positive integers. Specifically, we obtain a representation theorem for these lattices describing explicitly their spectrum. We also prove that these lattices can be described as dual of Young lattices associated to a given partition. Then we review some results scattered in the literature and, in particular, for the Dyck lattices we observe some elementary properties which will be extensively used in the rest of the paper.

The second topic concerns the Euler characteristic of lattices of paths. The Euler characteristic is a classical invariant measure which plays an important role, for instance, in combinatorial geometry \([16]\) and in geometric probability \([15]\). The combinatorial interest of the Euler characteristic lies in its deep relation with the M"obius function \([18]\) (see also \([17]\)). In the present paper, we give a general technique to determine the Euler characteristic of Dyck-like lattices, which generalize in a natural way the ordinary Dyck lattices. In particular, in the case of Dyck and Schr"oder lattices, we obtain a combinatorial interpretation for the Euler characteristic in terms of the number of tunnels of a path \([10, 11]\). The case of Motzkin lattices cannot be dealt with using the machinery developed for Dyck-like lattices. So, we provide an ad hoc argument which allows to obtain a (not obvious) combinatorial interpretation of the Euler characteristic also for these lattices.

2. Basic definitions and properties

As usual, \(\mathbb{N}\) denotes the set of all non-negative integers, \(\mathbb{Z}\) denotes the set of all integers, \([n] = \{1, 2, \ldots, n\}\) and \([0, n] = \{0, 1, \ldots, n\}\). For any real number \(x\), \(\lfloor x \rfloor\) is the greatest integer less than or equal to \(x\), whereas \(\lceil x \rceil\) is the least integer greater than or equal to \(x\). In the rest of this section, we will recall some basic definitions concerning lattice paths and the theory of partially ordered sets \([1, 5, 8]\).

2.1. Lattice paths

Given a finite subset \(\Gamma \subseteq \mathbb{Z}\), a \(\Gamma\)-path of length \(n\) is a function \(f : [0, n] \rightarrow \mathbb{N}\) such that \(f(0) = f(n) = 0\) and \(f(k + 1) - f(k) \in \Gamma\), for every \(k \in [0, n - 1]\). Equivalently, a \(\Gamma\)-path of length \(n\) is a sequence of \(n\) steps \((1, k)\), with \(k \in \Gamma\), starting from the origin, ending on the \(x\)-axis and never going below that axis.

Considered as functions, \(\Gamma\)-paths of length \(n\) can be ordered coordinate-wise setting \(f \leq g\) whenever \(f(k) \leq g(k)\) for every \(k \in [0, n]\). In this way, we obtain a poset \(\mathcal{C}_n\) which, under suitable conditions \([13]\), turns out to be a lattice. In particular, \(\mathcal{C}_n\) is a distributive lattice when \(\Gamma = \{-b, a\}\), with
Here \(-b, a\)-paths will be called *Dyck-like paths of type* \((a, b)\), since they are a natural generalization of ordinary Dyck paths (corresponding to the case \(a = b = 1\)). Dyck-like paths have already been considered in [9], where several results are proved and the case \((a, b) = (3, 2)\) is examined in great detail, and also in [2], where they are used as a source of examples.

We will use \(U\), \(H\) and \(D\) to denote up steps, horizontal steps and down steps. Given a path \(\gamma\) having precisely one type of up step and one type of down step, a *peak* of \(\gamma\) is just a sequence formed by an up step and a down step. An *elevated Dyck path* is a Dyck path touching the \(x\)-axis just at its starting and ending points.

In the sequel, a path will be denoted by a Latin letter when considered as an element of a lattice and by a Greek letter in all other cases.

### 2.2. Partially ordered sets

In a poset \(P\), an element \(x\) is covered by an element \(y\) when \(x \leq u \leq y\) implies \(x = u\) or \(u = y\). A poset \(P\) is ranked when it admits a rank function, that is a function \(r : P \to \mathbb{N}\) such that \(r(y) = r(x) + 1\) whenever \(x\) is covered by \(y\). For finite posets the function \(r\) is usually chosen so that the minimal elements have rank 0. The height of \(P\) is its maximum rank.

A map \(f : P \to Q\) between two posets \(P\) and \(Q\) is order-preserving when \(x \leq y\) implies \(f(x) \leq f(y)\) for every \(x, y \in P\). In particular, it is a poset isomorphism when it is an order-preserving bijection, whose inverse is order-preserving, too. In this paper, all isomorphisms between posets are always understood to be poset isomorphisms.

A join-semilattice (meet-semilattice) is a poset in which there exists the supremum (the infimum) of any two elements. A lattice is a poset in which there exists the supremum and the infimum of any two elements.

A poset \(P\) has a minimum \(\hat{0}\) (maximum \(\hat{1}\)) when it has only one minimal (maximal) element. In a poset \(P\) with minimum (maximum), an *atom* (coatom) is an element covering the minimum (covered by the maximum).

In a (finite) lattice \(L\), the socle is the join of all atoms and the radical is the meet of all coatoms.

An order-ideal of a poset \(P\) is a subset \(I\) such that \(x \in I\) and \(u \leq x\) imply \(u \in I\). The principal ideal \(\downarrow x\) generated by an element \(x \in P\) is the set of all elements \(u \in P\) such that \(u \leq x\). Similarly, the principal filter \(\uparrow x\) generated by an element \(x \in P\) is the set of all elements \(u \in P\) such that \(u \geq x\).

A join-irreducible element of a distributive lattice \(\mathcal{D}\) is any element \(x \neq \hat{0}\) with the property that if \(x = u \lor v\) then \(x = u\) or \(x = v\). The set \(\mathcal{J}(P)\) of all order-ideals of \(P\), ordered by inclusion, is a distributive lattice. Conversely,
by Birkhoff’s representation theorem, every finite distributive lattice \( D \) is isomorphic to the lattice \( \mathcal{J}(P) \) where \( P = \text{Spec}(D) \), the spectrum of \( D \), is defined as the poset of all join-irreducibles of \( D \).

A valuation on a distributive lattice \( D \) with values in \( \mathbb{R} \) is a function \( \nu : D \to \mathbb{R} \) such that \( \nu(\hat{0}) = 0 \) and \( \nu(x \lor y) + \nu(x \land y) = \nu(x) + \nu(y) \) for every \( x, y \in D \). A valuation on a finite distributive lattice \( D \) is uniquely determined by the values it takes on the set of join-irreducibles of \( D \), and these values can be arbitrarily assigned [18]. Every valuation \( \nu \) satisfies the following generalized form of the principle of inclusion-exclusion:

\[
\nu(x_1 \lor \cdots \lor x_n) = \sum_{S \subseteq [n], S \neq \emptyset} (-1)^{|S|-1} \nu\left(\bigwedge_{i \in S} x_i\right).
\]

The (Euler) characteristic of \( D \) is defined as the unique valuation \( \chi \) such that \( \chi(\hat{0}) = 0 \) and \( \chi(x) = 1 \) for every join-irreducible \( x \) of \( D \). In particular, \( \chi(D) = \chi(\hat{1}) \).

A partition of a non-negative integer \( n \) is a sequence \( \lambda = (\lambda_1, \lambda_2, \ldots, \lambda_k) \) of positive integers such that \( \lambda_1 \geq \lambda_2 \geq \cdots \geq \lambda_k > 0 \) and \( \lambda_1 + \lambda_2 + \cdots + \lambda_k = n \). The \( \lambda_i \)'s are called the parts of \( \lambda \), and the sum of all parts of \( \lambda \) will be denoted by \( |\lambda| \). The (Ferrers) diagram of \( \lambda \) is a left-justified array of squares (or dots) with exactly \( \lambda_i \) squares in the \( i \)-th row. Partitions can be ordered by magnitude of parts [1]: if \( \alpha = (a_1, \ldots, a_h) \) and \( \beta = (b_1, \ldots, b_k) \), then \( \alpha \leq \beta \) whenever \( h \leq k \) and \( a_i \leq b_i \) for every \( i = 1, 2, \ldots, h \). If \( \alpha \leq \beta \) the diagram of \( \alpha \) is contained in the diagram of \( \beta \). The resulting poset is an infinite distributive lattice, called Young lattice. In particular, the Young lattice \( Y_\lambda \) generated by a partition \( \lambda \) is the set of all integer partitions \( \alpha \) such that \( \alpha \leq \lambda \), i.e. \( Y_\lambda = \downarrow \lambda \) in \( Y \).

3. Dyck-like paths

3.1. Representation of Dyck-like paths

To study Dyck-like paths of type \((a,b)\) we can always suppose, without loss of generality, that \( a \geq b \). We begin our study noticing that the length of a Dyck-like path of type \((a,b)\) strictly depends on \( a \) and \( b \), as stated in the following proposition essentially due to Duchon [9].

**Proposition 3.1.** Every Dyck-like path of type \((a,b)\) has \( \frac{b}{\gcd(a,b)} \cdot n \) up steps and \( \frac{a}{\gcd(a,b)} \cdot n \) down steps, for some \( n \in \mathbb{N}^* \), and it ends at the point \((n \cdot \ell(a,b), 0)\), where \( \ell(a,b) = \frac{a+b}{\gcd(a,b)} \).
Figure 1: The minimum element in $D_{1}^{(a,b)}$ for (i) $a = 3$, $b = 2$, (ii) $a = 5$, $b = 2$ and (iii) $a = 5$, $b = 3$.

Proof. Let $h, k$ be the number of up steps and down steps of the path respectively. Then, $ha = kb$. It follows that $ha_{1} = kb_{1}$, where $a_{1} = \frac{a}{\gcd(a, b)}$ and $b_{1} = \frac{b}{\gcd(a, b)}$. Clearly, since $\gcd(a_{1}, b_{1}) = 1$, it follows that there exists $n \in \mathbb{N}^{*}$ such that $h = nb_{1}$ and $k = na_{1}$. Thus, the path contains $n \cdot \ell(a, b)$ steps, so that it ends at the point $(n \cdot \ell(a, b), 0)$.

The lattice of all Dyck-like paths of type $(a, b)$ having length $n \cdot \ell(a, b)$ will be denoted by $D_{n}^{(a,b)}$. Set $h = \frac{b}{\gcd(a, b)} \cdot n$, $k = \frac{a}{\gcd(a, b)} \cdot n$ and $r_{1} + r_{2} + \cdots + r_{i} = \lfloor \frac{ia}{b} \rfloor$, for every $i \in [h]$. $D_{n}^{(a,b)}$ is a distributive lattice of height $\binom{h}{2}$, with minimum $\widehat{0} = U D^{r_{2}} U D^{r_{3}} \cdots U D^{r_{n}}$ (see Figure 1 for some examples) and maximum $\widehat{1} = U^{h} D^{k}$, with $h - 1$ atoms of the form $U D^{r_{1}} U D^{r_{2}} \cdots U D^{r_{i-1}} U D^{r_{i+1}} \cdots U D^{r_{n}}$, and just 1 coatom $U^{h-1} D U D^{k-1}$. It is easy to see that the socle of $D_{n}^{(a,b)}$ is the path $s = U D^{r_{1}} U D^{r_{2}} \cdots U D^{r_{i-1}} U D^{r_{i}+1} \cdots U D^{r_{n}}$ and that the principal filter $\uparrow s$ is isomorphic to $D_{h-1}^{(a,b)}$, whenever $n \geq 1$. The special (and important) case of ordinary Dyck lattices $D_{n}$ corresponds to $(a, b) = (1, 1)$, and for them we can also observe that the principal ideal $\downarrow s$ is isomorphic to the Boolean algebra $B_{n-1}$ having $n - 1$ atoms. For Dyck lattices, see also Figure 3.

Our next goal is to find some suitable representation results for the lattices $D_{n}^{(a,b)}$. We begin by giving an alternative description of $D_{n}^{(a,b)}$. For each path in $D_{n}^{(a,b)}$, consider the path obtained by replacing each step $(1, a)$ with a step $(1, 1)$ and each step $(1, -b)$ with a step $(1, -1)$. If $a \neq b$, the paths of the resulting set $D_{n}^{(a,b)}$ terminates below the $x$-axis.

Lemma 3.2. The lattice $\overline{D}_{n}^{(a,b)}$ consists of all the paths that start from the origin, end at the point $(n \cdot \frac{a+b}{\gcd(a,b)}, n \cdot \frac{b-a}{\gcd(a,b)})$ and never go below the line $y = \frac{b-a}{a+b} x$. 
Figure 2: A path in $D_n^{(a,b)}$ and the associated partition for $a = 3$, $b = 2$ and $n = 3$.

Figure 3: The Dyck lattices $D_3$ and $D_4$, their spectra and the distribution of the characteristic.

Proof. If $(x_0, y_0)$ is the endpoint of the paths in $D_n^{(a,b)}$ then $x_0$ is equal to the length of the paths in $D_n^{(a,b)}$ obtained in Proposition 3.1, and $y_0$ can be obtained by subtracting from the number $h$ of steps $(1,1)$ the number $k$ of steps $(1,-1)$. Since $h$ and $k$ are defined as in Proposition 3.1, it follows that $y_0 = n \cdot \frac{b-a}{\gcd(a,b)}$. The last part of the thesis is obtained by determining the line passing through the origin and the point $(x_0, y_0)$.

A careful inspection of some examples (as the one in Figure 2) suggests that the paths in $D_n^{(a,b)}$ (or, equivalently, in $D_n^{(a,b)}$) are in bijection with the integer partitions whose Ferrers diagram is included in the Ferrers diagram obtained by taking simultaneously the minimum and the maximum paths in $D_n^{(a,b)}$, then rotating by $45^\circ$ anticlockwise and finally considering the squares obtained by drawing the part of the lattice grid included between the two paths. We will denote such a partition $\lambda_n^{(a,b)}$, and call it the partition associated with $D_n^{(a,b)}$ (or $D_n^{(a,b)}$).
All this implies

**Proposition 3.3.** The distributive lattice \( \mathcal{D}_{n}^{(a,b)} \) is isomorphic to the dual of the Young lattice \( \mathcal{Y}_{\lambda_{n}^{(a,b)}} \).

Next proposition describes the partition \( \lambda_{n}^{(a,b)} \) in terms of the positive integers \( a, b \) and \( n \), when \( \gcd(a, b) = 1 \) (the general case follows immediately).

**Proposition 3.4.** Let \( \gcd(a, b) = 1 \). For any \( n \in \mathbb{N} \),

\[
\lambda_{n}^{(a,b)} = (\lambda_{n,b}, \ldots, \lambda_{n-1,b}, \ldots, \lambda_{2,b}, \ldots, \lambda_{2,1}, \lambda_{1,b}, \ldots, \lambda_{1,2})
\]

is a partition with \( nb - 1 \) parts, where \( \lambda_{h,k} = (h - 1)a + \left\lfloor \frac{(k - 1)a}{b} \right\rfloor \). In particular,

\[
|\lambda_{n}^{(a,b)}| = ab \frac{n(n - 1)}{2} + n|\lambda_{1}^{(a,b)}|.
\]

**Proof.** From the expression of \( \lambda_{n}^{(a,b)} \) it follows that the \( i \)-th row of \( \lambda_{n}^{(a,b)} \) (counting upwards) contains \( r_{1} + r_{2} + \cdots + r_{i} = \left\lfloor \frac{ia}{b} \right\rfloor \) squares, for every \( i \in [nb - 1] \). Since \( \lambda_{h,k} \) is the number of squares which are contained in the \( ((h - 1)b+(k - 1)) \)-th row of \( \lambda_{n}^{(a,b)} \), where \( (h, k) \in \left\lfloor [a] \times [b] \right\rfloor \setminus \{(1, 1)\} \), we obtain that

\[
\lambda_{h,k} = \left( \frac{(h - 1)b + (k - 1)}{b} \right) a = h - 1 + \left\lfloor \frac{(k - 1)a}{b} \right\rfloor.
\]

Since Dyck paths are Dyck-like with \( (a, b) = (1, 1) \), the following corollary holds.

**Corollary 3.5.** The Dyck lattice \( \mathcal{D}_{n} \) is isomorphic to the dual of the Young lattice \( \mathcal{Y}_{\lambda_{n}} \), where \( \lambda_{n} = (n - 1, n - 2, \ldots, 2, 1) \).

Before proceeding further, it will be useful to characterize the join-irreducible elements of \( \mathcal{D}_{n}^{(a,b)} \).

**Proposition 3.6.** A path in \( \mathcal{D}_{n}^{(a,b)} \) (resp. \( \mathcal{D}_{n}^{(a,b)} \)) is join-irreducible if and only if it contains exactly one peak (weakly) above the line \( y = a + b \) (resp. \( y = \frac{b - a}{a + b} x + 2 \)). Furthermore, this peak determines the path uniquely.

**Proof.** In \( \mathcal{D}_{n}^{(a,b)} \) a path \( x \) is covered by a path \( y \) if it can be obtained from \( y \) by changing a peak \( UD \) into a valley \( DU \). The paths with a unique peak (weakly) above the line \( y = a + b \) are the only paths for which this operation can be performed just in one way. This argument can be trivially adapted to obtain the corresponding statement for \( \mathcal{D}_{n}^{(a,b)} \).

\[\Box\]
An easy corollary concerning Dyck paths is the following.

**Corollary 3.7.** The join-irreducibles of the lattice $D_n$ are the paths with exactly one peak (weakly) above the line $y = 2$, that is the paths of the form

In particular, the spectrum of $D_n$ is isomorphic to the poset of the intervals of a chain $C_{n-2}$ with $n-1$ elements, i.e. $\text{Spec}(D_n) \simeq \{(i,j) \in C_n^2 : i \leq j - 2\} \simeq \text{Int}(C_{n-2})$.

**Proof.** The last statement can be proved by simply observing that every join-irreducible in $D_n$ is uniquely determined by the interval corresponding to its unique peak (weakly) above the line $y = 2$.

Now, we can state our main result concerning the representation of Dyck-like paths.

**Theorem 3.8.** The distributive lattice $D_n^{(a,b)}$ is isomorphic to $J(P_n^{(a,b)})$, where $P_n^{(a,b)}$ is the set of points $(x,y) \in [0,n \cdot \ell(a,b)] \times \mathbb{Z}$ such that $x$ and $y$ have the same parity, $y \leq x$, $y \leq -x + n \frac{2b}{\gcd(a,b)}$ and $y \geq b - a - b + 2$, ordered coordinatewise.

**Proof.** This follows from Proposition 3.3, by noticing that $P_n^{(a,b)}$ coincides with the set of the peaks weakly above the line $y \geq \frac{b-a}{a+b} + 2$ of the join-irreducibles in $D_n^{(a,b)}$.

The rank of a path $x \in D_n^{(a,b)}$ can be easily expressed in terms of its area $A(x)$, i.e. the area of the region determined by the path and the $x$-axis.

**Proposition 3.9.** The rank of any element $x \in D_n^{(a,b)}$ is

\[ r(x) = \frac{A(x) - A(\hat{0})}{a + b}. \]

**Proof.** We will prove that the function defined in (2) satisfies the properties of a rank function. First we have $r(\hat{0}) = \frac{A(\hat{0}) - A(\hat{0})}{a + b} = 0$. Suppose now that $x$ is covered by $y$. Then the path $y$ is obtained from $x$ by replacing a valley with a peak. This implies that the area $A(y)$ is obtained from $A(x)$ by adding the area of a parallelogram of area $a + b$. Hence $r(y) = \frac{A(x) + a + b - A(\hat{0})}{a + b} = r(x) + 1$.

In the special case of Dyck lattices, the above formula reads $r(x) = (A(x) - n)/2$. 


Before closing the present section, we mention some important facts concerning Dyck lattices which will be fundamental in what follows.

A pyramid in a Dyck path is a maximal sequence of consecutive steps of the form $U^hD^h$, for some $h \geq 1$, which can be replaced with $U^{h-1}DU^{h-1}$ still remaining inside the class of Dyck paths. The positive integer $h$ is called the dimension of the pyramid, whereas the height of the vertex is called the height of the pyramid.

A $k$-tunnel of a Dyck path $x$ is any segment, not reducing to a point, on the horizontal line $y = k$ having in common with $x$ only its extreme points (see Figure 4 for an example). Clearly every tunnel corresponds to a factor of the form $UyD$ where the steps $U$ and $D$ are at the same level (see again Figure 4). In particular, the 0-tunnels correspond to the primitive factors of the paths.

**Proposition 3.10.** The meet of two join-irreducibles of $D_n$ is $\hat{0}$ or a join-irreducible, i.e. $\{\hat{0}\} \cup \text{Spec}(D_n)$ is a ranked sub-meet-semilattice of $D_n$. Moreover, the rank of a path in the poset $\{\hat{0}\} \cup \text{Spec}(D_n)$ is equal to the maximum height of its tunnels (i.e. $r(x) = k$ whenever $x$ has a $k$-tunnel but not a $(k+1)$-tunnel).

**Proof.** Two join-irreducible Dyck paths either meet in $\hat{0}$ or have pyramids intersecting in a single point with integer coordinates. 

We observe that an analogous result also holds for the lattices $D_n^{(a,b)}$, i.e. it can be shown that $\{\hat{0}\} \cup \text{Spec}(D_n^{(a,b)})$ is a sub-meet-semilattice of $D_n^{(a,b)}$, even if it is in general not ranked.

### 3.2. Characteristic

A Dyck-like lattice is a distributive lattice whose spectrum is a ranked poset admitting a labelling of its elements with the following properties: all labels are positive integers and every antichain $S = \{s_1, \ldots, s_n\}$ of join-irreducibles can be linearly ordered so that the labels of the elements of $S$ are distinct and, if $s_1$ and $s_n$ are the elements having minimum and maximum labels,
respectively, then $s_1 \land s_n = s_1 \land s_2 \land \cdots \land s_{n-1} \land s_n$. In a Dyck-like lattice, any labelling of the join-irreducibles satisfying the above properties will be called a Dyck-like labelling. Similarly, if $\{s_1, \ldots, s_n\}$ is an antichain of join-irreducibles as above, the ordered $n$-tuple $(s_1, \ldots, s_n)$ will be called a Dyck-like antichain.

**Proposition 3.11.** For any $a, b \in \mathbb{N}$ and for every $n \in \mathbb{N}$, the lattice $D_n^{(a, b)}$ is a Dyck-like lattice.

**Proof.** Consider the lattice $D_n^{(a, b)}$ isomorphic to $D_n^{(a, b)}$, as defined in Section 3.1. Label each join-irreducible with the abscissa of its highest peak. Such a labelling is a Dyck-like labelling. The fact that the spectrum of $D_n^{(a, b)}$ is ranked is a consequence of Theorem 3.8. \hfill $\square$

We conjecture that a sort of converse of the previous proposition holds. More precisely, the following assertion seems plausible:

**Conjecture 3.12.** Every finite Dyck-like lattice can be represented as a sublattice of a lattice of Dyck-like paths of suitable length.

We will say that an element $x$ of a distributive lattice $D$ is quasi-join-irreducible when there exists an ordered $k$-tuple $(s_1, \ldots, s_k)$ forming an antichain of join-irreducibles such that $x = s_1 \lor \cdots \lor s_k$ and $s_i \land s_{i+1} \neq \hat{0}$, for every $i = 1, 2, \ldots, k - 1$.

**Lemma 3.13.** Let $D$ be a Dyck-like lattice and $x \in D$ a quasi-join-irreducible. Then $x$ can be expressed as $x = t_1 \lor \cdots \lor t_k$ where $(t_1, \ldots, t_k)$ is a Dyck-like antichain and $t_i \land t_{i+1} \neq \hat{0}$, for every $i = 1, 2, \ldots, k - 1$.

**Proof.** Let $x = t_1 \lor \cdots \lor t_k$, where $(t_1, \ldots, t_k)$ is a Dyck-like antichain. Suppose there exists an index $j < k$ such that $t_j \land t_{j+1} = \hat{0}$. This would imply $t_a \land t_b = \hat{0}$, for any $a \leq j$ and $b \geq j + 1$. However, in any rearrangement of the $t_i$’s, at least a pair of adjacent elements must appear such that one has index $\leq j$ and the other has index $\geq j + 1$, and this contradicts the hypothesis that $x$ is quasi-join-irreducible. \hfill $\square$

Lemma 3.13 asserts that in a Dyck-like lattice the antichain of join-irreducibles in the definition of a quasi-join-irreducible element can be taken to be a Dyck-like antichain.

Before proceeding further we notice that, in the finite case, the notion of a quasi-join-irreducible element can be related to an interesting property.

**Proposition 3.14.** Suppose that $D$ is a finite distributive lattice. If $x \in D$ is quasi-join-irreducible then the following property holds:

$$(3) \quad \text{if } x = y \lor z \text{ and } y \land z = \hat{0}, \text{ then } x = y \text{ or } x = z.$$
Proof. In a finite distributive lattice, every element has an essentially unique factorization (up to the order of the factors) as a join of join-irreducible elements. Let \( x = y \lor z \) and \( y \land z = \hat{0} \). Let \( x = s_1 \lor \cdots \lor s_k \), with \( s_1, \ldots, s_k \) join-irreducibles as in the definition of a quasi-join-irreducible. Then necessarily both \( y \) and \( z \) can be expressed as the join of some of the \( s_i \)'s. Moreover, there cannot exist any \( i \) such that \( s_i \) appears in the factorization of both \( y \) and \( z \), otherwise \( y \land z \neq \hat{0} \). Therefore the set \( \{s_1, \ldots, s_k\} \) can be partitioned into two blocks (the elements appearing in the factorization of \( y \) and those appearing in the factorization of \( z \), respectively) in such a way that, if \( s_i \) and \( s_j \) belong to different blocks, then \( s_i \land s_j = \hat{0} \). The fact that \( x \) is quasi-join-irreducible implies that one of the two blocks must be empty, whence \( x = y \) or \( x = z \).

We can also prove a converse of the above proposition in the hypothesis that the lattice is Dyck-like.

**Proposition 3.15.** Suppose that \( \mathcal{D} \) is a finite Dyck-like lattice. If \( x \in \mathcal{D} \) satisfies property (3) (for all \( y \) and \( z \)), then it is quasi-join-irreducible.

**Proof.** Set \( x = s_1 \lor \cdots \lor s_k \), where the \( s_i \)'s are join-irreducibles and \( (s_1, \ldots, s_k) \) is a Dyck-like antichain. If \( x \) were not quasi-join-irreducible, then there would exist \( i \) such that \( s_i \land s_{i+1} = \hat{0} \). Define \( y = s_1 \lor \cdots \lor s_i \) and \( z = s_i+1 \lor \cdots \lor s_k \). Of course \( x = y \lor z \). Moreover, for every \( a \leq i \) and for every \( b \geq i+1 \), \( s_a \land s_b = s_a \land \cdots \land s_i \land s_{i+1} \land \cdots \land s_b = \hat{0} \), whence \( y \land z = \hat{0} \). Therefore \( x = y \) or \( x = z \), which is impossible since \( x \) has a unique factorization as the join of join-irreducibles.

**Remark.** In the above proofs, the finiteness hypothesis is used in order to ensure the uniqueness of the factorization as join of join-irreducibles. Actually, such a property is guaranteed also if we relax the hypothesis, and simply ask that the distributive lattice \( \mathcal{D} \) satisfies the descending chain condition, i.e. every nonempty subset of \( \mathcal{D} \) has minimal elements (see, for instance, [7]). So the above propositions can be reformulated in this more general setting.

A special Dyck-like lattice is a Dyck-like lattice where the meet of any two join-irreducibles is \( \hat{0} \) or a join-irreducible. In view of Proposition 3.10 and Proposition 3.11, it follows that \( \mathcal{D}_{n}^{(a,b)} \) is a special Dyck-like lattice.

**Proposition 3.16.** In a special Dyck-like lattice \( \mathcal{D} \), every quasi-join-irreducible element has Euler characteristic equal to 1.

**Proof.** Let \( x \) be a quasi-join-irreducible element of \( \mathcal{D} \). Then \( x = s_1 \lor \cdots \lor s_k \), where \( s_1, \ldots, s_k \) are incomparable join-irreducibles such that \( s_i \land s_{i+1} \neq \hat{0} \) for every \( i < k \). If \( k = 1 \) then \( x \) is join-irreducible and \( \chi(x) = 1 \). From
formula (1) we have

\[ \chi(x) = \chi(s_1 \vee \cdots \vee s_k) = \sum_{S \subseteq [k]} (-1)^{|S|-1} \chi(\bigwedge_{i \in S} s_i). \]

By Lemma 3.13, \((s_1, \ldots, s_k)\) can be taken to be a Dyck-like antichain. Hence it follows at once that \(\bigwedge_{i \in S} s_i = s_{i_1} \wedge s_{i_2}\), where \(i_1 = \min S\) and \(i_2 = \max S\). If \(S\) is a subset of \([k]\) with \(\min S = \max S\), then clearly \(|S| = 1\). Hence the contribution of these subsets to the sum in (4) is \(\chi(s_1) + \cdots + \chi(s_k) = k\). If \(S\) is a subset of \([k]\) with \(\max S = \min S + 1\), then it follows that \(S = \{i, i+1\}\). Since \(s_i \wedge s_{i+1}\) is a join-irreducible, the contribution of these subsets to the sum is

\[ -k - 1 \sum_{i=1}^{k-1} \chi(s_i \wedge s_{i+1}) = -(k - 1). \]

Finally, since the subsets \(S\) of \([k]\) with \(\max S - \min S = j \geq 2\), having minimum \(i\), maximum \(i + j\) and cardinality \(h + 2\) \((h \geq 0)\) are exactly \(\binom{j-1}{h}\), the contribution of all these subsets is

\[ \sum_{h=0}^{j-1} \binom{j-1}{h} (-1)^{h+1} \chi(s_i \wedge s_{i+j}) = -(1 - 1)^{j-1} \chi(s_i \wedge s_{i+j}) = 0. \]

In conclusion, we have \(\chi(x) = k - (k - 1) = 1\).

An element \(x\) of a finite distributive lattice is said to have a quasi-join-irreducible decomposition when it can be expressed as a join of quasi-join-irreducible elements \(x_1, \ldots, x_k\) such that \(x_i \wedge x_j = \hat{0}\), for every \(i \neq j\).

**Proposition 3.17.** Every element \(x \neq \hat{0}\) of a finite Dyck-like lattice has a quasi-join-irreducible decomposition.

**Proof.** Let \(x = s_1 \vee \cdots \vee s_k\), where \((s_1, \ldots, s_k)\) is a Dyck-like antichain. If \(i\) is the first index such that \(s_i \wedge s_{i+1} = \hat{0}\) then \(s_1 \wedge \cdots \wedge s_i\) is quasi-join-irreducible. If \(j\) is the second index satisfying the above condition (and so \(s_j \wedge s_{j+1} = \hat{0}\)), then obviously \(s_{i+1} \wedge \cdots \wedge s_j\) is quasi-join-irreducible and \((s_1 \wedge \cdots \wedge s_i) \wedge (s_{i+1} \wedge \cdots \wedge s_j) = \hat{0}\). Repeating this argument one obtains the desired decomposition.

We observe that the uniqueness of the quasi-join-irreducible decomposition can be proved for a generic finite distributive lattice.

**Lemma 3.18.** Let \(x\) be a quasi-join-irreducible of a finite distributive lattice. If \(x \leq y \vee z\) and \(y \wedge z = \hat{0}\), then \(x \leq y\) or \(x \leq z\).
Proof. From the hypothesis we get \( x = x \wedge (y \vee z) = (x \wedge y) \vee (x \wedge z) \). Moreover, from \( y \wedge z = \hat{0} \), it follows that \( (x \wedge y) \wedge (x \wedge z) = \hat{0} \). Since \( x \) is quasi-join-irreducible, Proposition 3.14 implies that \( x = x \wedge y \) or \( x = x \wedge y \), that is \( x \leq y \) or \( x \leq y \).

Proposition 3.19. In a finite distributive lattice, the quasi-join-irreducible decomposition of an element is unique (up to the order of factors).

Proof. Let \( x = x_1 \vee \cdots \vee x_s = y_1 \vee \cdots \vee y_r \) be two quasi-join-irreducible decompositions of \( x \). For every \( i \leq s \), the above lemma implies that there exists \( j \leq r \) such that \( x_i \leq y_j \) and, analogously, that there exists \( k \leq s \) such that \( y_j \leq x_k \). Therefore \( x_i \leq x_k \), whence \( x_i = x_k \), and so also \( x_i = y_j \). We have thus shown that \( \{x_1, \ldots, x_s\} \subseteq \{y_1, \ldots, y_r\} \), and the opposite inequality holds for a similar reason.

Theorem 3.20. Let \( D \) be a finite special Dyck-like lattice. Then, for every \( x \in D \setminus \{\hat{0}\} \), \( \chi(x) \) is the number of quasi-join-irreducibles in a decomposition of \( x \).

Proof. If \( x = x_1 \vee \cdots \vee x_k \) is a quasi-join-irreducible decomposition of \( x \), then it follows at once that \( \chi(x) = \chi(x_1) + \cdots + \chi(x_k) = k \).

In the case of Dyck paths, the characteristic can be interpreted combinatorially as follows.

Proposition 3.21. A Dyck path \( x \in D_n \) is quasi-join-irreducible if and only if it has precisely one 1-tunnel.

Proof. If \( x \) has precisely one 1-tunnel, then it is of the form \((UD)^s U y D(UD)^t\), for suitable \( s, t \in \mathbb{N} \), where \( y \) is an elevated Dyck path. Then \( x \) can be expressed as \( x = x_1 \vee \cdots \vee x_k \), where \( x_1, \ldots, x_k \) are the join-irreducibles uniquely determined by the peaks of \( y \). The fact that \( y \) is elevated implies that \( x_i \wedge x_{i+1} \neq \hat{0} \), for every \( i < k \), and consequently that \( x \) is quasi-join-irreducible.

On the other hand, suppose that \( x \in D_n \) is quasi-join-irreducible. If \( x \) had no 1-tunnels, then \( x = \hat{0} \), which is impossible (since \( \hat{0} \) is not quasi-join-irreducible). If \( x \) had more than one 1-tunnel, then \( x \) would have at least two elevated factors (i.e. two Dyck factors starting at level 1). In this situation, any expression of \( x \) as a join of join-irreducibles would contain join-irreducible elements determined by the peaks of all the elevated factors of \( x \). Thus, if \( x = x_1 \vee \cdots \vee x_k \) is any join-irreducible decomposition of \( x \), then there exists at least one \( i < k \) such that \( x_i \) and \( x_{i+1} \) are join-irreducibles determined by the peaks of two different elevated factors, and so \( x_i \wedge x_{i+1} = \hat{0} \). In conclusion, \( x \) has exactly one 1-tunnel.
Finally, as an immediate consequence of Theorem 3.20 and Proposition 3.21, we have

**Theorem 3.22.** The characteristic of a Dyck path is the number of its 1-tunnels.

### 3.3. Generalized characteristics

Suppose that $\mathcal{D}$ is a finite special Dyck-like lattice with spectrum $P$ such that $\hat{P} = \{0\} \cup P$ is ranked with rank function $r_{\hat{P}}$. For every $k \in \mathbb{N}^*$, we define the *generalized characteristic* $\chi_k$ as the valuation on $\mathcal{D}$ such that

$$
\chi_k(x) = \begin{cases} 1 & \text{if } r_{\hat{P}}(x) \geq k \\ 0 & \text{if } r_{\hat{P}}(x) < k \end{cases}
$$

for every join-irreducible $x$. Clearly $\chi_1$ is equal to the ordinary characteristic $\chi$. Our aim is to evaluate $\chi_k(x)$ for every $x \in \mathcal{D}$.

**Proposition 3.23.** Let $x = x_1 \lor \cdots \lor x_m$ where $m \geq 1$, each $x_i$ is a join-irreducible and $r_{\hat{P}}(x_j \land x_{j+1}) \geq k$ for every $j < m$. Then $\chi_k(x) = 1$.

*Proof.* The proof follows the same lines of that of Proposition 3.16.

**Proposition 3.24.** Let $x = x_1 \lor \cdots \lor x_m$, where $m \geq 1$, and each $x_i = x_{i,1} \lor \cdots \lor x_{i,t_i}$ is a join of join-irreducibles such that $r_{\hat{P}}(x_{i,t} \land x_{i,t+1}) \geq k$, for every $t = 1, \ldots, t_i - 1$, and $r_{\hat{P}}(x_{i,t} \land x_{j,s}) < k$ for $t = 1, \ldots, t_i$, $s = 1, \ldots, t_j$, $i \neq j$. Then $\chi_k(x) = m$.

*Proof.* Using formula (1), we have

$$
\chi_k(x) = \chi_k(x_1 \lor \cdots \lor x_m) = \sum_{\emptyset \neq S \subseteq [m]} (-1)^{|S|-1} \chi_k \left( \bigwedge_{i \in S} x_i \right).
$$

Observe that, for every $S \subseteq [m], |S| \geq 2, \bigwedge_{i \in S} x_i$ can be expressed as the join of terms of the form $x_{i,t} \land x_{j,s}$, whose generalized characteristic $\chi_k$ is equal to 0. So, applying again formula (1), it is immediately seen that, in these cases, $\chi_k(\bigwedge_{i \in S} x_i) = 0$ and then $\chi_k(x) = \chi_k(x_1) + \cdots + \chi_k(x_m)$. Finally, the claim follows applying Proposition 3.23.

**Proposition 3.25.** Every element $x$ of $\mathcal{D}$ can be written as $x = (x_1 \lor \cdots \lor x_h) \lor (x_{h+1} \lor \cdots \lor x_m)$ where
1. $x_i = x_{i,1} \lor \cdots \lor x_{i,\ell_i}$ is a join of join-irreducibles with $r_{\hat{P}}(x_{i,t} \land x_{i,t+1}) \geq k$ for every $t = 1, \ldots, \ell_i - 1$, and $r_{\hat{P}}(x_{i,t} \land x_{j,s}) < k$ for $t = 1, \ldots, \ell_i$, $s = 1, \ldots, \ell_j$, whenever $i \neq j$, for every $i, j = 1, \ldots, h$;

2. $x_i$ is a join-irreducible with $r_{\hat{P}}(x_i) < k$, for every $i = h + 1, \ldots, m$.

Proof. Let $x = p_1 \lor \cdots \lor p_s$, where $(p_1, \ldots, p_s)$ is a Dyck-like antichain. For the first element $p_1$ there are two possible cases. If $r_{\hat{P}}(p_1) < k$, then $p_1$ is one of the $x_i$’s. Otherwise, if $r_{\hat{P}}(p_1) \geq k$, then consider the first index $i$ such that $r_{\hat{P}}(p_i \land p_{i+1}) < k$: then $p_1 \lor \cdots \lor p_i$ is a join of join-irreducibles such that $r_{\hat{P}}(p_j \land p_{j+1}) \geq k$, for $j < i$, and so it is one of the $x_i$’s. Repeating this argument and rearranging the $x_i$ in the correct order, we obtain the desired decomposition.

Any decomposition of the kind described in Proposition 3.25 will be said a $k$-quasi-join-irreducible decomposition of the element $x \in D$, and the elements $x_1, \ldots, x_h$ appearing in such a decomposition will be called $k$-quasi-join-irreducibles.

**Theorem 3.26.** The generalized characteristic $\chi_k(x)$ of an element $x \in D$ is equal to the number of $k$-quasi-join-irreducibles in any $k$-quasi-join-irreducible decomposition of $x$.

Proof. By Proposition 3.25, every element $x$ of $D$ admits a $k$-quasi-join-irreducible decomposition $x = x_1 \lor \cdots \lor x_h \lor x_{h+1} \lor \cdots \lor x_m$. Applying formula (1) we have

$$\chi_k(x) = \sum_{S \subseteq [m]} (-1)^{|S| - 1} \chi_k \left( \bigwedge_{i \in S} x_i \right).$$

If $S$ contains an $i$ such that $r_{\hat{P}}(x_i) < k$ then $\chi_k \left( \bigwedge_{i \in S} x_i \right) = 0$. Therefore in the computation of $\chi_k(x)$ all the join-irreducibles with rank strictly less than $k$ in $\hat{P}$ can be discarded, i.e.

$$\chi_k(x) = \sum_{S \subseteq [h] \atop S \neq \emptyset} (-1)^{|S| - 1} \chi_k \left( \bigwedge_{i \in S} x_i \right) = \chi_k(x_1 \lor \cdots \lor x_h).$$

Finally, the claim follows from Proposition 3.24.

As a consequence of Theorem 3.26 it follows that the number of $k$-quasi-join-irreducibles in any $k$-quasi-join-irreducible decomposition of an element $x$ is constant. Moreover, from Theorem 3.26 and Proposition 3.10,
we have the following interpretation of the generalized characteristics of Dyck lattices.

**Theorem 3.27.** The generalized characteristic $\chi_k(x)$ of an element $x$ of the Dyck lattice $D_n$ is equal to the number of $k$-tunnels of $x$.

### 4. Motzkin lattices

#### 4.1. Representation

The *Motzkin lattice* $M_n$ is a distributive lattice of height $\left\lfloor \frac{n}{2} \right\rfloor \left\lceil \frac{n}{2} \right\rceil$, with minimum $H^n$, and maximum $U^kD^k$ when $n = 2k$ or $U^kHD^k$ when $n = 2k + 1$, with $n - 1$ atoms of the form $H^nUDH^{n-k-2}$ and just one coatom $U^{k-1}HD^{k-1}$ when $n = 2k$ and two coatoms $U^{k-1}HU^D^k$ and $U^kDH^D^{k-1}$ when $n = 2k + 1$. It is easy to see that the socle is the path $s = UH^{n-2}D$ and that the principal ideal $\downarrow s$ is isomorphic to a Boolean algebra $B_{n-1}$ while the principal filter $\uparrow s$ is isomorphic to a Motzkin lattice $M_{n-2}$, whenever $n \geq 1$ (see Figure 5). The rank function is given by the area determined by the path, i.e. $r(x) = A(x)$.

**Proposition 4.1.** The join-irreducibles of the Motzkin lattice $M_n$ are the paths having the form

![Motzkin lattice diagram]
The spectrum of $\mathcal{M}_n$ is isomorphic to the poset of the intervals of even length of a chain $C_n$ having $n + 1$ elements, i.e. $\text{Spec}(\mathcal{M}_n) \simeq \{(i, j) \in C_n^2 : \exists k \in \mathbb{N} \text{ such that } j - i = 2k + 2\}$.

Proof. If $x \in \mathcal{M}_n$ has an horizontal step at height $> 0$, then it is easy to see that $x$ can be obtained as the join of two smaller paths. Hence a join-irreducible cannot have horizontal steps at height $> 0$. If $x$ had more than one peak, then it could be expressed as the join of all paths obtained from $x$ by replacing each peak with a couple of horizontal steps, one peak at a time. So $x$ can have only one peak. \qed

Remark. Motzkin paths are not Dyck-like paths, nevertheless the lattice $\mathcal{M}_n$ of Motzkin paths of length $n$ is a Dyck-like lattice. Notice that $\mathcal{M}_n$ is isomorphic to the lattice of Dyck paths of length $2n$ without three consecutive down steps [4]. This agrees with our previous conjecture on the representation of Dyck-like lattices.

Motzkin lattices are not special Dyck-like lattices. For instance, in $\mathcal{M}_5$ the meet of the paths $U^2D^2H$ and $HU^2D^2$ is $HUHDH$, which is different from the minimum $\hat{0}$ and not join-irreducible. However, we can prove a result similar to Proposition 3.10 for the meet of two join-irreducibles in $\mathcal{M}_n$, which will allow to compute the Euler characteristic also in this case.

4.2. Characteristic

To give a combinatorial description of the characteristic for Motzkin lattices we cannot use the theory developed in the previous sections, since in a Motzkin lattice it could happen that the meet of two join-irreducibles is neither $\hat{0}$ nor a join-irreducible, as we have seen in Section 4.1. However, the arguments developed for Dyck paths can be adapted to the Motzkin case and lead to analogous results.

A truncated pyramid of a Motzkin path $x$ is a sequence of $k \geq 1$ up steps followed by a sequence of $m \geq 1$ horizontal steps followed by a sequence of $k$ down steps, i.e. $U^kH^mD^k$. The positive integer $k$ is called the dimension of the truncated pyramid, whereas $m$ is its length. Moreover, we say that a truncated pyramid has height $h$ when the sequence of horizontal steps lies on the line $y = h$. In the sequel, we will denote by $T_{n,m,k}$ the set of Motzkin paths of length $n$ having only horizontal steps at height 0, except for a unique truncated pyramid of dimension $k$ and length $m$. An element of $T_{n,m,k}$ will be called a Motzkin path with a unique truncated pyramid of length $m$ and dimension $k$ (see Figure 6).
Figure 6: (a) A Motzkin path in $T_{16,5,3}$. (b) A Motzkin path in $T_{12,1,3}$ and the two join-irreducibles it covers.

Now we are ready to state our result on the meet of two join-irreducible Motzkin paths.

**Proposition 4.2.** In $\mathcal{M}_n$ the meet of two join-irreducibles is either $\hat{0}$ or a join-irreducible or an element of $T_{n,1,k}$, $k \leq n-2$ (i.e., a Motzkin path with a unique truncated pyramid of length 1).

**Proof.** Two join-irreducible Motzkin paths that do not meet at $\hat{0}$ must intersect at a point $(x_0, y_0)$ with $y_0 > 0$. Then, their meet is a join-irreducible path if $y_0 \in \mathbb{N}$, whereas it belongs to $T_{n,1,k}$ if $y_0 \notin \mathbb{N}$. □

**Remark.** The above proof can be reformulated in a bijective fashion as follows. Let $E_n$ be the set obtained by taking all join-irreducibles of $\mathcal{M}_n$ and all elements of $T_{n,1,h}$, for $h = 1, 2, \ldots, n-2$. $E_n$ with the induced order is isomorphic to $\text{Spec}(\mathcal{D}_n)$. Indeed, in $E_n$ each element of $T_{n,1,h}$ covers precisely two join-irreducibles (see Figure 6(b)) and each join-irreducible covers precisely two elements of $T_{n,1,h}$, for a suitable $h$. Alternatively, map each element of $\text{Spec}(\mathcal{D}_n)$ to the element of $E_n$ obtained by performing the following substitutions, when reading the path from left to right: $UU \rightarrow U$, $UD \rightarrow H$, $DD \rightarrow D$. The resulting map is an isomorphism, which maps $(UD)^iU^kD^h(UD)^j$ into $H^iU^\lfloor \frac{k}{2} \rfloor H^{h-2\lfloor \frac{k}{2} \rfloor}D^\lfloor \frac{j}{2} \rfloor H^j$.

First of all, we compute the characteristic of some particular Motzkin paths.

**Lemma 4.3.** If $x \in T_{n,m,h}$, then $\chi(x) = (-1)^{h+1}m + 1$.

**Proof.** Since a Motzkin path $x \in T_{n,1,1}$ is the join of two join-irreducibles whose meet is $\hat{0}$, we have $\chi(x) = 2$. Similarly, since a Motzkin path $x \in T_{n,1,2}$ is the join of two join-irreducibles whose meet is a Motzkin path belonging to $T_{n,1,1}$, we have $\chi(x) = 1 + 1 - 2 = 0$. Iterating this argument it follows that for every $x \in T_{n,1,h}$ the characteristic is $\chi(x) = 2$ when $h$ is odd and $\chi(x) = 0$ when $h$ is even, i.e. $\chi(x) = (-1)^{h+1} + 1$. We now proceed by induction on the length $m$. If $x \in T_{n,m+1,h}$, then $x = H^a U^k H^{m+1} D^b H^h$ and hence $x = x_1 \lor x_2$ where $x_1 = H^a U^k H^m D^b H^{b+1}$, $x_2 = H^{a+1} U^k H^m D^b H^b$. 


Since \( x_1 \wedge x_2 = H^{a+1} U^h H^{m-1} D^b H^{b+1} \in T_{n,m-1,h} \), we have

\[
\chi(x) = \chi(x_1) + \chi(x_2) - \chi(x_1 \wedge x_2) = (-1)^{h+1} m + 1 + (-1)^{h+1} m + 1 - (-1)^{h+1} (m - 1) - 1
\]

that is \( \chi(x) = (-1)^{h+1} (m + 1) + 1 \). So, the lemma is proved. \( \square \)

**Remark.** The maximum \( \hat{1} \) of \( M_n \) is join-irreducible when \( n = 2k \) and belongs to \( T_{2k+1,1,k} \) when \( n = 2k + 1 \). Hence, from Lemma 4.3, it follows that \( \chi(M_n) = 1 \) when \( n \) is even, \( \chi(M_n) = 0 \) when \( n = 4k+1 \) and \( \chi(M_n) = 2 \) when \( n = 4k + 3 \).

In any Motzkin lattice each quasi-join-irreducible has a particular join-irreducible decomposition, coming directly from the definition of quasi-join-irreducible element. However, for our purposes, another kind of decomposition will be useful in representing quasi-join-irreducibles. In fact, every quasi-join-irreducible element \( x \in M_n \) can be expressed, in a unique way, as \( x = s_1 \lor \cdots \lor s_k \), where each \( s_i \) is either join-irreducible or it belongs to \( T_{n,m,h} \), and \( s_i \land s_{i+1} \neq \hat{0} \), for every \( i < k \). To see this, just write \( x = t_1 \lor \cdots \lor t_r \) as a join of join-irreducibles and group together all the consecutive join-irreducibles whose join gives rise to a Motzkin path belonging to some \( T_{n,m,h} \). Such a decomposition will be called the **Motzkin decomposition** of the quasi-join-irreducible \( x \).

Now, we are ready to state and proof the fundamental step in the determination (and combinatorial interpretation) of the characteristic of \( M_n \). Our main proposition will be preceded by a technical lemma.

**Lemma 4.4.** Let \( x \in M_n \) be a quasi-join-irreducible element and \( x = s_1 \lor \cdots \lor s_k \) its Motzkin decomposition. Then, for every \( i < k \), \( s_i \land s_{i+1} \) is join-irreducible.

**Proof.** If \( s_i \) and \( s_{i+1} \) are both join-irreducibles, the conclusion follows from the definition of Motzkin decomposition (since otherwise \( s_i \) and \( s_{i+1} \) would “contribute” to a truncated pyramid in the Motzkin decomposition of \( x \)). If at least one of the two is an element of some \( T_{n,m,h} \), then \( s_i \land s_{i+1} \) is equal to the meet of two join-irreducibles. Indeed, if \( s_i \) is join-irreducible and \( s_{i+1} \in T_{n,m,h} \), then \( s_i \land s_{i+1} = s_i \land x \), where \( s_{i+1} = x \lor x_1 \lor \cdots \lor x_r \) is a join-irreducible decomposition of \( s_{i+1} \) and \( x \) is the join-irreducible having minimum abscissa; then an argument similar to the above one shows that \( s \land x \) is join-irreducible. The remaining cases can be dealt with in a similar way. \( \square \)

Let \( x \in M_n \). We will write \( o(x) \) for the number of horizontal steps at odd height and \( e(x) \) for the number of horizontal steps at even nonzero height (i.e. at even height and not lying on the \( x \)-axis).
Proposition 4.5. Let $x \in \mathcal{M}_n$ be a quasi-join-irreducible. Then $\chi(x) = o(x) - e(x) + 1$.

Proof. Let $x = s_1 \vee \cdots \vee s_k$ be the Motzkin decomposition of $x$. From formula (1) we have

$$\chi(x) = \chi(x_1) + \cdots + \chi(x_k) = \sum_{S \subseteq [k] \setminus \emptyset} (-1)^{|S| - 1} \chi \left( \bigwedge_{i \in S} s_i \right).$$

Since $\mathcal{M}_n$ is a Dyck-like lattice, we can proceed as in Proposition 3.16, noticing that a result analogous to Lemma 3.13 holds for the Motzkin decomposition. We first observe that, if $\min S = \max S$, then the contribution to the sum is $\chi(s_1) + \cdots + \chi(s_k)$. Some of the $s_i$’s are join-irreducibles (and so their contribution is 1), but some of them could be paths in $T_{n,m,h}$. If $s_i \in T_{n,m,h}$, then from Lemma 4.3 it follows that $\chi(s_i) = (-1)^{h+1} m + 1$.

Starting from this remark, it is not difficult to show that $\chi(s_1) + \cdots + \chi(s_k) = k + o(x) - e(x)$. Now, if $\max S = \min S + 1$, the contribution to the sum is $-\sum_{i<k} \chi(s_i \wedge s_{i+1}) = -(k - 1)$, since all meets $s_i \wedge s_{i+1}$ are necessarily join-irreducible by Lemma 4.4. Finally, if $\max S = \min S + r$, with $r > 1$, using an argument completely analogous to the one used in the Dyck case, we find that the contribution of these subsets to the sum in (5) is zero. So, in conclusion, we have $\chi(x) = k + o(x) - e(x) - k + 1 = o(x) - e(x) + 1$. □

Since Motzkin lattices are Dyck-like, from Proposition 3.17 it follows that every element of a Motzkin lattice has a quasi-join-irreducible decomposition. Let $\|x\|$ be the number of all quasi-join-irreducibles in a decomposition of $x \in \mathcal{M}_n$, and let $o'(x)$ be the number of horizontal steps at odd height different from 1.

Theorem 4.6. The characteristic of a Motzkin path $x \neq \hat{0}$ is $\chi(x) = \|x\| + o'(x) - e(x)$.

Proof. If $x = x_1 \vee \cdots \vee x_k$ is a quasi-join-irreducible decomposition of $x$, then $\chi(x) = \chi(x_1) + \cdots + \chi(x_k) = o(x_1) - e(x_1) + 1 + \cdots + o(x_k) - e(x_k) + 1 = o'(x) - e(x) + k$. □

To properly state our last result of the present section, we characterize the quasi-join-irreducible elements of Motzkin lattices, thus obtaining an analog of Proposition 3.21. The easy proof is left to the reader.

Proposition 4.7. A Motzkin path is quasi-join-irreducible if and only if either it has a unique elevated factor having no horizontal steps at height 1 or it has a unique peak at height 1.
A reverse truncated pyramid of height $h$ is any factor of a Motzkin path of the form $DH^kU$, where $k \geq 1$ and the sequence $H^k$ of horizontal steps lies on the line $y = h$. The height of a peak is given by its ordinate. If $f_h(x)$, $p_h(x)$, $t_h(x)$ and $r_h(x)$ are respectively the number of truncated pyramids, peaks, maximal sequences of consecutive 1-tunnels and reverse truncated pyramid of height $h$ in $x$, then Theorem 4.6 can be interpreted combinatorially as stated in

**Theorem 4.8.** The characteristic of a Motzkin path $x \in \mathcal{M}_n$ is

$$\chi(x) = o(x) - e(x) + t_1(x) + f_1(x) + p_1(x) - r_1(x).$$

**Proof.** We have only to give a combinatorial interpretation of the term $\|x\|$. By virtue of Proposition 4.7, the quasi-join-irreducibles in a decomposition of a Motzkin path $x$ can be of two types only. They can be Motzkin paths with a unique elevated factor having no horizontal steps at height 1, whose number is equal to the number of maximal sequences of consecutive 1-tunnels of $x$. Otherwise they can be Motzkin paths having a unique peak at height 1. In this case, we have an isolated peak in $x$, or a sequence of consecutive peaks whose abscissas differ by 1. In this last case, what we see in $x$ is a sequence of horizontal steps at height 1. We have three possible configurations:

a) a truncated pyramid at height 1, $UH^mD$, obtained as the join of $m + 1$ peaks at height 1,

b) either $UH^mU$ or $DH^mD$: in both cases, the configuration is obtained as the join of $m$ peaks at height 1,

c) a reverse truncated pyramid $DH^mU$ at height 1 obtained as the join of $m - 1$ peaks at height 1.

Hence $\|x\| = t_1(x) + p_1(x) + h_1(x) + f_1(x) - r_1(x)$, where $h_1(x)$ is the number of horizontal steps of $x$ at height 1.

5. Schröder lattices

5.1. Representation

The Schröder lattice $S_n$ is a distributive lattice of height $n^2$, with minimum $H^{2n}$ and maximum $U^nD^n$, with $n - 1$ atoms of the form $H^{2k}UDH^{2n-2k-2}$ and one coatom $U^{n-1}H^2D^{n-1}$. The socle is the path $s = (UD)^n$ and the principal ideal $\downarrow s$ is isomorphic to a Boolean algebra $B_n$. This time, however, the principal filter $\uparrow s$ just contains an isomorphic copy of the Schröder lattice $S_{n-1}$ consisting of the principal filter generated by the path $s' = UH^{2n-2}D$. Moreover, the interval $[s, s']$ is a Boolean algebra $B_{n-2}$ (see Figure 7). The rank function is given by the area under the path (as for Motzkin lattices).
Proposition 5.1. The join-irreducibles of the Schröder lattice $S_n$ are the paths of the form $\text{Spec}(S_n) \cong \{(i,j,k) \in \mathcal{C}_n^2 \times \mathcal{C}_1 : j \geq k + 1\}$.

Proof. Given a Schröder path, there are only two possible ways of getting a path which is covered by the starting one: either replace an occurrence of $UD$ with a double horizontal step or replace a double horizontal step with $DU$.

There are at least two further ways of describing the poset $\text{Spec}(S_n)$. They are essentially equivalent, but the first one is expressed in purely algebraic language whereas the second one can be considered a sort of combinatorial interpretation.

1. The lexicographic product $P \circ Q$ of two posets $P$ and $Q$ is the set $P \times Q$ endowed with the order defined by setting $(x_1, y_1) \leq (x_2, y_2)$ when $x_1 < x_2$ or $x_1 = x_2$ and $y_1 \leq y_2$. Then $\text{Spec}(S_n)$ is isomorphic to the poset obtained by $\text{Spec}(\mathcal{D}_{n+1}) \circ \mathcal{C}_1$ when all the minimal elements are removed (see Figure 7).

2. Denote by $\text{Int}(\mathcal{C}_n)$ the set of oriented intervals of $\mathcal{C}_n$. An interval $I$ of a poset $P$ is said to be oriented upward (downward) when its elements are listed in such a way that, if $x < y$ in $P$, then $x$ precedes (follows) $y$ in the above listing (in this way $I$ is not just a set but, more precisely, an ordered $t$-uple). If $P$ is a chain, $P = \mathcal{C}_n$, then its intervals can...
have only two orientations, say negative (from top to bottom) and positive (from bottom to top). We can introduce a partial order on $\overrightarrow{\text{Int}}(\mathcal{C}_n)$ by simply declaring that, for any $I, J \in \overrightarrow{\text{Int}}(\mathcal{C}_n)$, $I \leq J$ when either $I$ is contained in $J$ as ordinary intervals or $I = J$ as ordinary intervals but $I$ is negative and $J$ is positive. It is not difficult to see that, endowed with this partial order, $\overrightarrow{\text{Int}}(\mathcal{C}_{n-1}) \simeq \text{Spec}(\mathcal{S}_n)$ (observe that, in $\overrightarrow{\text{Int}}(\mathcal{C}_n)$, as far as singleton intervals are concerned, there is no distinction between positive and negative intervals).

**Proposition 5.2.** The Schröder lattices $\mathcal{S}_n$ are special Dyck-like lattices where, in particular, the meet of any two join-irreducibles is $\hat{0}$ or a join-irreducible having a unique peak.

**Proof.** As we did for Dyck paths, label each join-irreducible of $\mathcal{S}_n$ with the abscissa of its unique (truncated) pyramid: this labelling satisfies the condition in the definition of a Dyck-like lattice. Since two Schröder paths of the same length can cross only at points with integer coordinates and cannot cross in the middle point of a double horizontal step of one of them, if the intersection of two join-irreducibles is not the minimum $\hat{0}$, then it is necessarily a join-irreducible with a unique peak. □

**5.2. Characteristic**

The characteristic of Schröder lattices admits a combinatorial interpretation analogous to the one given for Dyck lattices. Indeed, following the same lines of the proofs of Proposition 3.21 and Corollary 3.22 and using Proposition 5.1, we have

**Theorem 5.3.** A Schröder path is quasi-join-irreducible if and only if it has exactly one 0-tunnel.

**Theorem 5.4.** The characteristic of a Schröder path equals the number of its 0-tunnels.

**6. Final remarks on rank unimodality**

An interesting property common to several sequences arising in combinatorics is unimodality. Specifically, a sequence $\{a_0, a_1, \ldots, a_n\}$ of positive integers is unimodal when there exists an index $k$ such that $a_0 \leq a_1 \leq \cdots \leq a_k \geq a_{k+1} \geq \cdots \geq a_n$, and a polynomial is unimodal when the sequence of its coefficients is unimodal. In the case of ranked posets this is often a property of the distribution of the elements of given rank. More precisely, a (finite) poset $P$ is rank unimodal when it is ranked and its rank poly-
nominal (or equivalently the sequence of its Whitney numbers) is unimodal. The Whitney number $W_k(P)$ is the number of all elements of $P$ with rank $k$ whereas the rank polynomial is $R(P; q) = W_0(P) + W_1(P)q + \cdots + W_h(P)q^h$, where $h = r(P)$ is the height of $P$.

**Dyck lattices.** Let $D_n(q)$ be the rank polynomial of $D_n$. Since every non-empty Dyck path decomposes as $U\gamma'D\gamma''$ (where $\gamma'$ and $\gamma''$ are arbitrary Dyck paths), we have the recurrence

$$D_{n+1}(q) = \sum_{k=0}^{n} q^k D_k(q) D_{n-k}(q)$$

with the initial condition $D_0(q) = 1$. It is easy to see that the generating series for these polynomials satisfies the identity $D(q, t) = (1 - tD(q, qt))^{-1}$ from which it is possible to obtain an expansion as a continued fraction [23]. The polynomials $D_n(q)$ define a $q$-analog of Catalan numbers, namely $q^{\binom{n}{2}}D_n(1/q) = C_n(q)$, where the $C_n(q)$’s are the $q$-Catalan numbers defined as the sum $\sum_x q^{A(x)}$ over all lattice paths from $(0, 0)$ to $(n, n)$, with steps $(1, 0)$ and $(0, 1)$, never rising above the line $y = x$, where $A(x)$ is the area of the region determined by the path and the $x$-axis [14] [23, p. 235]. The Whitney numbers of $D_n$ appears in [21] (essentially) as sequence A129182. It is still an open problem [6] to prove or disprove that the rank polynomials $D_n(q)$ are unimodal for every $n \in \mathbb{N}$. This problem is also mentioned in [24], where it is conjectured that the Young’s lattices associated with the staircase partitions $(n, n-1, \ldots, 2, 1)$ are rank unimodal.

**Motzkin lattices.** Let $M_n(q)$ be the rank polynomial of $M_n$. Since every non-empty Motzkin path decomposes as $H\gamma$ or $U\gamma'D\gamma''$ (where $\gamma$, $\gamma'$ and $\gamma''$ are arbitrary Motzkin paths), we have the recurrence

$$M_{n+2}(q) = M_{n+1}(q) + \sum_{k=0}^{n} q^{k+1} M_k(q) M_{n-k}(q)$$

with the initial conditions $M_0(q) = M_1(q) = 1$. Their generating series $M(q, t)$ satisfies the identity $M(q, t) = (1 - t - qt^2M(q, qt))^{-1}$ and hence admits an expansion as a continued fraction. The Whitney numbers of $M_n$ appear in [21] as sequence A129181 and also in this case we can conjecture that the lattices $M_n$ are rank-unimodal.

**Schröder lattices.** Let $S_n(q)$ be the rank polynomial of $S_n$. Since every non-empty Schröder path decomposes as $HH\gamma$ or $U\gamma'D\gamma''$ (where $\gamma$, $\gamma'$ and $\gamma''$
are arbitrary Schröder paths), we have the recurrence

\[ S_{n+1}(q) = S_n(q) + \sum_{k=0}^{n} q^{2k+1} S_k(q) S_{n-k}(q) \]

with the initial condition \( S_0(q) = 1 \). Their generating series \( S(q,x) \) satisfies

the identity \( S(q,x) = (1 - x - qxS(q,q^2 x))^{-1} \) and hence also this time it has

an expansion as a continued fraction. The Whitney numbers of \( S_n \) appear

in [21] as sequence A129179. Also in this case it is still an open problem [6] to prove the rank-unimodality of the lattices \( S_n \).
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