OSCILLATION THEOREMS FOR SECOND-ORDER NONLINEAR DIFFERENTIAL EQUATIONS OF EULER TYPE

James S. W. Wong

ABSTRACT. Consider the second-order nonlinear differential equation

\[ t^2 x'' + f(x) = 0, \]

where \( f(x) \) is continuous and satisfies \( xf(x) > 0 \) if \( x \neq 0 \), but otherwise no monotonicity condition is imposed. In particular, \( f(x) \) is neither sublinear nor superlinear. Here we discuss the oscillation and nonoscillation of solutions of (E) when \( f(x) \) is assumed to be asymptotically linear. Results are applicable to the critical case \( f(x)/x \to 1/4 \) as \( |x| \to \infty \). In particular, when \( f(x) = x/4 + \lambda x/|\log|x||^2 \), equation (E) is oscillatory if \( \lambda > 1/4 \) and non-oscillatory if \( \lambda \leq 1/16 \). This extends recent results of Sugie and Hara which were established by a method of reducing equation (E) to a two dimensional autonomous system of Liénard type.

1. Introduction

Consider the second-order nonlinear differential equation:

\[ t^2 x'' + f(x) = 0, \quad t \in [0, \infty), \]

where \( f(x) \) satisfies \( xf(x) > 0 \) if \( x \neq 0 \), and is locally Lipschitz continuous so that all solutions with arbitrary initial conditions are continuable throughout \([0, \infty)\). A nontrivial solution of (1) is said to be oscillatory if it has arbitrarily large zeros, and is said to be nonoscillatory otherwise. Here we are concerned with conditions on \( f(x) \) so that all solutions of (1) are either oscillatory or nonoscillatory, in which case we say equation (1) is oscillatory or nonoscillatory for short. It should be noted, however, that in the absence of Sturm’s separation theorem, the nonlinear equation (1) can have both oscillatory and nonoscillatory solutions simultaneously.

When the equation is linear, i.e., \( f(x) = kx \), equation (1) becomes the celebrated Euler equation, which is oscillatory if \( k > 1/4 \) and is nonoscillatory if \( k \leq 1/4 \). Judging from this, we are led to consider the asymptotic behavior of the ratio

\[ f(x)/x \to 1/4 \quad \text{as} \quad |x| \to \infty. \]

(2)

The purpose of this paper is to study this problem and re-examine the recent results of Sugie and Hara [10] which have made significant steps toward solving this delicate problem.

Contrary to the existing literature on the second-order nonlinear equation

\[ x'' + a(t)f(x) = 0 \]

(3)

where \( a(t) \) is a continuously differentiable function which is sometimes referred to as the coefficient function, here equation (1) depicts the coefficient explicitly, i.e., \( a(t) = t^{-2} \). On the other hand, most results on the oscillation theory of equation (3) require that the nonlinear function \( f(x) \) be monotone, like the special case of the Emden-Fowler equation, which further separates into sublinear and superlinear cases.
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depending upon whether $x^{-1} f(x)$ is decreasing or increasing in $x$. For general surveys on oscillation results concerning equation (3), see [12, 14, 15]. Here there is no specific information on $f(x)$ for bounded $x$ except the sign requirement that $xf(x) > 0$ if $x \neq 0$. When $a(t)$ is non-negative, the following results on equation (3) are known:

**Theorem A.** (Waltman [11]) Let $p > 1$, and $f(x)$ satisfies

$$\liminf_{|x| \to \infty} \frac{|f(x)|}{|x|^p} > 0.$$  

If $a(t) \geq 0$ and satisfies

$$\int_0^\infty ta(t)dt = \infty,$$

then equation (3) is oscillatory.

**Theorem B.** ([Wong [12]]) Let $f(x)$ satisfy

$$\liminf_{|x| \to \infty} |f(x)| > 0.$$  

If $a(t)$ satisfies

$$\int_0^\infty t^\lambda a(t)dt = \infty, \text{ for some } \lambda < 1,$$

(4) then equation (3) is oscillatory.

**Theorem C.** (Wong [12]) Let $f(x)$ satisfy

$$\liminf_{|x| \to \infty} |f(x)| > 0.$$  

If $a(t)$ satisfies

$$\int_0^\infty a(t)dt = \infty,$$

(5) then equation (3) is oscillatory.

**Theorem D.** (Wong [12]) Let $a(t)$ be bounded below by a positive constant. If $f(x)$ satisfies

$$\liminf_{|x| \to \infty} \left| \int_0^x f(u)du \right| = \infty,$$

(6) then equation (3) is oscillatory.

Clearly, none of the above four theorems is applicable to the problem at hand, since $a(t) = t^{-2}$ fails to satisfy (4), (5) and is not bounded below by a positive constant.

Sugie and Hara [10] studied equation (1) by reducing it to the second-order autonomous system,

$$\dot{x} = y + x,$$

$$\dot{y} = -f(x),$$

(7) where the dot denotes differentiation with respect to $s = \log t$. This reduction is significant in that the resulting autonomous system can then be studied by the methods from the Poincaré-Bendixson theory. Indeed the system (7) is a special case of the more general Lienard system, which has been the subject of intensive study during the past century. Using results from their earlier investigations for such a system (see Hara et al. [3, 4], Sugie [9], and Hara and Sugie [5]), they proved in [10] that the following results concerning oscillation and nonoscillation for equation (1).
Theorem E. (Sugie and Hara [10]) Let \( f(x) \) satisfy
\[
\frac{f(x)}{x} \geq \frac{1}{4} + \frac{\lambda}{\log|x|}, \quad \lambda > 0, \tag{8}
\]
for \( |x| > R \) for a sufficiently large \( R \); then equation (1) is oscillatory.

Theorem F. (Sugie and Hara [10]) Let \( f(x) \) satisfy
\[
\frac{f(x)}{x} \leq \frac{1}{4} + \frac{\lambda}{(\log|x|)^2}, \quad 0 < \lambda < \frac{1}{16}, \tag{9}
\]
for \( |x| > R \) for a sufficiently large \( R \); then equation (1) is nonoscillatory.

The above theorems imply the following corollary, which is the desired extension for the linear case of the Euler equation; see [6,13] for further results in the linear case:

Corollary G. Suppose that \( f(x) \) is asymptotically linear, i.e.,
\[
\lim_{|x| \to \infty} \frac{|f(x)|}{|x|} = k. \tag{10}
\]
Then equation (1) is oscillatory if \( k > 1/4 \) and nonoscillatory if \( k < 1/4 \).

We are interested in alternative, and perhaps more direct, proofs of these results since phase-plane analysis for autonomous systems can be cumbersome at times. We also believe that results in oscillation theory for second-order equations can best be developed based on Sturm’s theory, rather than Poincare-Bendixson theory. This paper is the outcome of our investigations. We shall give our results for the more general equation (3), thereby extending Theorems E and F.

2. Oscillation theorem

In this section, we shall prove the following extension of Theorem E:

Theorem 1. Assume that \( a(t) \) satisfies
\[
a(t)t^2 \geq 1, \tag{11}
\]
for \( t \) sufficiently large, and there exists \( R > 0 \) such that for \( |x| \geq R \),
\[
\frac{f(x)}{x} \geq \frac{1}{4} + \frac{\lambda}{(\log|x|)^2}, \quad \lambda > \frac{1}{4} . \tag{12}
\]
Then equation (1) is oscillatory.

Note that condition (12) is considerably weaker than (8) in Theorem E.

Proof. Let \( x(t) \) be a nonoscillatory solution of (3). Without loss of generality, let \( x(t) > 0 \) for \( t \geq t_0 > 0 \). Since \( a(t) \geq 0 \) implies \( x''(t) \leq 0 \), \( x'(t) \) must be positive. Otherwise, if \( x'(t_1) \leq 0 \) for some \( t_1 > t_0 \), then \( x(t) \) either tends to minus infinity or \( x(t) \equiv \) constant. The first instance clearly contradicts the assumption that \( x(t) > 0 \), for \( t \geq t_0 \). On the other hand, that \( x(t) \) is identically constant and satisfies equation (3) implies either \( a(t) \equiv 0 \) which contradicts (11), or in view of the sign restriction that \( xf(x) > 0 \) if \( x \neq 0 \), \( x(t) \equiv 0 \), which again contradicts \( x(t) > 0 \) for \( t \geq t_0 \).

Since \( x(t) > 0 \) and \( x'(t) > 0 \) on \( t \geq t_0 \), then
\[
\lim_{t \to \infty} x(t) = L > 0
\]
exists, which can be infinite. Assume that $L$ is finite; thus by continuity of $f(x)$
\[
\lim_{t \to \infty} f(x(t)) = f(L).
\]
Integrating (3), we have for $t > s$,
\[
x'(t) - x'(s) + \int_s^t a(\tau)f(x(\tau))d\tau = 0,
\]
which together with $x'(t) > 0$ yields
\[
x'(s) \geq \int_s^\infty a(\tau)f(x(\tau))d\tau.
\] (13)
We now integrate (13) once again and by a change of order of integration, we find for $t > T \geq t_0$
\[
x(t) - x(T) \geq \int_T^t \int_s^\infty a(\tau)f(x(\tau))d\tau ds
\]
\[
= \int_T^t (\tau - T)a(\tau)f(x(\tau))d\tau + \int_t^\infty (t - T)a(\tau)f(x(\tau))d\tau
\]
\[
\geq \int_T^t (\tau - T)a(\tau)f(x(\tau))d\tau.
\] (14)
Note that if $\tau \geq 2T$, $\tau - T \geq \tau/2$, then (14) can be further estimated as follows:
\[
x(t) \geq \frac{1}{2} \int_{2T}^t \tau a(\tau)f(x(\tau))d\tau.
\] (15)
For sufficiently large $T$, we also have $f(x(t)) \geq 1/2f(L)$, for $t \geq 2T$.

Using (11) in (15), we obtain
\[
x(t) \geq \frac{1}{4} \int_{2T}^t \frac{f(L)}{\tau}d\tau,
\]
which diverges as $t \to \infty$. This contradicts $L$ being finite, hence $\lim_{t \to \infty} x(t) = \infty$ monotonically.

We therefore can choose $t_2 \geq t_1 \geq t_0$ sufficiently large so that $x(t) \geq R$ for $t \geq t_2$, so that (12) becomes applicable. Since $x''(t) \leq 0$, so $x(t) \leq x(t_2) + x'(t_2)(t-t_2) \leq Kt$ for some suitable positive constant $K$. Note that for $\varepsilon > 0$, there again exists $t_3 \geq t_2$ so that for $t \geq t_3$,
\[
\log x(t) \leq \log K + \log t \leq (1 + \varepsilon) \log t.
\] (16)
Using (16) in (12), we have
\[
\frac{a(t)f(x)}{x} \geq \frac{f(x)}{t^2x} \geq \frac{1}{4t^2} + \frac{\lambda}{(1 + \varepsilon)^2(\log t)^2t^2}.
\]
Choose $\varepsilon$ so small that $\lambda > (1 + \varepsilon)^2/4$, which is possible since $\lambda > 1/4$. Simply choose $0 < \varepsilon < 2\sqrt{\lambda} - 1$.

Now compare equation (3) with the linear equation
\[
y'' + \left(\frac{1}{4t^2} + \frac{\lambda}{(1 + \varepsilon)^2(\log t)^2t^2}\right)y = 0,
\]
which is oscillatory if $\lambda > (1 + \varepsilon)^2/4$. By Sturm's Comparison Theorem, we conclude that equation (3) is oscillatory. The proof is complete. \qed
3. Nonoscillation theorem

In this section, we consider a similar extension of Theorem F for equation (3), namely in the case when all solutions of (3) are nonoscillatory. Judging from the nonoscillation theorems for equation (3), when \( f(x) = x|x|^\gamma^{-1}, \gamma > 0 \), see e.g., Heidel [2], Gollwitzer [1], Wong [16], Kwong and Wong [8], it becomes clear that a certain condition on the derivative of the coefficient \( a(t) \) would be necessary, and in most cases, the requirement is that \( a(t) \) should decrease "monotonically" to zero in a certain way. Since we only require \( f(x) \) to behave linearly for large \( x \), we need to impose more "stringent" assumptions on the coefficient \( a(t) \); although it is not known whether such a condition involving \( a'(t) \) indeed is necessary. The following result extends Theorem F to equation (3).

**Theorem 2.** Assume that \( a(t) \geq 0, a(t) \in C^1[0, \infty), \) and satisfies
\[
a(t)t^2 \leq 1, \tag{17}
\]
for \( t \) sufficiently large, and
\[
A(t) = \frac{a'(t)}{2a^{3/2}(t)} + 1 = o(1), \quad \text{as } t \to \infty. \tag{18}
\]
If, in addition, \( A(t) \leq 0 \) and for some large \( R > 0 \) it satisfies
\[
\frac{f(x)}{x} \leq \frac{1}{4} + \frac{\lambda}{(\log |x|)^2}, \quad \lambda \leq \frac{1}{16}, \tag{19}
\]
then equation (3) is nonoscillatory.

The proof of Theorem 2 is somewhat more complicated than that of Theorem 1. We begin with the following

**Lemma.** If \( x(t) \) is an oscillatory solution of (3), then \( x(t) \) is unbounded.

**Proof.** Define \( E(t) \) in terms of \( x(t) \) as follows
\[
E(t) = \frac{1}{2} \left( \frac{x'}{\sqrt{a}} - x \right)^2 + F(x) \tag{20}
\]
where \( F(x) = \int_0^x f(u)du \). Additionally, define
\[
V(t) = \frac{1}{2} \frac{x'^2}{a} + F(x). \tag{21}
\]
Using (3), it is easy to see that \( V'(t) = -a x'^2 / 2a^2 \geq 0 \) since \( A(t) \leq 0 \).

Thus, if \( x(t) \) is oscillatory and bounded, say \( |x| \leq B_1 \), then \( V(t) \) is bounded. In fact \( V(t) \leq F(B_1) \), and \( |x'|/\sqrt{a} \leq B_2 \) for some suitable constant \( B_2 \). We can relate \( E(t) \) to \( V(t) \) by (20) and (21) as follows
\[
E(t) = V(t) + \frac{x'^2}{2} - \frac{x'x}{\sqrt{a}}, \tag{22}
\]
from which we deduce that
\[
E(t) \leq F(B_1) + \frac{B_1^2}{2} + B_1B_2 \tag{23}
\]
for all \( t \). We now shall show that \( E(t) \) bounded is incompatible with the rest of the hypothesis of Theorem 2. Use (3) to compute \( E'(t) \)
\[
E'(t) = -\frac{Ax'^2}{\sqrt{a}} + ax' + \sqrt{a}xf(x). \tag{24}
\]
Recall that \( V'(t) \geq 0 \), so if \( x(t) \) is bounded and oscillatory, then \( V_\infty = \lim V(t) \) exists, and \( V_\infty \) is positive and finite. Choose \( \varepsilon_0 \) sufficiently small so that \( V_\infty > F(\varepsilon_0) + \varepsilon_0^2 \).

Hence, for sufficiently large \( t \) and for \( |x(t)| \leq \varepsilon_0 \), we have

\[
\frac{1}{2} x'^2 - \frac{a}{2} \geq V_\infty - F(\varepsilon_0) - \frac{\varepsilon_0^2}{2} > \frac{\varepsilon_0^2}{2}.
\]

Thus \( x'^2/a \geq \varepsilon_0^2 \geq |x|^2 \), from which it follows that \( x'(x'/\sqrt{a} - x) \geq 0 \) for all \( t \) when \( |x(t)| \leq \varepsilon_0 \). Define for \( \varepsilon_0 > 0 \), the following positive numbers:

\[
M = \max_{|x| \leq B_1} f(x), \quad m_0 = \min_{\varepsilon_0 \leq |x| \leq B_1} xf(x).
\]

Rewrite (24) as

\[
E'(t) = -Ax' \left( \frac{x'}{\sqrt{a}} - x \right) + \sqrt{a}x f(x).
\]

Since \( A \leq 0 \), so for \( |x(t)| \leq \varepsilon_0 \), we have \( E'(t) \geq 0 \). Otherwise, if \( |x(t)| \geq \varepsilon_0 \), then

\[
|Ax'(x'/\sqrt{a} - x)| = o(\varepsilon_0) \text{ by (18)}; \quad \text{thus, there exists } m_1 > 0, m_1 < m_0, \text{ such that for large } t,
\]

\[
E'(t) \geq m_1 \sqrt{a}.
\]

In either case, we have \( E'(t) \geq 0 \) for all \( t \) sufficiently large. Using (3) once again, we note that

\[
- \left( \frac{x'}{\sqrt{a}} - x \right)' = \frac{x''}{\sqrt{a}} + x' \left( \frac{a'}{2a^{3/2}} + 1 \right)
\]

\[
= \sqrt{a} \left( f(x) + \frac{A(t)x'}{\sqrt{a}} \right) \leq M_1 \sqrt{a}
\]

for some \( M_1 > M \) since \( A(t) = o(1) \) as \( t \to \infty \). Let \( \{t_k\} \) be the sequence of zeros of \( x(t) \). For \( \varepsilon_0 > 0 \), there exist \( \sigma_k, \tau_k \) such that \( t_k < \sigma_k < \tau_k < t_{k+1} \) so that \( x(\sigma_k) = x(\tau_k) = \varepsilon_0 \). We note from (22) and (23) that \( E_\infty = \lim_{t \to \infty} E(t) \) exists and is finite. For sufficiently large \( k \), \( \frac{1}{2}(x'/\sqrt{a}(\sigma_k) - \varepsilon_0)^2 \geq E_\infty - 2F(\varepsilon_0) = K_0 \). Likewise, we have \( \frac{1}{2}(x'/\sqrt{a}(\tau_k) - \varepsilon_0)^2 \geq K_0 \). We can choose subsequences in \( \{\sigma_k\} \) and \( \{\tau_k\} \), if necessary, and obtain

\[
\frac{x'(\sigma_k)}{\sqrt{a}} - \varepsilon_0 \geq \sqrt{2}K_0, \quad \frac{x'(\tau_k)}{\sqrt{a}} - \varepsilon_0 < -\sqrt{2}K_0.
\]

Using (27) and integrating (26), we find

\[
\left( \frac{x'(\sigma_k)}{\sqrt{a}} - \varepsilon_0 \right) - \left( \frac{x'(\tau_k)}{\sqrt{a}} - \varepsilon_0 \right) \leq M_1 \int_{\sigma_k}^{\tau_k} \sqrt{a},
\]

from which it follows

\[
2\sqrt{2}K_0 \leq M_1 \int_{\sigma_k}^{\tau_k} \sqrt{a}.
\]

Returning to (25) and integrating from \( \sigma_0 \) to \( \tau_k \), we have by (28)

\[
E(\tau_k) - E(\sigma_0) \geq \int_{\sigma_0}^{\tau_k} E'(t)dt \geq \sum_{j=0}^{k} \int_{\sigma_j}^{\tau_j} E'(t)dt
\]

\[
\geq \sum_{j=0}^{k} m_0 \int_{\sigma_j}^{\tau_j} \sqrt{a} \geq km_02\sqrt{2}K_0/M_1,
\]
which tends to infinity as $k \to \infty$. This contradicts the fact that $E(t)$ is bounded. Hence, $x(t)$ must be unbounded. □

Turning to the proof of Theorem 2, let $x(t)$ be an oscillatory solution of (3). The above lemma shows that $x(t)$ is unbounded, so there exists sequences $\{\xi_k\}, \{\eta_k\}, t_k < \xi_k < \eta_k < t_{k+1}$ such that $x(\xi_k) = \alpha(\eta_k) = R$ and $x(t) > R$ for $\xi_k < t < \eta_k$. Denote $I_k = [\xi_k, \eta_k]$. We shall now apply a Wronskian-type argument to equation (3) on $I_k$. In fact, we do this through a transformed equation. Let $s = \log t$, $u(s) = x(t)/\sqrt{t}$, then equation (3) becomes

$$
\ddot{u}(s) + u(s) \left( \frac{t^2 a(t) f(x)}{x} - \frac{1}{4} \right) = 0.
$$

(29)

For $s = \log t$, $t \in I_k$, we have $x(t) > R$. Now using (17) and (19) in (29), we have

$$
\ddot{u}(s) + \frac{\lambda}{(\log |x|)^2} u(s) \geq 0.
$$

(30)

Note that $x(t) = \sqrt{t} u(s)$, $\log |x| = \frac{1}{2} \log t + \log u(s)$, and $\dot{u}(s) = \frac{1}{\sqrt{t}} (tx' - x/2)$. Since $E(t) \uparrow \infty$ implies $E(\xi_k) = \frac{1}{2} (x(\xi_k)/\sqrt{\alpha(\xi_k)} - R)^2 + F(R) \to \infty$, hence $x'(\xi_k)/\sqrt{\alpha(\xi_k)} - R \uparrow \infty$. We now integrate (18) to obtain

$$
- \frac{1}{\sqrt{a}} + \frac{1}{\sqrt{a(t_0)}} + t = o(1),
$$

or $1/\sqrt{a} = t + o(t)$. Thus, $x'(\xi_k)/\sqrt{\alpha(\xi_k)} \to \infty$ implies $\xi_k x'(\xi_k) \to -\infty$ as $k \to \infty$. For $\xi_k$ sufficiently large, $\xi_k x'(\xi_k) > R$, so $\dot{u}(\log \xi_k) > 0$. On $I_k = [\xi_k, \eta_k]$, there exists $\zeta_k \in I_k$, $\xi_k < \zeta_k < \eta_k$ such that $\dot{u}(\log \xi_k) = 0$. This is possible because for $\xi_k < s_k < \eta_k$ such that $x'(s_k) = 0$, we have

$$
x'(s_k) = 0 \Rightarrow \dot{u}(\log s_k) = \frac{-1}{\sqrt{s_k}} \frac{x(s_k)}{2} < 0.
$$

In fact, on $I_k$, we have $\xi_k < \zeta_k < s_k < \eta_k$. Let $J_k = [\log \xi_k, \log \zeta_k]$ be an interval in the $s$ variable so that $u(s) \geq 0$ on $J_k$ and

$$
u(s) \geq u(\log \xi_k) = \frac{R}{\sqrt{\xi_k}}, \quad s \in J_k.
$$

Note that

$$
\log |x| = \frac{1}{2} \log t + \log u(s)
\geq \frac{s}{2} + \log u(\log \xi_k)
= \frac{s}{2} + \log R - \frac{1}{2} \log \xi_k
= \frac{s}{2} + \sigma_k
$$

where $2\sigma_k = 2 \log R - \log \xi_k$. Thus on $J_k$, $u(s)$ satisfies

$$
\ddot{u}(s) + \frac{4\lambda}{(s + 2\sigma_k)^2} u \geq 0.
$$

(31)

Compare (31) with the linear equation:

$$
\ddot{v}(s) + \frac{1}{4(s + 2\sigma_k)^2} \nu = 0,
$$

(32)
which is known to be nonoscillatory, and its general solution in fact can be represented as

\[ \nu(s) = c_1(s + 2\sigma_k)^{1/2} + c_2(s + 2\sigma_k)^{1/2} \log(s + 2\sigma_k). \]  \hfil (33)

Differentiating (33), we obtain

\[ \dot{\nu}(s) = \left( \frac{c_1}{2} + c_2 \right)(s + 2\sigma_k)^{-1/2} + \frac{c_2}{2}(s + 2\sigma_k)^{-\frac{3}{2}} \log(s + 2\sigma_k). \]  \hfil (34)

We note from (34) that \( \dot{\nu}(s) \) is positive if \( c_2 > 0 \) and for \( s \) sufficiently large. Choose \( \nu(s) \) by the initial conditions

\[ \nu(\xi_k) = u(\log \xi_k) \quad \text{and} \quad \dot{\nu}(\log \xi_k) = \dot{u}(\log \xi_k). \]

We then obtain the following system of equations in terms of \( c_1 \) and \( c_2 \),

\[ \begin{align*}
\nu(\log \xi_k) &= c_1(2 \log R)^{1/2} + c_2(2 \log R)^{1/2} \log(2 \log R) = \frac{R}{\sqrt{\xi_k}}, \\
\dot{\nu}(\log \xi_k) &= \left( \frac{c_1}{2} + c_2 \right)(2 \log R)^{-1/2} + \frac{c_2}{2}(2 \log R)^{1/2} \frac{\xi_k x'(\xi_k) - R/2}{\sqrt{\xi_k}}.
\end{align*} \]  \hfil (35)

Writing \( 2 \log R = Q^2 \) for short, we find

\[ \dot{\nu}(\log \xi_k) = \left( \frac{c_1}{2} + c_2 \right) Q^{-1} + \frac{c_2 \log Q}{2Q} = \dot{u}(\log \xi_k) = \frac{\xi_k x'(\xi_k) - R/2}{\sqrt{\xi_k}}. \]

Solving (35) for \( c_2 \), we obtain

\[ c_2 = \Delta^{-1} \begin{bmatrix} Q \\ 1/2Q \end{bmatrix} \begin{bmatrix} \frac{R}{\sqrt{\xi_k}} \\ (\xi_k x'(\xi_k) - R/2)\sqrt{\xi_k} \end{bmatrix} \]

where

\[ \Delta = \begin{vmatrix} Q \\ Q/2 \\ 1/2Q + \log Q/2Q \end{vmatrix} = 1. \]

So, \( c_2 = Q/\sqrt{\xi_k}(\xi_k x'(\xi_k) - R/2) - R/2Q\sqrt{\xi_k} = Q/\sqrt{\xi_k}(\xi_k x'(\xi_k) - R/2 - R/2Q^2) \). If \( Q > 1 \), then \( c_2 > \frac{Q}{\sqrt{\xi_k}}(\xi_k x'(\xi_k) - R) > 0 \). Thus, for sufficiently large \( k \), \( \nu(s) > 0 \), and also

\[ \dot{u}(s) > 0 \quad \text{and} \quad \dot{\nu}(s) > 0 \quad \text{on} \quad J_k. \]

Recall that \( \lambda \leq 1/16 \), so by (31) and (32) and the fact that \( u(\log \xi_k) = \nu(\log \xi_k) \), we obtain

\[ \dot{u}(\log \xi_k) \geq \dot{\nu}(\log \xi_k), \]

and so \( u(s) \geq \nu(s) \) in the right neighborhood of \( \log \xi_k \). Since \( u(\log \xi_k) = u(\log \eta_k) \), it follows that \( \nu(s) \) must cross \( u(s) \) at some point \( \gamma \in [\log \xi_k, \log \eta_k] \). We now denote the \( s \)-interval by \( L_k = [\log \xi_k, \log \eta_k] \) and consider \( \gamma \in J_k \) and \( \gamma \in L_k \) separately.

Let \( W(u, \nu) = \dot{u}v - \dot{\nu}u \). Note that

\[ W(\log \xi_k) = 0 \quad \text{and} \quad \dot{W} = \ddot{u}v - \ddot{\nu}u \geq 0. \]

If \( \gamma \in J_k \), then \( \dot{\nu}(\gamma) > \dot{u}(\gamma) \) (otherwise \( \nu(s) < u(s) \) on \( J_k \), so there is no crossing), hence

\[ W(\gamma) = u(\gamma)(\dot{u}(\gamma) - \dot{\nu}(\gamma)) < 0, \]
which contradicts \( \dot{W} \geq 0, W(\log \xi_k) = 0 \). In the second case when \( \gamma \in L_k \), we also have

\[ \dot{v}(\gamma) > 0, \quad \dot{u}(\gamma) < 0, \quad \text{so again} \quad \dot{v}(\gamma) > \dot{u}(\gamma), \]

and the same argument applies. This contradiction on an interval \( J_k \) for some large \( k \) establishes the fact that \( u(s) \) must not be oscillatory. Hence, \( x(t) \) is nonoscillatory, and the proof is complete. \( \square \)

### 4. Examples and remarks

(i) We now consider a special case of equation (1) for

\[ f(x) = kx + \frac{\lambda x}{(\log|x|)^2}, \quad (36) \]

when \( |x| \geq R \) for some large \( R > 0 \). Theorems 1 and 2 show that equation (1) is oscillatory when \( k > 1/4 \) and nonoscillatory when \( k < 1/4 \). In the critical case when \( k = 1/4 \), it is nonoscillatory if \( \lambda \leq 1/16 \). These results improve those obtained by Sugie and Hara [10]. In case of oscillation, their result is not applicable when \( k = 1/4 \) since they require that the second term \( \lambda/\log|x| \) is large compared to \( \lambda/(\log|x|)^2 \) in (36) above. In case of nonoscillation, their result requires that \( \lambda < 1/16 \) as compared to \( \lambda \leq 1/16 \). We conjecture that when \( k = 1/4 \) and \( 1/16 < \lambda \leq 1/4 \), equation (1) has both oscillatory and nonoscillatory solutions. However, we are unable to establish results in this direction and hope to return to this problem in a later paper.

(ii) It is of interest to note that the sign requirement \( xf(x) > 0 \) is implicit in condition (12) of Theorem 1. On the other hand, Theorem 2 without the sign requirement is false. Consider

\[ x'' + \frac{1}{4t^2} \left( x + 2\sqrt{1-x^2} \right) = 0, \]

which has \( x(t) = \sin \frac{1}{2} \log t \) as an oscillatory solution. Here \( f(x) \) is not yet defined for \( |x| > 1 \), so condition (19) in Theorem 2 can be satisfied trivially.

(iii) We also note that the Euler-Kneser-types of conditions are known to be valid for oscillations of equation (3). In the linear case, see [6,13], and for superlinear and sublinear cases, see [17]. A similar type of result was given for a delayed differential equation in a recent paper of Kulenovic [7].

(iv) We remark that in conditions (11) and (17), the lower and upper bounds for \( t^2a(t) \) can in fact be any positive number \( \beta \) instead of 1, since we can always redefine

\[ \bar{a}(t) = \beta^{-1}a(t), \quad \bar{f}(x) = \beta f(x) \]

and apply results to equation (3) with \( \bar{a}(t), \bar{f}(x) \) instead of \( a(t), f(x) \).

(v) We also remark that condition (18) in Theorem 2 is undesirable as it implies that \( a(t) = t^{-2} + o(t^{-2}) \) as \( t \to \infty \). This would exclude cases when \( a(t) \) is known to be small, say \( a(t) = t^{-3} \), in which case it is well-known that not only the linear equation is nonoscillatory, but so are all solutions of the Emden-Fowler equation, i.e., (1) when \( f(x) = x|x|^{\gamma-1}, 1 < \gamma < \frac{3}{2} \).

(vi) Finally, we consider a nonlinear function \( f(x) \) defined by

\[ f(x) = \begin{cases} kx(1 + \sin x^2) & |x| \leq 1, \\ kx & |x| > 1, \end{cases} \]
and \( a(t) = t^{-2} + o(t^{-2}) \). Here the nonlinear function can have rather erratic behaviour when \( |x| \leq 1 \). Theorems 1 and 2 imply that equation (3) is oscillatory if \( k > 1/4 \) and \( a(t) \) satisfies (11) and nonoscillatory if \( k < 1/4 \) and \( a(t) \) satisfies (17). These conclusions cannot be deduced from any previous known results.
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