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ABSTRACT. Let \( \{a_n\} \) be an arbitrary sequence of real numbers with \( |a_n| < 1 \) for \( n \in \mathbb{N}_0 \), and let \( b_1, \ldots, b_{N-1}, b_{N-1} = -b_1 \) be an arbitrary symmetric sequence of \( N - 1 \) complex numbers with \( |b_j| < 1 \). In this paper, we give a full and explicit description of the orthogonal polynomials, the measures, and the Carathéodory functions which are associated with reflection coefficients of the form \( \{b_1, \ldots, b_{N-1}, a_0, b_1, \ldots, b_{N-1}, a_1, \ldots\} \). More precisely, we show that the orthogonal polynomials generated by such a sequence of reflection coefficients can be obtained by a transformation of polynomials orthogonal on the unit circle. Further, they are orthogonal with respect to a measure of the form \( (w(\varphi) / \sqrt{\rho(\varphi)} \vartheta'(\varphi)) \, d\sigma_0(\vartheta(\varphi)) \) where \( \sigma_0 \) is the orthogonality measure associated with \( \{a_n\} \) and where the trigonometric polynomials \( w, \rho \) and the function \( \vartheta \) can be constructed explicitly with the help of the \( b_j \)'s. In particular, \( \vartheta \) is a function which maps \( N \) subintervals of \([0, 2\pi]\) onto the whole interval \([0, 2\pi]\). On the other hand, it is demonstrated that polynomials, which are orthogonal with respect to a measure \( (w(\varphi) / \sqrt{\rho(\varphi)} \vartheta'(\varphi)) \, d\sigma_0(\vartheta(\varphi)) \) where \( \sigma_0 \) is an arbitrary symmetric measure on \([0, 2\pi]\) and \( \vartheta \) is a function of the type just given, have reflection coefficients of the above form.

1. Introduction and notation

Let \( \sigma_0(\varphi) \) be a positive Borel measure on the interval \([0, 2\pi]\) with an infinite support. Then for every \( n \in \mathbb{N}_0 \), there exists a uniquely determined monic orthogonal polynomial \( P_n(z, \sigma_0) = z^n + \cdots \) of degree \( n \) which satisfies

\[
\int_0^{2\pi} e^{-ij\varphi} P_n(e^{i\varphi}, \sigma_0) \, d\sigma_0(\varphi) = 0 \quad \text{for } j = 0, \ldots, n - 1.
\]

It is well known that these monic orthogonal polynomials can be generated by the recurrence formula

\[
P_{n+1}(z, \sigma_0) = zP_n(z, \sigma_0) - a_n(\sigma_0)P_n^*(z, \sigma_0), \quad n \in \mathbb{N}_0,
\]

where \( P_n^*(z, \sigma_0) := z^n \overline{P_n(1/z, \sigma_0)} \) is the reversed polynomial of \( P_n(z, \sigma_0) \). Here, the complex numbers \( a_n(\sigma_0) = -P_{n+1}(0, \sigma_0) \) satisfy

\[
|a_n(\sigma_0)| < 1, \quad n \in \mathbb{N}_0,
\]

and are called reflection coefficients or Schur parameters.
There is a one-to-one correlation between the measure $\sigma_0$ and the Carathéodory function (abbreviated in the following by C-function) $F(z, \sigma_0)$, which is defined by

$$F(z, \sigma_0) := \int_0^{2\pi} \frac{e^{i\varphi} + z}{e^{i\varphi} - z} d\sigma_0(\varphi), \quad |z| < 1.$$  

$F(z, \sigma_0)$ is analytic on $|z| < 1$ and pseudopositive there, i.e., $\text{Re} F(z, \sigma_0) > 0$ for $|z| < 1$. The distribution function $\sigma_0$ can be reconstructed from $F(z, \sigma_0)$ by means of the inversion formula

$$\frac{\sigma_0(\varphi + 0) + \sigma_0(\varphi - 0)}{2} = \text{constant} + \lim_{s \to 1^-} \frac{1}{2\pi} \int_0^{2\pi} \text{Re} F(se^{i\varphi}, \sigma_0) \, d\psi. \quad (1.2)$$

Next, let us give the definition of the (not necessarily monic) polynomials of the second kind $P_n(z, \sigma_0)$ with respect to $\sigma_0$:

$$\Omega_n(z, \sigma_0) := \begin{cases} \int_0^{2\pi} \frac{e^{i\varphi} + z}{e^{i\varphi} - z} (P_n(e^{i\varphi}, \sigma_0) - P_n(z, \sigma_0)) \, d\sigma_0(\varphi) & \text{if } n \geq 1, \\
F(0, \sigma_0) & \text{if } n = 0. \end{cases}$$

It is not difficult to see that all the $\Omega_n$'s are of exact degree $n$ with leading coefficient $F(0, \sigma_0)$. Furthermore, the polynomials of the second kind satisfy the recurrence relation similar to (1.1), namely,

$$\Omega_{n+1}(z, \sigma_0) = z\Omega_n(z, \sigma_0) + a_n(\sigma_0)\Omega_n^*(z, \sigma_0), \quad n \in \mathbb{N}_0. \quad (1.3)$$

Another known and useful relation between the orthogonal polynomials and the polynomials of the second kind is

$$P_n^*(z, \sigma_0)\Omega_n(z, \sigma_0) + P_n(z, \sigma_0)\Omega_n^*(z, \sigma_0) = 2F(0, \sigma_0)d_n(\sigma_0)z^n \quad (1.4)$$

(see e.g., [8, formula (5.6)]), where $d_n(\sigma_0) := \prod_{j=0}^{n-1} (1 - |a_j(\sigma_0)|^2)$ if $n > 0$ and $d_0(\sigma_0) := 1$.

With the help of the C-function and the polynomials of the second kind, the orthogonal polynomials can be characterized in the following way.

**Theorem 1** (Peherstorfer and Steinbauer [17]). Let $\sigma_0$ be a distribution function. Then a polynomial $A$ of degree $n$ is orthogonal with respect to $\sigma_0$, i.e., $A = cP_n(\cdot, \sigma_0)$, $c \in \mathbb{C} \setminus \{0\}$, if and only if there exists a polynomial $B$ of degree $n$ such that

$$A(z)F(z, \sigma_0) + B(z) = O(z^n),$$

$$A^*(z)F(z, \sigma_0) - B^*(z) = O(z^{n+1}).$$

In such a case, $B$ is the polynomial of the second kind with respect to $\sigma_0$, i.e., $B = c\Omega_n(\cdot, \sigma_0)$.

It is well known (compare the above considerations) that to each sequence of reflection coefficients $\{a_n(\sigma_0)\}$, there corresponds an orthogonality measure $\sigma_0$ and to the measure $\sigma_0$, a C-function $F(z, \sigma_0)$ in a unique way. Thus, we have the following correspondence:

$$\{a_n(\sigma_0)\} \quad \longleftrightarrow \quad \sigma_0(\varphi) \quad \longleftrightarrow \quad F(z, \sigma_0). \quad (1.5)$$

One of the main problems now is to find the corresponding measure $\sigma_0$ (respectively, the C-function $F(z, \sigma_0)$) for a given sequence of reflection coefficients $\{a_n(\sigma_0)\}$ and...
conversely. Cases where solutions can be found explicitly (i.e., the orthogonality measure as well as the reflection coefficients can be given explicitly), are very rare: only the Jacobi weight functions \((1 - \cos \varphi)\alpha(1 + \cos \varphi)\beta|\sin \varphi|\) are studied (see e.g., [15, p.234]) and — from the point of the reflection coefficients — the case of periodic reflection coefficients (e.g., see [7, 19]). If one knows the solution for the sequence \(\{a_n\}\), then also one can handle a finite perturbation of the reflection coefficients [16] and the case when the reflection coefficients are of the form \(\{0, \ldots, 0, a_0, 0, \ldots, 0, a_1, \ldots\\}\) where there always appear \(N\) successive zeros. For instance, by [1, 11, 14, 17], we have the following correspondence:

\[
\underbrace{\{0, \ldots, 0, a_0(\sigma_0), 0, \ldots, 0, a_1(\sigma_0), 0, \ldots\\}}_{N \text{ times}} \leftrightarrow \sigma_0(N\varphi) \leftrightarrow F(z^N, \sigma_0), \quad (1.6)
\]

assuming (1.5) holds. Moreover, the orthogonal polynomials with respect to \(\sigma_0(N\varphi)\) where \(N\varphi\) is taken modulo \(2\pi\), are explicitly given by \(z^jP_0(z^N, \sigma_0), j = 0, \ldots, N - 1\). Hence, it is natural to ask (see [21, pp. 142-145] and [11]), whether such a correspondence also can be given for reflection coefficients of the form

\[
\{b_1, \ldots, b_{N-1}, a_0(\sigma_0), b_1, \ldots, b_{N-1}, a_1(\sigma_0), \ldots\}
\]

where the \(b_j, j = 1, \ldots, N - 1\) are complex numbers with \(|b_j| < 1\). For many of the specialists in this field, a correspondence with a C-function of the form \(F(T_N(z), \sigma_0)\), \(T_N\) a polynomial, was expected. But this does not hold in general. It will turn out that it is more natural to study a functional transformation which maps \(N\) arcs of the unit circle onto the whole unit circle, instead of a polynomial transformation. Under the additional assumptions that the starting-reflection coefficients \(\sigma_0(\sigma_0)\) are real and that the inserted reflection coefficients \(b_j\) are symmetric in the sense that

\[
\bar{b}_j = -b_{N-j}, \quad j = 1, \ldots, N - 1,
\]

we shall demonstrate a correspondence of the following form:

\[
\underbrace{\{b_1, \ldots, b_{N-1}, a_0(\sigma_0), b_1, \ldots, b_{N-1}, a_1(\sigma_0), b_1, \ldots\}}_{N \text{ times}} \leftrightarrow \frac{W(e^{i\varphi})}{\sqrt{R(e^{i\varphi})}d\sigma_0(\vartheta(\varphi))} \leftrightarrow \frac{W(z)}{\sqrt{R(z)}}F\left(\frac{T(z) - \sqrt{R(z)}}{T(z) + \sqrt{R(z)}}, \sigma_0\right), \quad (1.7)
\]

Here the polynomials \(R, T,\) and \(W\) only depend on the values of \(b_1, \ldots, b_{N-1}\), and the function \(\vartheta\) is given by

\[
\vartheta(\varphi) = \text{Arg}\left\{\frac{T(z) - \sqrt{R(z)}}{T(z) + \sqrt{R(z)}}\right\};
\]

for detailed description, see the next section.

This paper is organized as follows: In Section 2, we will state some additional preliminary notations and definitions, and in Section 3, we give a full explicit description of the correspondence in (1.7). We also will show how the resulting orthogonal polynomials are related to the original orthogonal polynomials \(P_n(z, \sigma_0)\). Making use of the well-known relationship between orthogonal polynomials on the unit circle and on the real line, our results reprove some known results of Geronimo and Van Assche [9] but also give some new insights to the reflection coefficients of orthogonal polynomials on the real line; see Section 4. In Section 5, we give the proofs of our results.
2. Preliminaries

In this section, and for the rest of the paper, we suppose that \( \sigma_0 \) is a symmetric probability measure, i.e.,

\[
\int_0^{2\pi} d\sigma_0(\varphi) = 1
\]

and

\[
d\sigma_0(\varphi) + d\sigma_0(2\pi - \varphi) = 0, \quad \text{or equivalently,}
\]

\[
\Re F(e^{i\varphi}, \sigma_0) = \Re F(e^{i(2\pi - \varphi)}, \sigma_0) \quad \text{a.e. on } [0, 2\pi].
\]

Here, \( F(e^{i\varphi}, \sigma_0) \) is considered to be the boundary value \( \lim_{\varphi \to \pm \pi} F(se^{i\varphi}, \sigma_0) \), which exists a.e. on the unit circle. The symmetry property implies that all the orthogonal polynomials \( P_n(z, \sigma_0) \) have real coefficients, in particular, the reflection coefficients \( a_n(\sigma_0) \) are real as well. Furthermore, \( F(x, \sigma_0) \) takes real values for \( x \in (-1, 1) \).

We start our investigations on (1.7) from the point of view of measures, respectively, \( C \)-functions. We will introduce a transformation which leads, as it will turn out, exactly to the reflection coefficients of the form given in (1.7) satisfying the properties under consideration. This transformation reproduces the measure \( \sigma_0 \) on several subintervals of \([0, 2\pi]\), similar to the transformation \( \varphi \to N\varphi \mod 2\pi \) from (1.6). In fact, we will arrive at an extension of this function.

For the exact description of our transformation, some auxiliaries are needed: Let \( N \) be a positive integer and let \( T(z) = T^*(z) = az^N + \cdots, |a| = 1 \), be a self-reversed polynomial of degree \( N \), whose zeros are all simple and located on the unit circle. Further, let \( L > 0 \) be a real number such that the function \( |T(e^{i\varphi})| - L \) has exactly \( 2N \) zeros (counted according to their multiplicity) on \([0, 2\pi]\).

Finally, we define the polynomial \( R \) by

\[
R(z) := T^2(z) - L^2 z^N = a^2 z^{2N} + \cdots.
\]

By construction, all the zeros of \( R \) lie on the unit circle and are, at most, double.

To the polynomial \( T \) (respectively, \( R \)), we associate the set \( E_N \), defined by

\[
E_N := \{|T(e^{i\varphi})| \leq L\} \mod 2\pi =: \bigcup_{j=1}^{N} [\varphi_{2j-1}, \varphi_{2j}].
\]

Note that the \( e^{i\varphi_j} \)'s (again counted according to their multiplicity) are exactly the zeros of \( R \).

Remark. Let us note that for convenience of the reader that we use a slightly different notation from that in [20]. Here, in contrast to [20], \( R \) may have double zeros, i.e., we have

\[
\varphi_1 < \varphi_2 \leq \varphi_3 \leq \varphi_4 \leq \varphi_5 < \cdots < \varphi_{2N}.
\]

Assuming that exactly \( N - l \) of the \( \varphi_j \)'s coincide, \( R \) can be written in the form

\[
R(z) = \tilde{R}(z)U_{N-l}^2(z) \quad \text{and} \quad E_N = \tilde{E}_l = \bigcup_{\nu=1}^{l} [\varphi_{2j(\nu)-1}, \varphi_{2j(\nu)}].
\]

\[1\]In fact, there exists a \( L_0 > 0 \) such that all \( L \in (0, L_0] \) have the assumed property.
where $U_{N-1}(z) = \beta z^{N-1} \cdots$ is a self-reversed polynomial, and the $e^{i\varphi_j}$'s are exactly the simple zeros of $R$, i.e., the zeros of $\tilde{R}$. Now $\tilde{R}$, $E_l$, and $U_{N-1}$ from (2.5) correspond to $R$, $E_l$, and $U_{N-1}$ from [20].

Now we are ready to define the function $\Theta$, which is essential in what follows, by

$$\Theta(z) := \frac{T(z) - \sqrt{R(z)}}{T(z) + \sqrt{R(z)}}. \quad (2.6)$$

Here, the square-root $\sqrt{R}$ is analytic on $C \setminus \Gamma_{E_N}$, $\Gamma_{E_N} := \{e^{i\varphi} : \varphi \in E_N\}$, and satisfies

$$T(0) = \sqrt{R(0)} = \bar{\alpha}, \quad (2.7)$$

and

$$\sqrt{R(e^{i\varphi})} = \begin{cases} (-1)^{j+1}ie^{i(N/2)\varphi}\sqrt{|R(e^{i\varphi})|}, & \varphi \in [\varphi_{2j-1}, \varphi_{2j}], \quad j = 1, \ldots, N, \\ (-1)^{j+1}ie^{i(N/2)\varphi}\sqrt{|R(e^{i\varphi})|}, & \varphi \in [\varphi_{2j}, \varphi_{2j+1}], \quad j = 1, \ldots, N - 1. \end{cases} \quad (2.8)$$

The next proposition gives some important properties of the function $\Theta$.

**Proposition 1.** Let the function $\Theta(z)$ be defined as in (2.6) and suppose that $C \setminus \Gamma_{E_N}$ is connected, i.e., that $\Gamma_{E_N}$ is a strict subset of the unit circle. Then the following holds.

(a) $\Theta$ is analytic on $C \setminus \Gamma_{E_N}$ and its only zero is at $z = 0$. Further,

$$\Theta(z) \left|_{z=0} \right. = \left( \frac{L\alpha}{2} \right)^2.$$

(b) $\Theta$ maps $C \setminus \Gamma_{E_N}$ onto the interior of the unit disk.

(c) The function

$$\frac{z^{N/2}}{\sqrt{\Theta(z)}} = \frac{T(z) + \sqrt{R(z)}}{L}$$

maps $C \setminus \Gamma_{E_N}$ onto the exterior of the unit disk.

(d) $|\Theta(e^{i\varphi})| = 1$ for $\varphi \in E_N$ and $\Theta(e^{i\varphi}) \in (-1, 1)$ for $\varphi \notin E_N$.

(e) The mapping $\Theta$ is continuous and bijective on $[\varphi_{2j-1}, \varphi_{2j})$, $j = 1, \ldots, N$, with

$$\Theta(e^{i\varphi_{2j}}) = 1$$

and

$$\Theta(\Gamma_{[\varphi_{2j-1}, \varphi_{2j}]}) = \Gamma_{[0,2\pi]} = \{|z| = 1\}$$

where we used the notation $\Gamma_M := \{e^{i\varphi} : \varphi \in M\}$ for $M \subseteq [0,2\pi]$.

(f) Let the (multivalued) function $Y$ be given by

$$Y(z) := 2^N \frac{z^N}{\Theta(z)} = 2^N \frac{T(z) + \sqrt{R(z)}}{L}.$$

Then $\ln |Y(z)|$ is the Green's function of $C \setminus \Gamma_{E_N}$ with pole at infinity (for the definition of Green's function, e.g., see [24]).

(g) The function

$$\vartheta(\varphi) := \text{Arg} \Theta(e^{i\varphi})$$
is strictly monotone increasing from 0 to 2π on each interval \([\varphi_{2j-1}, \varphi_{2j}]\). Here, the argument \(\text{Arg} z\) of a complex number \(z\) is always considered to be between 0 and 2π.

(h) The following relations hold:

\[
L \cos \frac{\vartheta(\varphi)}{2} = \tau(\varphi) \quad \text{and} \quad L \sin \frac{\vartheta(\varphi)}{2} = (-1)^j \sqrt{\rho(\varphi)},
\]

\(\varphi \in [\varphi_{2j-1}, \varphi_{2j}]\), where the real trigonometric polynomials \(\tau(\varphi)\) and \(\rho(\varphi)\) are given by

\[
\tau(\varphi) := e^{-i(N/2)\varphi} R(e^{i\varphi}) \quad \text{and} \quad \rho(\varphi) := e^{-iN\varphi} R(e^{i\varphi}).
\]

(2.9)

**Remark.** If \(\Gamma_{EN}\) coincides with the unit circle, then \(T(z) = z^N + 1, R(z) = (z^N - 1)^2\), and \(L = 2\). Hence, \(\Theta(z) = z^N\), and one immediately sees that the parts (a), (d), (e), (g), and (h) of Proposition 1 remain valid for this case.

Given the measure \(\sigma_0\), respectively, the C-function \(F(z, \sigma_0)\), we can construct a new measure \(\sigma\) and C-function \(F(z, \sigma)\), respectively, via the transformation \(\Theta\) in the following way.

**Proposition 2.** Let \(W = -W^*\) be an antiself-reversed polynomial of degree \(N\) vanishing only at zeros of \(R\), which has the same sign as \(\sqrt{R(e^{i\varphi})}\) on the arcs of \(\Gamma_{EN}\) and which is normalized by \(|W(0)/\sqrt{R(0)}| = 1\). Then the function

\[
F(z, \sigma) := \frac{W(z)}{\sqrt{R(z)}} F(\Theta(z), \sigma_0) - i \text{Im} \gamma,
\]

(2.10)

\(\gamma := W(0)/\sqrt{R(0)}\), is a C-function where \(\sigma\) denotes the associated measure. Furthermore, \(\text{supp } (\sigma) \subseteq EN\) and the measure \(\sigma\) is given explicitly by

\[
\int_{E_N} h(\varphi) d\sigma(\varphi) = \int_{E_N} h(\varphi) \frac{W(e^{i\varphi})}{\sqrt{R(e^{i\varphi})}} \frac{d\sigma_0(\vartheta(\varphi))}{\vartheta(\varphi)}
\]

(2.11)

for every continuous function \(h\).

**Remark.** A class of neat looking weight functions obtained by a transformation \(\theta\) of the above form can be described in the following way: Let \(g : \mathbb{R} \rightarrow \mathbb{R}\) be symmetric with respect to \(\pi\), i.e., \(g(\varphi) = g(2\pi - \varphi)\), 2\(\pi\)-periodic, nonnegative, and \(L^1\)-integrable. Further, let \(\tau(\varphi)\) be a real trigonometric polynomial of degree \(N/2\) with \(N\) simple zeros in \((0, 2\pi)\), and let \(L \in \mathbb{R}^+\) be defined by

\[
L \leq \min\{|\tau(\varphi)| : \tau'(\varphi) = 0\}.
\]

Suppose that \(R\) and \(W\) are given as in Proposition 2. Then the weight function is given by

\[
\begin{cases}
\frac{W(e^{i\varphi})}{\sqrt{R(e^{i\varphi})}} g(\hat{\tau}(\varphi)), & \varphi \in E_N, \\
0, & \varphi \in [0, 2\pi] \setminus E_N,
\end{cases}
\]

(2.12)

where \(\hat{\tau}(\varphi) := (\pi/L)\tau(\varphi)\), fits into the class of measures treated in this paper. In fact, define the new weight function as

\[
f_0(\varphi) := g\left(\pi \cos \frac{\varphi}{2}\right), \quad \varphi \in [0, 2\pi].
\]
Then for \( \varphi \in E_N \),
\[
    f(\varphi) := \frac{W(e^{i\varphi})}{\sqrt{R(e^{i\varphi})}} f_0(\varphi) = \frac{W(e^{i\varphi})}{\sqrt{R(e^{i\varphi})}} g(\pi \cos \frac{\varphi}{2})
\]
\[
    = \frac{W(e^{i\varphi})}{\sqrt{R(e^{i\varphi})}} g(\hat{\varphi}),
\]
where the last identity follows by Proposition 1(h).

For some further illustrative applications for constructing new orthogonality measures by using the transformation \( \Theta(z) \), see Section 4.

3. Main results

In the previous section, we introduced a transformation of measures, respectively, C-functions. In this section, we will see that these transformations, given as in (2.6), lead exactly to all the reflection coefficients considered in (1.7).

The following theorem shows how the monic orthogonal polynomials \( P_n(z, \sigma_0) \) and \( P_{nN}(z, \sigma) \) are related to each other.

**Theorem 2.** Let \( \{P_n(z, \sigma_0)\} \) be a sequence of orthogonal polynomials with respect to the symmetric measure \( \sigma_0 \), and let the function \( \Theta \) be of the form (2.6). Under the assumptions of Proposition 2, the following relations hold for every \( n \in \mathbb{N}_0 \):

\[
    P_{nN}(z, \sigma) = \kappa_n \left( \frac{z^N}{\Theta(z)} \right)^{n/2} \left\{ P_n(\Theta(z), \sigma_0) \left( \gamma + \frac{\sqrt{R(z)}}{W(z)} \right) 
    + P^*_n(\Theta(z), \sigma_0) \left( \gamma - \frac{\sqrt{R(z)}}{W(z)} \right) \right\}.
\]

and the polynomials of the second kind can be represented in the form

\[
    \Omega_{nN}(z, \sigma) = \kappa_n \left( \frac{z^N}{\Theta(z)} \right)^{n/2} \left\{ \Omega_n(\Theta(z), \sigma_0) \left( 1 + \gamma \frac{W(z)}{\sqrt{R(z)}} \right) 
    + \Omega^*_n(\Theta(z), \sigma_0) \left( 1 - \gamma \frac{W(z)}{\sqrt{R(z)}} \right) \right\} + i \text{Im} \gamma \cdot P_{2nN}(z, \sigma).
\]

Here, the constant \( \kappa_n \) is given by
\[
    \kappa_n = \frac{L^n}{2^{n+1}n!}.n
\]

The formulas in Theorem 2 can be used to derive asymptotics for the polynomials \( \{P_n(z, \sigma)\} \) from the asymptotic behavior of the original polynomials \( \{P_n(z, \sigma_0)\} \). To illustrate this in the following corollary, we consider a measure \( \sigma_0 \) in the Szegö-class, i.e., \( d\sigma_0(\varphi) = p(\varphi) d\varphi + d\sigma_{0,s}(\varphi) \) where \( \sigma_{0,s} \) is the singular part in the Lebesgue decomposition and where \( p(\varphi) \) is a positive integrable function which satisfies Szegö’s condition

\[
    \int_0^{2\pi} \ln p(\varphi) \, d\varphi > -\infty.
\]

Then it is known, e.g. [23, Thm.12.1.1] and [8, Thm.21.1], that the orthonormal polynomials \( \{\Phi_n(z, \sigma_0) = k_n(\sigma_0) z^n + \cdots\} \), normalized such that

\[
    \int_0^{2\pi} |\Phi_n(e^{i\varphi}, \sigma_0)|^2 \, d\sigma_0(\varphi) = 1, \quad k_n(\sigma_0) > 0,
\]

are orthogonal to each other with respect to the measure \( \sigma_0 \).
satisfy
\[
\lim_{n \to \infty} \Phi_n(z, \sigma_0) = 0,
\]
\[
\lim_{n \to \infty} \Phi_n^*(z, \sigma_0) = \frac{1}{D(z, \sigma_0)}
\]
unfortunately on compact subsets on \{|z| < 1\} and
\[
\lim_{n \to \infty} k_n(\sigma_0) = \frac{1}{D(0, \sigma_0)}.
\]
Here, \(D(z, \sigma_0)\) is the so-called Szegö-function defined by
\[
D(z, \sigma_0) = \exp \left\{ \frac{1}{4\pi} \int_0^{2\pi} \frac{e^{i\varphi} + z}{e^{i\varphi} - z} \ln p(\varphi) \, d\varphi \right\}, \quad |z| < 1.
\]

**Corollary 1.** Let the assumptions of Theorem 2 be fulfilled and suppose that \(\Gamma_{EN}\) is a strict subset of the unit circle. Further, let \(\{\Phi_n(z, \sigma)\}\) and \(\{\Phi_n(z, \sigma_0)\}\) be the orthonormal polynomials with respect to the measures \(\sigma\) and \(\sigma_0\), respectively. If the measure \(\sigma_0\) belongs to the Szegö-class, then the asymptotic result
\[
\lim_{n \to \infty} 2\gamma \sqrt{Re} \alpha^N \left( \frac{\Theta(z)}{z^N} \right)^{n/2} \Phi_{nN}(z, \sigma) = D(\Theta(z), \sigma_0)^{-1} \left( \gamma - \sqrt{\frac{R(z)}{W(z)}} \right)
\]
holds uniformly in compact subsets on \(\mathbb{C} \setminus \Gamma_{EN}\).

**Remark.** Similar investigations as for Szegö measures \(\sigma_0\) also can be made for orthogonal polynomials with asymptotically periodic reflection coefficients, cf. [2, 3, 10, 20].

If we combine the asymptotic relation in the above corollary with formula (4.2) below, taking into consideration that the polynomials \(P_{\nu}^{(nN)}\) and \(\Omega_{\nu}^{(nN)}\) in (4.2) are dependent on \(n\) in a known way (compare Theorem 3 below), then we immediately get asymptotics not only for the subsequence \(\{\Phi_{nN}(z, \sigma)\}\) but for the whole sequence of orthogonal polynomials \(\{\Phi_n(z, \sigma)\}\).

The next theorem gives the announced effects of the transformation \(\Theta\) on the reflection coefficients of the orthogonal polynomials \(P_n(z, \sigma)\).

**Theorem 3.** Let \(P_n(z, \sigma)\) be the orthogonal polynomials with respect to the measure \(\sigma\), defined as in Proposition 2, and let \(\alpha, |\alpha| = 1\) be the leading coefficient of the polynomial \(T\). Then there holds:

(a) The reflection coefficients \(a_0(\sigma), \ldots, a_{N-2}(\sigma)\) only depend on the polynomials \(R, T,\) and \(W\) (and not on the measure \(\sigma_0\); for calculation, compare the lines after Theorem 5).

(b) For all \(n \in \mathbb{N}_0\), we have
\[
a_{nN+j}(\sigma) = \alpha^{2n} a_j(\sigma), \quad j = 0, 1, \ldots, N - 2,
\]
and
\[
a_{(n+1)N-1}(\sigma) = \frac{\alpha^{2(n+1)}}{2} \left[ a_n(\sigma_0)(\gamma^2 + 1) + \gamma^2 - 1 \right].
\]

The statements of Theorem 3 simplify if we additionally suppose that \(T\) is a monic polynomial, i.e., that \(\alpha = 1\). Let us point out that \(\alpha = 1\) does not imply that \(T\) is
a real polynomial in general. Then, Theorem 3 says that the sequence of reflection coefficients \( \{a_n(\sigma)\} \) is "nearly" periodic, i.e., we have

\[
..., a_0(\sigma), ..., a_{N-2}(\sigma), a_{N-1}(\sigma), a_0(\sigma), ..., a_{N-2}(\sigma), a_{(n+1)N-1}(\sigma), \]

where only the \( a_{nN-1}(\sigma) \)’s depend on \( n \). In the simplest case, when \( \alpha = 1 \) and \( \gamma = W(0)/\sqrt{R(0)} = 1 \), we further have

\[
a_{(n+1)N-1}(\sigma) = a_n(\sigma_0),
\]
i.e., the new orthogonal polynomials arise from the old ones by plugging in the fixed sequence \( a_0(\sigma), ..., a_{N-2}(\sigma) \) between each pair of successive reflection coefficients \( a_n(\sigma_0) \) and \( a_{n+1}(\sigma_0) \).

If \( \alpha = \gamma = 1 \), one can say even more about the values of the reflection coefficients \( a_0(\sigma), ..., a_{N-2}(\sigma) \).

**Corollary 2.** Suppose that \( \alpha = 1 \), and \( \gamma = W(0)/\sqrt{R(0)} = 1 \). Then, under the assumptions of Theorem 3, there holds:

\[
a_{N-1-j}(\sigma) = -a_j(\sigma) \quad \text{for } j = 0, 1, \ldots, N - 2. \tag{3.2}
\]

Finally, let us show that also the converse of Corollary 2 holds. This will complete the correspondence in (1.7).

**Theorem 4.** Let \( \{a_n(\sigma)\} \) be a sequence of complex numbers with the following properties:

1. \( |a_n(\sigma)| < 1 \) for all \( n \in \mathbb{N} \),
2. \( a_{N-2-j}(\sigma) = -a_j(\sigma) \), \( j = 0, 1, \ldots, N - 2 \),
3. \( a_n(\sigma) = a_{n+N}(\sigma) \) for all \( n \in \mathbb{N} \setminus \{kN - 1 : k \in \mathbb{N} \} \),
4. \( a_{nN-1}(\sigma) \in (-1, 1) \) for all \( n \in \mathbb{N} \),

\( N \in \mathbb{N} \) fixed. Further, let \( \sigma_0 \) be the measure associated with the reflection coefficients \( \{a_n(\sigma_0)\} \), where \( a_n(\sigma_0) := a_{n+N-1}(\sigma) \) for all \( n \in \mathbb{N} \). Then there holds:

(i) The orthogonal polynomials \( \{P_n(z, \sigma)\} \), generated by the reflection coefficients \( \{a_n(\sigma)\} \), and the orthogonal polynomials \( \{P_n(z, \sigma_0)\} \), generated by the reflection coefficients \( \{a_n(\sigma_0)\} \), are related as in Theorem 2. Furthermore, the measure \( \sigma \) is of the form (2.11).

(ii) The transformation \( \Theta \), respectively the polynomials \( R, W, \) and \( T \), are given by

\[
R(z) = (P_{N-1}^*(z, \sigma) - zP_{N-1}(z, \sigma)) \cdot W(z),
\]

\[
W(z) = \hat{N}_{N-1}(z, \sigma) - z\hat{N}_{N-1}(z, \sigma),
\]

\[
T(z) = zP_{N-1}(z, \sigma) + P_{N-1}^*(z, \sigma),
\]

where \( \hat{N}_{N-1}(z, \sigma) \) denotes the monic polynomial of the second kind with respect to \( \sigma \).

4. Examples and some further associated results

Let us give some illustrative applications for constructing new orthogonal polynomials, respectively, measures by using the transformation \( \Theta(z) \):
Example. (a) The special setting

\[ T(z) = z^N + 1, \quad R(z) = (z^N - 1)^2, \quad W(z) = \sqrt{R(z)} = 1 - z^N \]

gives \( \Theta(z) = z^N \), and the new polynomials \( P_{nN}(z, \sigma) \) are of the simple form

\[ P_{nN}(z, \sigma) = P_n(z^N, \sigma_0). \]

Further,

\[ \sigma(\varphi) = \frac{1}{N} \sigma_0(N\varphi), \]

and, by applying Theorem 1, it is easy to see that the remaining polynomials are given by

\[ P_{nN+j}(z, \sigma) = z^j P_n(z^N, \sigma_0), \quad j = 1, \ldots, N - 1. \]

Hence, the new sequence of reflection coefficients \( \{a_n(\sigma)\} \) results from the original one by inserting \( N - 1 \) zeros between each pair of successive reflection coefficients \( a_k(\sigma_0) \) and \( a_{k+1}(\sigma_0) \), i.e.,

\[ \{a_n(\sigma)\} = \{\ldots, 0, a_k(\sigma_0), 0, \ldots, a_{k+1}(\sigma_0), 0, \ldots, 0, \ldots\}. \]

\( N \) times \( N \) times \( N-1 \) times

(b) Let \( \mu_0 \) be a positive Borel measure on the real interval \([-1, 1]\) and let \( \{p_n(x, \mu_0)\} \) be the corresponding orthogonal polynomials. Suppose that \( T \) is a real polynomial of degree \( N \) such that

\[ E := \{x \in \mathbb{R} : |T(x)| \leq 1\} = \bigcup_{j=1}^{N} [\alpha_{2j-1}, \alpha_{2j}], \]

\( \alpha_1 = -1 \) and \( \alpha_{2N} = 1 \), is a set of \( N \) intervals. Then Geronimo and Van Assche [9] have shown that the polynomials \( p_n(T(x)) \) are orthogonal with respect to the measure

\[ d\mu(x) = \begin{cases} \frac{V(x)}{T'(x)} d\mu_0(T(x)), & x \in E, \\ 0, & x \in [-1, 1] \setminus E \end{cases} \]

where \( V \) is a real polynomial of degree \( N - 1 \) which has exactly one zero in each gap \( [\alpha_{2j}, \alpha_{2j+1}] \), \( j = 1, \ldots, N - 1 \). Let us consider the additional conditions that \( d\mu_0(x) = \omega_0(x) dx \) where \( \omega_0 \) is of the form \( \omega_0(x) = \tilde{\omega}_0(ax^2 + b) \), \( a, b \in \mathbb{R}, a \neq 0 \) and that \( V \) has only zeros which lie at the boundary points of the gaps. Then it follows with the help of the well-known relationship \( \sigma(\varphi) = \mu(\cos \varphi) \) between orthogonality measures of polynomials orthogonal on \([-1, 1]\) and on \([0, 2\pi]\), respectively (see e.g. [6, 8, 23]), that \( \mu_0(\cos \varphi)|\sin \varphi| \) is of the form (2.12) where \( \tau(\varphi) = T(\cos \varphi) \) and \( W(e^{i\varphi}) = e^{iN\varphi} \sin \varphi V(\cos \varphi) \). Thus the polynomials orthogonal with respect to \( \mu_0 \) can be represented with the help of the polynomials orthogonal on the unit circle treated in this paper.

(c) Let us now consider the case that the original polynomials \( P_n(z, \sigma_0) \) have periodic reflection coefficients, say with period \( M \), i.e., \( a_{n+M}(\sigma_0) = a_n(\sigma_0) \). Then it is known, cf. [7] or [19], that \( \sigma_0 \) essentially lives on \( M \) arcs

\[ \Gamma_{E^0_M} := \{e^{i\varphi} : \varphi \in E^0_M\} \quad \text{where} \quad E^0_M := \bigcup_{j=1}^{M} [\varphi^0_{2j-1}, \varphi^0_{2j}] \]
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and \( \varphi_1^0 \leq \varphi_2^0 \leq \cdots \leq \varphi_{2M}^0 \).

If we transform the periodic measure \( \sigma_0 \) in the way as given in Proposition 2, then the new sequence of orthogonal polynomials \( \{ P_n(z, \sigma) \} \) has again periodic reflection coefficients, now with period \( NM \), and

\[
\{ e^{i\varphi} : \varphi \in (\text{supp} (\sigma))' \} = \Theta^{-1}(\Gamma_{E_M^0}) =: \Gamma_{E_{NM}}
\]

consists of \( NM \) arcs.

By Theorem 2, we know an exact representation of the subsequence \( \{ P_{nN}(z, \sigma) \} \) of the new orthogonal polynomials in terms of the original orthogonal polynomials \( P_n(z, \sigma_0) \).

For the description of the orthogonal polynomials \( P_k(z, \sigma) \), where \( k \) is not necessarily a multiple of \( N \), we will need the so-called associated polynomials.

**Definition.** Given a sequence \( \{ P_n(z, \mu) \} \) of orthogonal polynomials on the unit circle, then the \( m \)-th, \( m \in \mathbb{N}_0 \), monic associated polynomials, denoted by \( P_k^{(m)}(z, \mu) \) and \( \Omega_k^{(m)}(z, \mu) \), respectively, introduced and studied by the first author [16], are given by

\[
P_k^{(m)}(z, \mu) = \frac{1}{m} z P_k(z, \mu) - a_{k+m}(\mu) P_k^{(m)}(z, \mu),
\]

\[
\Omega_k^{(m)}(z, \mu) = \frac{1}{m} z \Omega_k(z, \mu) + a_{k+m}(\mu) \Omega_k^{(m)}(z, \mu)
\]

(4.1)

\( k \in \mathbb{N}_0 \). Note that \( P_k^{(0)}(z, \mu) = P_k(z, \mu) \) and \( \Omega_k^{(0)} = \Omega_k(z, \mu)/F(0, \mu) \).

To obtain expressions for the polynomials \( P_{nN+n}(z, \sigma) \), \( n \in \{0, \ldots, N-1\} \), we consider the identity (cf. [16, Cor.3.1])

\[
2P_{nN+n}(z, \sigma) = (P_{nN}(z, \sigma) + P_n^*(z, \sigma))P_{nN}(z, \sigma) + (P_{nN}(z, \sigma) - P_n^*(z, \sigma))\Omega_n(z, \sigma).
\]

(4.2)

By Theorem 2, the expressions \( P_{nN+n}(z, \sigma) = P_n^*(z, \sigma) \) can be written in terms of the original orthogonal polynomials \( P_n := P_n(z, \sigma_0) \), i.e.,

\[
P_{nN}(z, \sigma) \pm P_n^*(z, \sigma) = \frac{1}{2} \left( \frac{Lz^{N/2}}{2\sqrt{\Theta(z)}} \right)^n \left[ (\tilde{\alpha}^n \pm \alpha^a)(P_n + P_n^*)(\Theta(z)) + \frac{\sqrt{R_n(z)}}{W(z)} (\tilde{\alpha}^n \gamma \mp \alpha^a \gamma)(P_n - P_n^*)(\Theta(z)) \right].
\]

Hence, in order to make use of (4.2) for the explicit calculation of the orthogonal polynomials \( P_{nN+n}(z, \sigma) \), we need information on \( P_{nN}(z, \sigma) \) and \( \Omega_n(z, \sigma) \), which are determined by the reflection coefficients \( a_{nN}(\sigma), \ldots, a_{nN+n-1}(\sigma) \). What we are going to do is the following: Theorem 5 below gives an explicit representation of \( P_{nN}(z, \sigma) \). If one knows \( P_{nN}(z, \sigma) \), one easily can calculate the reflection coefficients \( a_{nN}(\sigma), \ldots, a_{nN+n-1}(\sigma) \) by using a method introduced by Geronimus [8, Thm.9.2]: One has

\[
a_{nN+n-1}(\sigma) = -P_{nN}(0, \sigma)
\]

(4.3)
and by (4.1)
\[ P_{N-1}^{(nN)}(z, \sigma) = \frac{P_N^{(nN)}(z, \sigma) + a_{(n+1)N-1}(\sigma)P_N^{(nN)*}(z, \sigma)}{z(1 - |a_{(n+1)N-1}(\sigma)|^2)}. \] (4.4)

Iterating this procedure gives the desired polynomials for their respective reflection coefficients.

Before we give an explicit representation of \( P_N^{(nN)}(z, \sigma) \), we prove the following relationship between the reflection coefficients \( \{a_n(\sigma)\} \) and \( \{a_n(\sigma_0)\} \), which is also used in the proof of Theorem 5.

**Corollary 3.** The following relation holds:
\[
\prod_{j=nN}^{(n+1)N-1} (1 - |a_j(\sigma)|^2) = \frac{L^2}{4} (1 - a_n^2(\sigma_0)) \quad \text{for all } n \in \mathbb{N}_0.
\]

Now we can state

**Theorem 5.** For every \( n \in \mathbb{N}_0 \), there holds
\[
P_N^{(nN)}(z, \sigma) = \beta_n T(z) + \delta_n W(z) + \lambda_n \frac{R(z)}{W(z)},
\]
where the constants \( \gamma_n, \delta_n, \) and \( \lambda_n \) only depend on the reflection coefficient \( a_n(\sigma_0) \) and are given by
\[
\begin{align*}
\beta_n &= \frac{i \text{Im}\{a^n\}(a_n(\sigma_0) + 1) - \gamma \text{Re}\{a^n\gamma\}(a_n(\sigma_0) - 1)}{2a^{n+1} \gamma \text{Re}\gamma}, \\
\delta_n &= \frac{i \text{Im}\{a^n\}(a_n(\sigma_0) - 1)}{2a^{n+1} \gamma \text{Re}\gamma}, \\
\lambda_n &= \frac{-\text{Re}\{a^n\gamma\}(a_n(\sigma_0) + 1)}{2a^{n+1} \gamma \text{Re}\gamma}.
\end{align*}
\]

Here, \( \alpha \) and \( \gamma \) are defined as in (2.7) and (2.10), respectively.

For the calculation of the reflection coefficients \( a_0(\sigma), \ldots, a_{N-2}(\sigma) \), we consider two cases:

- Special case: For \( \Theta(z) = z^N \), we have \( a_0(\sigma) = a_1(\sigma) = \cdots = a_{N-2}(\sigma) = 0 \), and hence, \( P_{nN+j}(z, \sigma) = z^jP_n(z^N, \sigma_0), n \in \mathbb{N}_0, j = 0, \ldots, N - 1 \); compare Example (a) at the beginning of this section.

- General case: By Theorem 3, the reflection coefficients \( a_0(\sigma), \ldots, a_{N-2}(\sigma) \) only depend on \( T, R, \) and \( W \), i.e., only on the transformation \( \Theta \). In particular, they do not depend on the measure \( \sigma_0 \). Or, in other words, for arbitrary \( \sigma_0 \) and \( \tilde{\sigma}_0 \), we have
\[
zP_{N-1}^{(nN)}(z, \tilde{\sigma}) = zP_{N-1}^{(nN)}(z, \sigma)
\]
\[
= \frac{P_N^{(nN)}(z, \sigma) - P_N^{(nN)}(0, \sigma)P_N^{(nN)*}(z, \sigma)}{1 - |P_N^{(nN)}(0, \sigma)|^2} \quad \text{(recall (4.4))}
\]
where \( \tilde{\sigma} \) is the distribution function associated with \( \tilde{\sigma}_0 \) by (2.10). Hence, let us take the simplest distribution \( \sigma_0(\varphi) = \varphi \), i.e., \( a_n(\sigma_0) = 0 \) for all \( n \in \mathbb{N}_0 \). Then Theorem 5 yields
\[
P_N(z, \sigma) = \beta_0 T(z) + \lambda_0 \frac{R(z)}{W(z)}.
\]
with
\[ \beta_0 = \frac{1}{2\alpha} \quad \text{and} \quad \lambda_0 = -\frac{1}{2\alpha \gamma}. \]

Using relation (4.4) with \( n = 0 \) successively, we obtain the desired reflection coefficients \( a_0(\sigma), \ldots, a_{N-2}(\sigma) \).

**Remark.** (Compare Example (b) at the beginning of this section). Let \( \mu_0 \) be a measure on the real interval \([-1,1]\), and let the polynomials \( T, V \) and the set \( E \) be such as in Example (b). There we have shown that (under certain additional assumptions) the polynomials \( p_n(x, \mu) \) orthogonal with respect to the measure \( d\mu(x) = (V(x)/T'(x)) d\mu_0(T(x)) \) can be represented with the help of the polynomials studied in this paper. Let \( \{\alpha_n(\mu)\} \) and \( \{\lambda_n(\mu)\} \) denote the recurrence coefficients of the orthogonal polynomials \( \{p_n(x, \mu)\} \), i.e.,

\[ p_n(x, \mu) = (x - \alpha_n(\mu))p_{n-1}(x, \mu) - \lambda_n(\mu)p_{n-2}(x, \mu). \]

It has been shown by Geronimo and Van Assche [9, Thm.6, formula (3.7)] that the \( \alpha_{n+1}(\mu)'s, n \in \mathbb{N}_0 \) are independent of \( \mu_0 \) and that \( \alpha_{nN+1}(\mu) = \alpha((n+1)N+1)(\mu) \). But, in fact, under the additional conditions posed in Example (b), much more holds. Indeed, by the well-known connection of the recurrence coefficients of real orthogonal polynomials and those of the corresponding orthogonal polynomials on the unit circle, cf. [8, Thm.31.1,p.67], we even obtain, by applying Theorem 3, that

- for \( N \geq 2 \): \( \alpha_{nN+2}(\mu), \ldots, \alpha_{(n+1)N}(\mu), n \in \mathbb{N} \) are independent of \( \mu_0 \) and satisfy \( \alpha_{nN+j}(\mu) = \alpha((n+1)N+j)(\mu), \quad j = 2, \ldots, N, \)

- for \( N \geq 3 \): \( \lambda_{nN+3}(\mu), \ldots, \lambda_{(n+1)N}(\mu), n \in \mathbb{N} \) are independent of \( \mu_0 \) and satisfy \( \lambda_{nN+j}(\mu) = \lambda((n+1)N+j)(\mu), \quad j = 3, \ldots, N. \)

5. Proofs

**Proof of Proposition 1.** The analyticity of \( \Theta(z) \) follows immediately from definition (2.6). Furthermore, by (2.3), we can write

\[ \frac{\Theta(z)}{z^n} = \sqrt{\frac{L^2}{(T(z) + \sqrt{R(z)})^2}}, \]

and (2.7) gives the assertion in (a). Part (b), (c), and (d) can be derived from [20, Lemma 2.1], where one has to take into consideration that the notation in [20] is slightly different from the one used here; see Remark before (2.6). Parts (e) and (g) follow from the definition of the polynomials \( T \) and \( R \) and from (2.8). Choosing a fixed branch of the \( N \)-root, the function \( Y(z) \) is analytic on \( \mathbb{C} \setminus \Gamma_{EN} \). By the already proven parts, we know that \( Y \) has no zeros on \( \mathbb{C} \setminus \Gamma_{EN} \), that it maps \( \mathbb{C} \setminus \Gamma_{EN} \) onto \( \{|z| > 1\} \), and that \( |Y(z)| = 1 \) on \( \Gamma_{EN} \). Now recall that \( |Y(z)/z| = O(1) \) for \( z \to \infty \). Altogether this proves part (f). In order to get part (h), let us recall that on the one hand we have

\[ \sqrt{\Theta(e^{i\phi})} = e^{i\phi/2} = \cos \frac{\phi}{2} + i \sin \frac{\phi}{2} \]

and on the other hand

\[ \sqrt{\Theta(e^{i\phi})} = \frac{T(e^{i\phi}) - \sqrt{R(e^{i\phi})}}{Le^{i(\pi/2)}}. \]
Hence, the assertion follows from (2.8) and (2.9).

Proof of Proposition 2. Let us abbreviate

\[ G(z) := \frac{W(z)}{\sqrt{R(z)}} F(\Theta(z), \sigma_0). \]

By the assumptions on \( W, R, \) and \( \Theta, \) the function \( G(z) \) is analytic on \( \mathbb{C} \setminus \Gamma_{EN}. \) In order to see that \( G(z) - i \text{Im} \gamma \) is a \( C \)-function, it remains to show that

\[ G(0) - i \text{Im} \gamma \in \mathbb{R}^+ \]

and

\[ \text{Re} \{ G(z) - i \text{Im} \gamma \} > 0 \quad \text{on} \ |z| < 1. \]

Indeed, we will prove the representation

\[ G(z) - i \text{Im} \gamma = \int_0^{2\pi} \frac{e^{i\varphi} + z}{e^{i\varphi} - z} \, d\sigma(\varphi) \tag{5.1} \]

where \( \sigma \) is given as in the statement of our Proposition. Then

\[ \text{Re} \gamma = G(0) - i \text{Im} \gamma = \int_0^{2\pi} d\sigma(\varphi) > 0 \tag{5.2} \]

(this will be needed later in the proof of Corollary 3) and for \( z = se^{i\alpha}, \ s \in [0,1), \)

\[ \text{Re} \{ G(z) - i \text{Im} \gamma \} = \int_0^{2\pi} \frac{1 - s^2}{1 - 2s \cos(\varphi - \alpha) + s^2} \, d\sigma(\varphi) > 0, \]

since \( \sigma \) is nonnegative and does not vanish identically.

In order to prove (5.1), let us consider the functions

\[ \mathcal{F}_s(z) := \frac{W(z)}{\sqrt{R(z)}} F(s\Theta(z), \sigma_0) - i \text{Im} \gamma, \ s \in [0,1), \ z \in \mathbb{C} \setminus \Gamma_{EN}. \]

For every fixed \( s \in [0,1), \) the boundary values \( \mathcal{F}_s(e^{i\varphi}) := \lim_{t \to 1^{-}} \mathcal{F}_s(te^{i\varphi}) \) exist for all \( \varphi \in [0,2\pi], \) except of the poles of \( W(e^{i\varphi})/\sqrt{R(e^{i\varphi})} \) and \( \mathcal{F}_s \in H_p = H_p(\{ |z| < 1 \}), \)

\[ p \in [1,2) \]

where \( H_p \) denotes the Hardy space (see, e.g., [5, Theorem 3.2]). Hence, by a strong version of Schwarz' formula, we can write, cf. [13, Chapter I.D and V.B] or [16, Lemma 2.1],

\[ \mathcal{F}_s(z) = \frac{1}{2\pi} \int_0^{2\pi} \frac{e^{i\varphi} + z}{e^{i\varphi} - z} \text{Re} \mathcal{F}_s(e^{i\varphi}) \, d\varphi \tag{5.3} \]

\[ := \int_0^{2\pi} \frac{e^{i\varphi} + z}{e^{i\varphi} - z} \, d\sigma_s(\varphi), \ |z| < 1, \]

i.e., the family \( \{ \sigma_s \}_{s \in [0,1)} \) is defined by

\[ \sigma_s(\psi) := \frac{1}{2\pi} \int_0^{\psi} \text{Re} \mathcal{F}_s(e^{i\varphi}) \, d\varphi, \ \psi \in [0,2\pi]. \]

For all \( \varphi \in (\varphi_{2j-1}, \varphi_{2j}), \ j = 1, \ldots, N, \) there holds

\[ \text{Re} \mathcal{F}_s(e^{i\varphi}) = \frac{W(e^{i\varphi})}{\sqrt{R(e^{i\varphi})}} \text{Re} F(s\Theta(e^{i\varphi}), \sigma_0) > 0, \]
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since \( F(z, \sigma_0) \) is a \( C \)-function and \( W(e^{i\varphi})/\sqrt{R(e^{i\varphi})} > 0 \) on \( (\varphi_{2j-1}, \varphi_{2j}) \). If \( \varphi \notin E_N \), we have

\[
\text{Re} \mathcal{F}_s(e^{i\varphi}) = \frac{iW(e^{i\varphi})}{\sqrt{R(e^{i\varphi})}} \text{Im} F(s\Theta(e^{i\varphi}), \sigma_0) = 0
\]

because \( s\Theta(e^{i\varphi}) \in [0, s] \) by Proposition 1(d) and \( F(x, \sigma_0) \in \mathbb{R} \) for all \( x \in [0, 1) \). Hence, for \( \psi \in [\varphi_{2j-1}, \varphi_{2j}] \), we can write

\[
\sigma_s(\psi) = \sigma_s(\varphi_{2j-1}) + \frac{1}{2\pi} \int_{\varphi_{2j-1}}^{\psi} \frac{W(e^{i\varphi})}{\sqrt{R(e^{i\varphi})}} \text{Re} F(s\Theta(e^{i\varphi}), \sigma_0) \, d\varphi
\]

\[
= \sigma_s(\varphi_{2j-1}) + \frac{1}{2\pi} \int_{0}^{\vartheta(\psi)} \frac{W(e^{i\theta_j^{-1}(\varphi)})}{\sqrt{R(e^{i\theta_j^{-1}(\varphi)})}} \text{Re} F(se^{i\varphi}, \sigma_0) \, d\varphi
\]

(5.4)

where \( \vartheta_j := \vartheta|_{[\varphi_{2j-1}, \varphi_{2j}]} \).

Next we claim that for all \( \eta \in E_N \), the expression

\[
\frac{W(e^{i\eta})}{\sqrt{R(e^{i\eta})}} \cdot \frac{1}{\vartheta'(\eta)} = \left| \frac{w(\eta)}{\sqrt{-\rho(\eta)}} \right| \cdot \frac{1}{\vartheta'(\eta)}
\]

(5.5)

where \( w(\eta) := ie^{-i(N/2)\eta}W(e^{i\eta}) \), is bounded on \( E_N \). For that, we write explicitly

\[
\vartheta'(\eta) = \left( \frac{\arctan \sqrt{-\rho(\eta)}}{\tau(\eta)} \right)' = \frac{\rho'(\eta)\tau(\eta) - \sqrt{-\rho(\eta)}\tau'(\eta)}{\tau^2(\eta) - \rho(\eta)} = -\frac{\rho'(\eta)\tau(\eta) - 2\rho(\eta)\tau'(\eta)}{2L^2\sqrt{-\rho(\eta)}}.
\]

This means that the term \( \sqrt{-\rho(\eta)} \) cancels out in (5.5). Now we distinguish two cases for \( \varphi \in E_N \), namely, if \( \eta \) is a double zero of \( \rho(\varphi) \) or not:

(i) In the first case, i.e., \( \eta \neq \varphi_{2j} = \varphi_{2j+1} \), there holds:

\[
\rho'(\eta)\tau(\eta) \neq 2\rho(\eta)\tau'(\eta).
\]

(5.6)

Recall that either \( \tau'(\eta) > 0 \) or \( \tau'(\eta) < 0 \) for all \( \eta \in (\varphi_{2j-1}, \varphi_{2j}) \). Hence, if \( \eta \in (\varphi_{2j-1}, \varphi_{2j}) \) and \( \tau'(\eta) > 0 \), then \( 2\rho(\eta)\tau'(\eta) < 0 \) and \( \rho'(\eta)\tau'(\eta) \geq 0 \), respectively, \( 2\rho(\eta)\tau'(\eta) > 0 \) and \( \rho'(\eta)\tau'(\eta) \leq 0 \) if \( \tau'(\eta) < 0 \) on \( (\varphi_{2j-1}, \varphi_{2j}) \). If \( \eta = \varphi_{2j-1} \) or \( \eta = \varphi_{2j} \neq \varphi_{2j+1} \), then the left-hand side in (5.6) is unequal to zero and the right-hand side is zero.

(ii) In the second case, i.e., \( \eta = \varphi_{2j} = \varphi_{2j+1} \), it is easy to see that \( \eta \) is a simple zero of \( \rho'\tau - 2\rho\tau' \). However, then \( \eta \) is also a zero of \( w(\varphi) \).

Combining both cases gives the desired boundedness of the expression in (5.5).

According to (1.2), we now can apply Helley’s theorem which gives the existence of a subsequence \( \sigma_{s_k}, k \in \mathbb{N} \), with \( s_k \to 1 \) as \( k \to \infty \) such that

\[
\sigma_{s_k} \to \sigma_{\infty} =: \sigma \quad \text{pointwise on } [0, 2\pi]
\]

and

\[
\lim_{k \to \infty} \int_{0}^{2\pi} h(\varphi) \, d\sigma_{s_k}(\varphi) = \int_{0}^{2\pi} h(\varphi) \, d\sigma(\varphi)
\]

for any continuous function \( h \) on \([0, 2\pi]\).

Together with (5.3), (5.4), and (1.2), this proves the proposition. \( \square \)
For the proof of Theorem 2, we will need the following.

**Lemma 1.** Let $Q$ be a real self-reversed polynomial, i.e., $Q = \pm Q^*$, of degree $n$, $n \in \mathbb{N}_0$. Then,

- if $Q = Q^*$,
  \[
  Q(z) := \left(\frac{z^N}{\Theta(z)}\right)^{n/2} Q(\Theta(z))
  \]
  is a polynomial of degree $nN$ and $Q = Q^*$

- if $Q = -Q^*$,
  \[
  Q(z) := \left(\frac{z^N}{\Theta(z)}\right)^{n/2} \sqrt{R(z)} Q(\Theta(z))
  \]
  is a polynomial of degree $(n + 1)N$, $Q = Q^*$ and $Q/R$ is a polynomial of degree $(n - 1)N$.

**Proof.** Let us first consider the case $Q = Q^*$. We can write $Q$ in the form

\[
Q(z) = \left(\frac{z^{N/2}}{\sqrt{\Theta(z)}}\right)^n \tilde{Q}(\sqrt{\Theta(z)}) \quad \text{and} \quad \tilde{Q}(z) := Q(z^2),
\]

where we take the "positive" branch of $\sqrt{\Theta(z)}$, i.e.,

\[
\sqrt{\Theta(z)} = \frac{T(z) - \sqrt{R(z)}}{Lz^{N/2}}.
\]

(5.7)

Then $\tilde{Q}$ is again a self-reversed polynomial and contains only even powers of $z$, i.e.,

\[
\tilde{Q}(z) = \sum_{j=0}^{n-1} b_{2n-j} (z^{2n-j} + z^j) + b_n z^n \quad \text{where all the $b_v$'s with odd $v$ vanish.}
\]

According to (2.3), we have

\[
\frac{z^{N/2}}{\sqrt{\Theta(z)}} = T(z) + \sqrt{R(z)}
\]

and thus

\[
Q(z) = b_n z^{nN/2} + \sum_{j=0}^{n-1} b_{2n-j} \left(\frac{T(z) + \sqrt{R(z)}}{L}\right)^n \times \left[\left(\frac{T(z) - \sqrt{R(z)}}{Lz^{N/2}}\right)^{2n-j} + \left(\frac{T(z) - \sqrt{R(z)}}{Lz^{N/2}}\right)^j\right]
\]

\[
= b_n z^{nN/2} + \sum_{j=0}^{n-1} b_{2n-j} z^{jN/2} \left[\left(T(z) - \sqrt{R(z)}\right)^{n-j} + \left(T(z) + \sqrt{R(z)}\right)^{n-j}\right]
\]

\[
= b_n z^{nN/2} + 2 \sum_{j=0}^{n-1} b_{2n-j} z^{jN/2} \frac{(n-j)/2}{L^{n-j}} \sum_{\nu=0}^{(n-j)/2} \left(\frac{n-j}{2\nu}\right) T^{n-j-2\nu}(z) R^{\nu}(z).
\]

Recall that $b_\nu = 0$ if $\nu$ is odd and note that, for even $j$, the expression

\[
z^{jN/2} \sum_{\nu=0}^{(n-j)/2} \left(\frac{n-j}{2\nu}\right) T^{n-j-2\nu}(z) R^{\nu}(z)
\]

is a polynomial of exact degree $nN - jN/2$. Thus, $Q$ is a polynomial of exact degree $nN$. In addition, from the last representation, we get that $Q = Q^*$. 
If $Q = -Q^*$, then $\tilde{Q}(z) := Q(z^2) = \sum_{j=0}^{n-1} b_{2n-2j} (z^{2n-2j} - z^j)$ where again $b_v = 0$ if $v$ is odd. Similarly, as above, we can write

\[ Q(z) = -2R(z) \sum_{j=0}^{n-1} b_{2n-2j} \frac{z^{2n-2j}}{L^n} \sum_{\nu=0}^{\frac{n-j-1}{2}} \frac{(n-j)}{2\nu+1} T^{n-j-2\nu-1}(z) R'(z), \]

from which the desired assertions follow.

\[ \square \]

**Proof Theorem 2.** To abbreviate notation, let us write $P_n(z) := P_n(z, \sigma_0)$. Then by Lemma 1, the expression

\[ A_n(z) := \left( \frac{z^{N/2}}{\sqrt{\Theta(z)}} \right)^n \left[ \gamma(P_n^* + P_n)(\Theta(z)) - \sqrt{R(z)} \frac{\sqrt{W(z)}}{W(z)} (P_n^* - P_n)(\Theta(z)) \right], \]

\[ \sqrt{\Theta(z)} \text{ in the sense of (5.7), is a polynomial of degree } \leq nN. \] Moreover, we claim that $A_n(z)$ is of exact degree $nN$. Therefore, we have to show that the value $A_n^*(0) = \frac{z^{nN} A_n(1/z)}{z_0}$, which is the same as the complex conjugation of the coefficient of $z^{nN}$ in $A_n(z)$, is unequal from zero. Note that

\[ \Theta(\frac{1}{z}) = \Theta(z), \quad z^{nN} \left[ \frac{1/z^{N/2}}{\sqrt{\Theta(1/z)}} \right]^n = \left( \frac{z^{N/2}}{\sqrt{\Theta(z)}} \right)^n, \quad \sqrt{\Theta(z)} = -\sqrt{R(z)} \frac{W(z)}{W(z)}, \]

and that $P_n, P_n^*$ have real coefficients (because $\sigma_0$ is a symmetric measure). Thus, the polynomial $A_n^*$ is of the form

\[ A_n^*(z) = \left( \frac{z^{N/2}}{\sqrt{\Theta(z)}} \right)^n \left[ \gamma(P_n^* + P_n)(\Theta(z)) + \sqrt{R(z)} \frac{\sqrt{W(z)}}{W(z)} (P_n^* - P_n)(\Theta(z)) \right], \]

which yields by Proposition 1 and (1.1) that

\[ A_n^*(0) = \left( \frac{2\alpha}{L} \right)^n \left[ \gamma(1 - a_n(\sigma_0)) + \gamma(1 + a_n(\sigma_0)) \right] = 2\gamma \left( \frac{2\alpha}{L} \right)^n \neq 0. \]

Hence,

\[ P_n(z, \sigma) := \frac{1}{2\gamma} \left( \frac{L}{2\alpha} \right)^n A_n(z) = z^{nN} + \ldots \]

is a monic polynomial of degree $nN$.

In an analogous way, one can show that $\Omega_n(z, \sigma)$, given as in the theorem, is also a polynomial of degree $nN$ with leading coefficient $F(0, \sigma) = \Re \gamma \neq 0$.

Next, we will apply Theorem 1 to show the desired orthogonality property of $P_n(z, \sigma)$, i.e., we have to verify

\[ P_n(z, \sigma)F(z, \sigma) + \Omega_n(z, \sigma) = O(z^{nN}), \]

\[ P_n^*(z, \sigma)F(z, \sigma) - \Omega_n^*(z, \sigma) = O(z^{nN+1}), \quad \text{as } z \to 0. \quad (5.8) \]
In a first step, let us denote as above

\[ A_{nN}(z) := \left( \frac{z^{N/2}}{\sqrt{\Theta(z)}} \right)^n \left[ \gamma (P_n + P_n^*)(\Theta(z)) + \frac{\sqrt{R(z)}}{W(z)} (P_n - P_n^*)(\Theta(z)) \right], \quad (5.9) \]

\[ B_{nN}(z) := \left( \frac{z^{N/2}}{\sqrt{\Theta(z)}} \right)^n \left[ (\Omega_n + \Omega_n^*)(\Theta(z)) + \gamma \frac{W(z)}{\sqrt{R(z)}} (\Omega_n - \Omega_n^*)(\Theta(z)) \right], \quad (5.10) \]

\[ G(z) := \frac{W(z)}{\sqrt{R(z)}} F(\Theta(z), \sigma_0), \]

where, again for abbreviation, \( P_n := P_n(\cdot, \sigma_0) \) and \( \Omega_n := \Omega_n(\cdot, \sigma_0) \). Then we have

\[
\left( \frac{\sqrt{\Theta(z)}}{z^{N/2}} \right)^n [A_{nN}(z)G(z) + B_{nN}(z)]
= P_n(\Theta(z)) \left( \gamma + \frac{\sqrt{R(z)}}{W(z)} \right) \frac{W(z)}{\sqrt{R(z)}} F(\Theta(z), \sigma_0) + \Omega_n(\Theta(z)) \left( 1 + \gamma \frac{W(z)}{\sqrt{R(z)}} \right) \\
+ P_n^*(\Theta(z)) \left( \gamma - \frac{\sqrt{R(z)}}{W(z)} \right) \frac{W(z)}{\sqrt{R(z)}} F(\Theta(z), \sigma_0) + \Omega_n^*(\Theta(z)) \left( 1 - \gamma \frac{W(z)}{\sqrt{R(z)}} \right) \\
= \left( 1 + \gamma \frac{W(z)}{\sqrt{R(z)}} \right) \left( P_n(\Theta(z)) F(\Theta(z), \sigma_0) + \Omega_n(\Theta(z)) \right) \\
\quad - \left( 1 - \gamma \frac{W(z)}{\sqrt{R(z)}} \right) \left( P_n^*(\Theta(z)) F(\Theta(z), \sigma_0) - \Omega_n^*(\Theta(z)) \right) \\
= \mathcal{O}(z^{nN}) + \mathcal{O}(z^{(n+1)N}) = \mathcal{O}(z^{nN}) \quad \text{as } z \to 0.
\]

For the last identity, we made use of \( \Theta(z) = \mathcal{O}(z^N) \) as \( z \to 0 \) and of the fact that \( P_n \) is orthogonal with respect to \( F(z, \sigma_0) \); compare Theorem 1.

In an analogous way, one gets

\[
\left( \frac{\sqrt{\Theta(z)}}{z^{N/2}} \right)^n [A_{nN}^*(z)G(z) - B_{nN}^*(z)]
= \left( \frac{\gamma W(z)}{\sqrt{R(z)}} - 1 \right) \left( P_n(\Theta(z)) F(\Theta(z), \sigma_0) + \Omega_n(\Theta(z)) \right) \\
\quad + \left( 1 + \frac{W(z)}{\sqrt{R(z)}} \right) \left( P_n^*(\Theta(z)) F(\Theta(z), \sigma_0) - \Omega_n^*(\Theta(z)) \right) \\
= \mathcal{O}(z)\mathcal{O}(z^{nN}) + \mathcal{O}(z^{(n+1)N}) = \mathcal{O}(z^{nN+1}) \quad \text{as } z \to 0.
\]

Note that \( \tilde{\gamma}W(z)/\sqrt{R(z)} \) is analytic at \( z = 0 \) and \( \tilde{\gamma}W(0)/\sqrt{R(0)} = 1 \), hence we have \( \tilde{\gamma}W(z)/\sqrt{R(z)} - 1 = \mathcal{O}(z) \). Summing up, according to \( \Theta(z)/z^N = \mathcal{O}(1) \), we have shown that

\[
A_{nN}(z)G(z) + B_{nN}(z) = \mathcal{O}(z^{nN}), \quad \text{as } z \to 0.
\]

\[
A_{nN}^*(z)G(z) - B_{nN}^*(z) = \mathcal{O}(z^{nN+1}), \quad \text{as } z \to 0.
\]
Now recall that
\[ P_{nN}(z,\sigma) = \frac{1}{2\gamma} \left( \frac{L}{2\alpha} \right)^n A_{nN}(z), \]
\[ \Omega_{nN}(z,\sigma) = \frac{1}{2\gamma} \left( \frac{L}{2\alpha} \right)^n (B_{nN}(z) + i\text{Im}\gamma A_{nN}(z)), \]
\[ F(z,\sigma) = G(z) - i\text{Im}\gamma. \]

By (5.11),
\[ P_{nN}(z,\sigma)F(z,\sigma) + \Omega_{nN}(z,\sigma) = \frac{1}{2\gamma} \left( \frac{L}{2\alpha} \right)^n (A_{nN}(z)G(z) + B_{nN}(z)) = O(z^{nN}), \]
\[ P^*_{nN}(z,\sigma)F(z,\sigma) - \Omega^*_{nN}(z,\sigma) = \frac{1}{2\gamma} \left( \frac{L}{2\alpha} \right)^n (A^*_{nN}(z)G(z) - B^*_{nN}(z)) = O(z^{nN+1}), \]
which is (5.8).

For the proofs of Corollary 1, Theorem 3, Corollary 2, and Theorem 4, we will need Corollary 3 and Theorem 5. Hence, we prove them first.

**Proof of Corollary 3.** By (1.4), the polynomials \( P_{nN}(z,\sigma) \) and \( \Omega_{nN}(z,\sigma) \) satisfy a relation of the form
\[ P^*_{nN}(z,\sigma)\Omega_{nN}(z,\sigma) + P_{nN}(z,\sigma)\Omega_{nN}(z,\sigma) = 2\text{Re}\gamma d_{nN}(\sigma)z^{nN} \tag{5.12} \]
where \( d_{nN}(\sigma) := \prod_{j=0}^{n-1} (1 - |a_j(\sigma)|^2) \). Let the polynomials \( A_{nN} \) and \( B_{nN} \) be defined as in (5.9) and (5.10), respectively. Then we have
\[ \frac{4^{n+1}}{L^{2n}} P^*_{nN}(z,\sigma)\Omega_{nN}(z,\sigma) = A^*_{nN}(z)B_{nN}(z) + i\text{Im}\gamma A^*_{nN}(z)A_{nN}(z), \]
\[ \frac{4^{n+1}}{L^{2n}} P_{nN}(z,\sigma)\Omega^*_{nN}(z,\sigma) = A_{nN}(z)B^*_{nN}(z) - i\text{Im}\gamma A_{nN}(z)A^*_{nN}(z), \]
i.e., by straightforward calculation (again \( P_n := P_n(\cdot,\sigma_0), \Omega_n := \Omega_n(\cdot,\sigma_0) \))
\[ \frac{4^{n+1}}{L^{2n}} (P^*_{nN}(z,\sigma)\Omega_{nN}(z,\sigma) + P_{nN}(z,\sigma)\Omega^*_{nN}(z,\sigma)) \]
\[ = A^*_{nN}(z)B_{nN}(z) + A_{nN}(z)B^*_{nN}(z) \]
\[ = 2(\gamma + \gamma) \left( \frac{z^{N/2}}{\sqrt{\Theta(z)}} \right)^{2n} (P^*_n\Omega_n + P_n\Omega^*_n)(\Theta(z)) \]
\[ = 8\text{Re}\gamma d_{nN}(\sigma_0) \left( \frac{z^{N/2}}{\sqrt{\Theta(z)}} \right)^{2n} \Omega^n(z) \quad \text{(by (1.4))} \]
\[ = 8\text{Re}\gamma d_{nN}(\sigma_0)z^{nN}. \]
Comparing this identity with (5.12) and taking into consideration that by (5.2), \( \text{Re}\gamma > 0 \), we obtain
\[ d_{nN}(\sigma) = \left( \frac{L}{2} \right)^{2n} d_n(\sigma_0), \tag{5.13} \]
and the assertion follows by an induction argument.
Proof of Theorem 5. From (4.2) we obtain (cf. [16, Thm.3.1]),
\[ P^{(nN)}_N(z, \sigma) = \frac{1}{2d_nN(\sigma)z^{nN}} \left[ P_{(n+1)N}(z, \sigma) \left( \Omega_{nN}(z, \sigma) + \Omega^*_n(z, \sigma) \right) + \Omega^*_n(z, \sigma) \left( P_{nN}(z, \sigma) - P^*_n(z, \sigma) \right) \right]. \]

Let the polynomials \( A_{nN} \), \( B_{nN} \) and \( A_{(n+1)N} \), \( B_{(n+1)N} \) be defined as in (5.9) and (5.10), respectively, and then we have, by Theorem 2,
\[ P^{(nN)}_N(z, \sigma) = \frac{L^{2n+1}}{2^{n+4}d_nN(\sigma)\alpha^{n+1}\gamma \text{Re} \gamma z^{nN}} \left[ A_{(n+1)N}(z) \left( \alpha^n \gamma B_{nN}(z) + \alpha^n \gamma B^*_n(z) \right) - B_{(n+1)N}(z) \left( \alpha^n \gamma A_{nN}(z) - \alpha^n \gamma A^*_n(z) \right) \right] + \frac{1}{2d_nN(\sigma)z^{nN}} \left[ P_{(n+1)N}(z, \sigma) \left( \frac{i \text{Im} \gamma}{\text{Re} \gamma} P_{nN}(z, \sigma) - \frac{i \text{Im} \gamma}{\text{Re} \gamma} P^*_n(z, \sigma) \right) \right]. \]

The second term in the sum on the right-hand side vanishes and a tedious but straightforward calculation gives
\[ P^{(nN)}_N(z, \sigma) = \frac{Kz^{N/2}}{\Theta(z)^{n+1/2}} \times \left[ \text{Re} \left\{ \alpha^n \gamma \right\} \left\{ \gamma \left( (P_{n+1} + P^*_n)(\Omega_n + \Omega^*_n) - (\Omega_{n+1} - \Omega^*_n)(P_n - P^*_n) \right) (\Theta(z)) \right] + \frac{\sqrt{R(z)}}{W(z)} \left( (P_{n+1} - P^*_n)(\Omega_n + \Omega^*_n) - (\Omega_{n+1} + \Omega^*_n)(P_n - P^*_n) \right) (\Theta(z)) \right] - \frac{i \text{Im} \left\{ \alpha^n \right\}}{\sqrt{R(z)}} \left( (P_{n+1} + P^*_n)(\Omega_n - \Omega^*_n) - (\Omega_{n+1} - \Omega^*_n)(P_n + P^*_n) \right) (\Theta(z)) \right] \]
where the constant \( K \) is given by
\[ K = \frac{L^{2n+1}}{2^{n+3}d_nN(\sigma)\alpha^{n+1}\gamma \text{Re} \gamma} \]
and where \( P_\nu := P_\nu(\cdot, \sigma_0) \), \( \Omega_\nu := \Omega_\nu(\cdot, \sigma_0) \) with \( \nu \in \{n, n+1\} \). Using the identities [16, Cor.3.1],
\[ 2P_{n+1} = (P_n + P^*_n)P_1^{(n)}(n) + (P_n - P^*_n)\Omega_1^{(n)}, \]
\[ 2\Omega_{n+1} = (\Omega_n - \Omega^*_n)P_1^{(n)}(n) + (\Omega_n + \Omega^*_n)\Omega_1^{(n)}, \]
\[ P_1^{(n)} = P_1^{(n)}(\cdot, \sigma_0) \text{ and } \Omega_1^{(n)} = \Omega_1^{(n)}(\cdot, \sigma_0), \]
we get
\[ (P_{n+1} \pm P^*_n)(\Omega_n + \Omega^*_n) - (\Omega_{n+1} \mp \Omega^*_n)(P_n - P^*_n) = 2d_n(\sigma_0)z^n(P_1^{(n)} \pm P_1^{(n)*}), \]
\[ (P_{n+1} \pm P^*_n)(\Omega_n - \Omega^*_n) - (\Omega_{n+1} \mp \Omega^*_n)(P_n + P^*_n) = -2d_n(\sigma_0)z^n(\Omega_1^{(n)} \mp \Omega_1^{(n)*}). \]
Now the above representation simplifies to
\[
P_N^{(nN)}(z, \sigma) = \frac{2Kd_n(\sigma_0)z^{N/2}}{\sqrt{\Theta(z)}} \left[ \gamma \text{Re} \{\alpha^n\} \left( P_1^{(n)}(\Theta(z)) + P_1^{(n)*}(\Theta(z)) \right) \\
+ \text{Re} \{\alpha^n\} \frac{\sqrt{R(z)}}{W(z)} \left( P_1^{(n)}(\Theta(z)) - P_1^{(n)*}(\Theta(z)) \right) \\
+ i \text{Im} \{\alpha^n\} \left( \Omega_1^{(n)}(\Theta(z)) + \Omega_1^{(n)*}(\Theta(z)) \right) \\
+ i \gamma \text{Im} \{\alpha^n\} \frac{W(z)}{\sqrt{R(z)}} \left( \Omega_1^{(n)}(\Theta(z)) - \Omega_1^{(n)*}(\Theta(z)) \right) \right].
\]

Further, from
\[
P_1^{(n)}(z) \pm P_1^{(n)*}(z) = (1 \mp a_n(\sigma_0))(z \pm 1),
\]
\[
\Omega_1^{(n)}(z) \pm \Omega_1^{(n)*}(z) = (1 \pm a_n(\sigma_0))(z \pm 1),
\]
and
\[
z^{N/2} \sqrt{\Theta(z)} = \frac{T(z) - \sqrt{R(z)}}{L}, \quad \frac{z^{N/2}}{\sqrt{\Theta(z)}} = \frac{T(z) + \sqrt{R(z)}}{L},
\]
we get, with the aid of (5.13),
\[
P_N^{(nN)}(z, \sigma) = \frac{1}{2\alpha^{n+1}} \gamma \text{Re} \gamma \left\{ \text{Re} \{\alpha^n\} \left[ \gamma(1 - a_n(\sigma_0))T(z) - (1 + a_n(\sigma_0)) \frac{R(z)}{W(z)} \right] \\
+ i \text{Im} \{\alpha^n\} \left[ (1 + a_n(\sigma_0))T(z) - \gamma(1 - a_n(\sigma_0))W(z) \right] \right\}.
\]

This is the desired result. □

Now we are ready to prove the remaining results of Section 3.

**Proof of Corollary 1.** The leading coefficient of an orthonormal polynomial \( \Phi_n(z, \mu) = k_n(\mu)z^n + \cdots \) can be expressed in terms of the corresponding reflection coefficients \( \{a_n(\mu)\} \) by the formula
\[
k_n(\mu) = \left( c_0(\mu) \prod_{j=0}^{n-1} (1 - |a_j(\mu)|^2) \right)^{-1/2}, \quad c_0(\mu) = \int_0^{2\pi} d\mu(\varphi) = F(0, \mu),
\]
e.g., \([8, (2.7) and (4.2)]\). Using Corollary 3 and the fact that \( F(0, \sigma) = \text{Re} \gamma \), we obtain from Theorem 2
\[
\sqrt{\text{Re} \gamma \Phi_N(z, \sigma)} = \frac{1}{2\gamma \alpha^n} \left( \frac{z^n}{\Theta(z)} \right)^{n/2} \left\{ \Phi_n(\Theta(z), \sigma_0) \left( \gamma + \frac{\sqrt{R(z)}}{W(z)} \right) \\
+ \Phi_n^*(\Theta(z), \sigma_0) \left( \gamma - \frac{\sqrt{R(z)}}{W(z)} \right) \right\},
\]
and the assertion follows by (3.1). □

**Proof of Theorem 3.** (a) Since \( \Theta(z) = O(z^N) \) as \( z \to 0 \) and \( F(0, \sigma_0) = 1 \), the first \( N \) coefficients \( c_0(\sigma), \ldots, c_{N-1}(\sigma) \) in the power series expansion,
\[
F(z, \sigma) = \frac{W(z)}{\sqrt{R(z)}} F(\Theta(z), \sigma_0) - i \text{Im} \gamma =: c_0(\sigma) + 2 \sum_{j=1}^{\infty} c_j(\sigma)z^j, \quad |z| < 1,
\]
are independent of \( \sigma_0 \). But then, by [8, formula (3.2)], the reflection coefficients \( a_0(\sigma), \ldots, a_{N-2}(\sigma) \) are independent of \( \sigma_0 \) as well.

(b) We first consider the case that \( \alpha = 1 \), i.e., we have to show that

\[
a_{nN+j}(\sigma) = a_j(\sigma) \quad \text{for} \quad j = 0, 1, \ldots, N - 2
\]

and

\[
a_{(n+1)N-1}(\sigma) = \frac{a_n(\sigma_0)(\gamma^2 + 1) + \gamma^2 - 1}{2}.
\]

In order to see (5.14), it suffices to prove that all the polynomials, \( P_{N-1}^{(nN)}(z, \sigma), n \in \mathbb{N}_0 \), coincide, cf. [8, Thm.9.2]. Here, the \( nN \)-th associated polynomials \( P_{N-1}^{(nN)}(z, \sigma) \) are given as in (4.1). From the recurrence relation (1.1), one derives that these polynomials are explicitly given by

\[
z P_{N-1}^{(nN)}(z, \sigma) = \frac{P_{N}^{(nN)}(z, \sigma) - P_{N}^{(nN)}(0, \sigma) P_{N}^{(nN)*}(z, \sigma)}{1 - |P_{N}^{(nN)}(0, \sigma)|^2}.
\]

Furthermore, by Theorem 5, the polynomials \( P_{N}^{(nN)} \) are of the form

\[
P_{N}^{(nN)}(z, \sigma) = \beta_n T(z) + \lambda_n \frac{R(z)}{W(z)}
\]

where

\[
\beta_n = \frac{1 - a_n(\sigma_0)}{2} \quad \text{and} \quad \lambda_n = -\frac{1 + a_n(\sigma_0)}{2\gamma}.
\]

In order to avoid excessive notation, let us abbreviate

\[
c_n := -\overline{a}_{(n+1)N-1} = P_{N}^{(nN)}(0, \sigma) = \beta_n + \frac{\lambda_n}{\gamma}.
\]

Then the identity \( P_{N-1}^{(nN)}(z, \sigma) \equiv P_{N-1}^{((n+1)N)}(z, \sigma) \) holds if and only if

\[
(1 - |c_{n+1}|^2) \left[ P_{N}^{(nN)}(z, \sigma) - c_n P_{N}^{(nN)*}(z, \sigma) \right] = (1 - |c_n|^2) \left[ P_{N}^{((n+1)N)}(z, \sigma) - c_{n+1} P_{N}^{((n+1)N)*}(z, \sigma) \right].
\]

Taking into consideration that

\[
P_{N}^{(nN)*}(z, \sigma) = \beta_n T(z) - \lambda_n \frac{R(z)}{W(z)},
\]

the above equality also can be written as

\[
(1 - |c_{n+1}|^2) \left( \beta_n (1 - c_n) T(z) + (\lambda_n + c_n \lambda_n) \frac{R(z)}{W(z)} \right) = (1 - |c_n|^2) \left( \beta_{n+1} (1 - c_{n+1}) T(z) + (\lambda_{n+1} + c_{n+1} \lambda_{n+1}) \frac{R(z)}{W(z)} \right).
\]

Hence, for all \( n \in \mathbb{N}_0 \), the following relations remain to be shown:

\[
\beta_n (1 - |c_{n+1}|^2)(1 - c_n) = \beta_{n+1} (1 - |c_n|^2)(1 - c_{n+1}),
\]

\[
(1 - |c_{n+1}|^2)(\lambda_n + c_n \lambda_n) = (1 - |c_n|^2)(\lambda_{n+1} + c_{n+1} \lambda_{n+1}).
\]
Substituting the corresponding expressions from (5.17) and (5.18), the first identity in (5.19) turns out to be

\[
(1 - a_{n+1}^2(\sigma_0)) \left(4 - \gamma(1 - a_n(\sigma_0)) - \frac{1 + a_n(\sigma_0)}{\gamma}\right)^2
= (1 - a_n^2(\sigma_0)) \left(4 - \gamma(1 - a_{n+1}(\sigma_0)) - \frac{1 + a_{n+1}(\sigma_0)}{\gamma}\right)^2.
\]

Now note that the function

\[
h(x, y) := (1 - x^2) \left(4 - \frac{1 + y}{\gamma}\right)^2, \quad |\gamma| = 1,
\]

from \(\mathbb{R}^2\) to \(\mathbb{R}\) is symmetric in the sense that \(h(x, y) = h(y, x)\). This can be seen easily by writing

\[
h(x, y) = (1 - x^2) \left(4 - \frac{1 + y}{\gamma}\right)^2 = (1 - x^2)(1 - y^2)(2 + y^2 + \frac{1}{\gamma^2}).
\]

The setting \(x = a_{n+1}(\sigma_0)\) and \(y = a_n(\sigma_0)\) gives the first identity in (5.19). The second one can be shown in a similar way. This proves (5.14).

The desired representation (5.15) of the reflection coefficients, \(a_{(n+1)N-1}(\sigma), n \in \mathbb{N}_0\), follows from

\[
a_{(n+1)N-1}(\sigma) = \frac{-P_N^{(nN)}(0, \sigma)}{\gamma} = -\beta_n + \gamma \lambda_n
= \frac{1}{2} \left[(a_n(\sigma_0) - 1) + \gamma^2 (a_n(\sigma_0) + 1)\right]
= \frac{a_n(\sigma_0)(1 + \gamma^2) + \gamma^2 - 1}{2}.
\]

Let us now consider the general situation that \(T(z) = \alpha z^N + \cdots, |\alpha| = 1\). Then the polynomials

\[
\hat{T}(z) := d^{N/2} T(\frac{z}{d}) = z^N + \cdots \quad \text{and} \quad \hat{R}(z) := d^N R(\frac{z}{d}) = z^{2N} + \cdots
\]

where \(d := \alpha^{2/N}\), are monic polynomials and the transformation

\[
\hat{\Theta}(z) = \frac{\hat{T}(z) - \sqrt{\hat{R}(z)}}{\hat{T}(z) + \sqrt{\hat{R}(z)}},
\]

is of the form (2.6). Now the mapping \(\hat{\Theta}\) acts on the set

\[
\hat{E}_N := \prod_{j=1}^N [\phi_{2j-1}, \phi_{2j}]
\]

where \(\phi_\nu = \varphi_\nu + \arg d\). This means that the arcs \(\Gamma_{\hat{E}_N}\), generated by the polynomials \(\hat{R}\) and \(\hat{T}\), result from the arcs \(\Gamma_{E_N}\) by a simple rotation of the angle \(\arg d\).
Further, it is not difficult to show that the polynomials $P_{nN}(z, \sigma)$ and
\[
\hat{P}_{nN}(z, \sigma) := \tilde{k}_n \left( \frac{z^{N/2}}{\sqrt{\tilde{\Theta}(z)}} \right)^n \left\{ P_n(\tilde{\Theta}(z), \sigma_0) \left( \gamma + \frac{\sqrt{\tilde{R}(z)}}{\tilde{W}(z)} \right) \\
+ P_n^*(\tilde{\Theta}(z), \sigma_0) \left( \gamma - \frac{\sqrt{\tilde{R}(z)}}{\tilde{W}(z)} \right) \right\}
\]
where $\tilde{W}(z) := d^{N/2}W(z/d)$ and $\tilde{k}_n = L^n/2^{n+1}\gamma$ are related by
\[
\hat{P}_{nN}(z, \sigma) = d^{nN} P_{nN}(\frac{z}{d}).
\]
Here, the measure $\sigma$ is given as in (2.11) by using the transformation $\tilde{\Theta}$ instead of $\Theta$. Hence, as pointed out in [19, Remark 4.2], the reflection coefficients \{a_n(\sigma) = -P_{n+1}(0, \sigma)\} can be expressed in terms of \{a_n(\sigma)\} by
\[
a_n(\sigma) = d^{-(n+1)} a_n(\sigma), \quad n \in \mathbb{N}.
\]
By the proved above part for $\alpha = 1$, the reflection coefficients $a_n(\sigma)$ satisfy (5.14) and (5.15). Together with (5.20), this proves the theorem. \hfill \Box

**Proof of Corollary 2.** By Theorem 3, the reflection coefficients $a_0(\sigma), \ldots, a_{N-2}(\sigma)$ do not depend on the measure $\sigma_0$. Hence, if we are interested only in the first $N - 1$ reflection coefficients of $\sigma$, we can consider the simplest case $F(z, \sigma_0) \equiv 1$, i.e., $d\sigma_0(\varphi) = d\varphi$, which gives
\[
F(z, \sigma) = \frac{W(z)}{\sqrt{\tilde{R}(z)}} = \sqrt{\frac{W(z)}{V(z)}}
\]
(recall that $\gamma = 1$) where $R = VW$. The assertion follows from [22, Ex.6.5, pp. 494-496]. \hfill \Box

**Proof of Theorem 4.** We first show that the polynomials $R$, $T$, and $W$ from the theorem fulfill the assumptions from Section 2. By [12, Thm.6.2], all the zeros of the polynomials
\[
zP_{N-1}(z, \sigma) \pm P_{N-1}^*(z, \sigma) \quad \text{and} \quad z\tilde{\Omega}_{N-1}(z, \sigma) - \tilde{\Omega}_{N-1}^*(z, \sigma)
\]
are simple and located on the unit circle. Furthermore, the zeros of $zP_{N-1}(z, \sigma) - P_{N-1}^*(z, \sigma)$ and $z\tilde{\Omega}_{N-1}(z, \sigma) - \tilde{\Omega}_{N-1}^*(z, \sigma)$ separate each other as it follows from [22, Beispiel 6.6,p.496]. Finally, by [22, Lemma 6.13, p.489], we have
\[
zP_{N-1}(z, \sigma) + P_{N-1}^*(z, \sigma) = z\tilde{\Omega}_{N-1}(z, \sigma) + \tilde{\Omega}_{N-1}^*(z, \sigma).
\]
Using this identity and relation (1.4), it is not difficult to see that
\[
T^2(z) - R(z) = 4d_N(\sigma).
\]
All these facts together show that our theory works with the triple $(R, T, W)$.

In order to prove the theorem, it suffices to show that the C-functions $F(z, \sigma)$ and $F(z, \sigma_0)$ are related to each other by
\[
F(z, \sigma) = \frac{W(z)}{\sqrt{\tilde{R}(z)}} F(\Theta(z), \sigma_0),
\]
(5.21)
since $\gamma = W(0)/\sqrt{R(0)} = 1$. Or, to use different words, we have to demonstrate that the reflection coefficients corresponding to the C-function at the right-hand side in (5.21) satisfy (1)–(4). By Proposition 2, the right-hand side in (5.21) indeed gives a C-function, which we will denote now by $\mathcal{G}$ and its associated reflection coefficients by $\{b_n\}$. Let us show that $b_n = a_n(\sigma)$. Since $b_0, \ldots, b_{N-2}$ are independent of $\sigma_0$, recall Theorem 3, we may choose $F(z, \sigma_0) \equiv 1$. Then the first $N - 1$ identities
\[ b_n = a_n(\sigma), \quad n = 0, \ldots, N - 2, \]
can be derived from [22, Beispiel 6.5 and 6.6, p.494]. Moreover, Theorem 3 gives the properties (3) and (4), while (1) is obvious. Summing up, we have shown that $\{b_n\} = \{a_n(\sigma)\}$ which proves (5.21).
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