BESSEL AND FLETT POTENTIALS ASSOCIATED WITH
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Abstract. Analogous of Bessel and Flett potentials are defined and studied for the Dunkl transform associated with a family of weighted functions that are invariant under a reflection group. We show that the Dunkl-Bessel potentials, of positive order, can be represented by an integral involving the $k$-heat transform and we give some applications of this result.

Also, we obtain an explicit inversion formula for the Dunkl-Flett potentials, which are interpreted as negative fractional powers of a certain operator expressed in terms of the Dunkl-Laplacian.
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Introduction. In this paper we consider the harmonic analysis associated with differential-difference operators $D_j, j = 1, \ldots, \ell, d$, on $\mathbb{R}^d$ introduced by Dunkl [4] and called in the literature Dunkl operators associated with some finite reflection groups. These operators play an important role in pure Mathematics and Physics.

For a family of weighted functions $h_k$, invariant under a reflection group, Dunkl transform $\mathcal{F}_k$ is an extension of the ordinary Fourier transform which is an isometry of $L^2(\mathbb{R}^d, h_k^2)$, the space of squared integrable functions with respect to the measure $h_k^2(x)dx$ (see [6]). $\mathcal{F}_k$ is defined by

$$\mathcal{F}_k(f)(x) = c_k \int_{\mathbb{R}^d} E_k(x, iy)f(y)h_k^2(y)dy,$$

where the usual character $e^{-i<x,y>}$ is replaced by $E_k(x, iy) = V_k(e^{-i<x,.>})(y)$, $V_k$ is a positive linear operator and $c_k$ is a constant. Dunkl transform permits to introduce the Dunkl translation operator, $T_k^y, y \in \mathbb{R}^d$, on $L^2(\mathbb{R}^d, h_k^2)$ defined by

$$\mathcal{F}_k(T_k^y f)(x) = E_k(y, -ix)\mathcal{F}_k(f)(x), \quad x \in \mathbb{R}^d, \quad f \in L^2(\mathbb{R}^d, h_k^2).$$

The explicit expression of $T_k^y f$ is known only in some special cases and it is not a positive operator in general. Also, it generates a new convolution product structure associated with Dunkl operators denoted here by $*_{k}$.

In this work, we study the operator $G_k^t, t > 0$, called the $k$-heat transform, defined on $L^p(\mathbb{R}^d, h_k^2), p \in [1, +\infty]$, by $G_k^tf = F_k^{*_{k}}f, t > 0$, where $F_k^t$ is a solution of the heat-equation for the $k$-Laplacian $\triangle_k = \sum_{j=1}^d D_j^2$. And we give some of its properties. Next, as in the ordinary case, we define the Dunkl-Bessel potential $\mathcal{J}_k^\alpha$, of positive order $\alpha$, of a sufficiently smooth function via the Dunkl transform as $\mathcal{F}_k(\mathcal{J}_k^\alpha f)(x) = (1 + \|x\|^2)^{-\frac{\alpha}{2}}\mathcal{F}_k(f)(x)$. To be more precise, $\mathcal{J}_k^\alpha$ can be written as a convolution operator given by

$$\mathcal{J}_k^\alpha f = b_{k}^{\alpha} *_{k} f, \quad \text{where } \mathcal{F}_k(b_{k}^{\alpha})(x) = (1 + \|x\|^2)^{-\frac{\alpha}{2}}.$$
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We show that when \( f \in L^p(\mathbb{R}^d, h_k^2) \), \( J^k \alpha f \) can be represented by an integral of a very simple form involving the \( k \)-heat transform of \( f \). This representation permits to extend the definition of the Dunkl-Bessel potential of order \( \alpha \) first to a class of \( k \)-temperatures i.e. solutions of the heat equation for the \( k \)-Laplacian \( \triangle^k \) on the upper-half space \( \mathbb{R}^d \times \mathbb{R}_+ \), then to the space of tempered distributions on \( \mathbb{R}^d \).

The Dunkl-Bessel potential is closely related to the Dunkl-Riesz potential (see [15]), since the kernel of the Dunkl-Bessel potential has essentially the same local behaviour as that of the Dunkl-Riesz potential as \( \|x\| \to 0 \), but the behaviour of the kernel of the Dunkl-Riesz potential at infinity is not as good as that of the Dunkl-Bessel potential. There are, however, other fractional integral operators whose behaviours are roughly midway between the Dunkl-Riesz and the Dunkl-Bessel potentials, for instance, the Dunkl-Flett potentials \( I^k \alpha \) of positive order \( \alpha \), which is studied in the last section and given by \( I^0_\alpha = (I - \triangle^k \alpha)^{-\alpha} \). It has the following integral representation

\[
I^k_\alpha f(x) = \frac{1}{\Gamma(\alpha)} \int_{0}^{+\infty} t^{\alpha-1} e^{-t} P^k t f(x) dt,
\]

where \( P^k t \) is the Poisson transform associated with Dunkl operators on \( \mathbb{R}^d \). \( I^k_\alpha \) generalizes the usual Flett potential (which corresponds to \( k = 0 \)) introduced by Flett in [8].

One important problem concerning the Dunkl-Flett potential is obtaining an explicit inversion formula. For this aim, we introduce an integral transform

\[
W^{k, \mu}_t f(x) = \int_{\mathbb{R}^+} e^{-t \eta} P^k t f(x) d\mu(\eta), \quad x \in \mathbb{R}^d, \quad f \in L^p(\mathbb{R}^d, h_k^2), \quad t > 0.
\]

\( W^{k, \mu}_t \) is called the \( k \)-weighted wavelet-like transform of \( f \) associated with the \( k \)-Poisson transform and generated by an appropriate Borel measure \( \mu \) on \( \mathbb{R}^+ \) according to our needs. The explicit inversion formula for the Dunkl-Flett potential is obtained in term of the \( W^{k, \mu}_t \) transform.

The paper is arranged as follows. In the first section we collect some background materials for the harmonic analysis associated with Dunkl operators. In the second section we give some properties of the \( k \)-heat transform of a measurable function. In the third section we study the Dunkl-Bessel potential \( J^k_\alpha f \) of a function \( f \in L^p(\mathbb{R}^d, h_k^2) \) of positive order \( \alpha \) and we show that \( J^k_\alpha f \) can be represented by an integral involving the \( k \)-heat transform of \( f \). By making use of this representation we extend the definition of the Dunkl-Bessel potential of order \( \alpha \) to a class of \( k \)-temperatures. We finish this section by studying the Dunkl-Bessel potential of a tempered distribution. In the last section we define the Dunkl-Flett potential and we obtain the explicit inversion formula.

1. Preliminaries. The purpose of this section is to establish our basic notations and collect some further facts on Dunkl transform, Dunkl translation operator and Dunkl convolution product which serve as fundamental tools for our later investigations. General references here are [4, 5, 6], [7], [11], [14] and [16].

Notations:
- \( C_0(\mathbb{R}^d) \) the space of continuous functions vanishing at infinity, provided with the usual topology of uniform convergence on \( \mathbb{R}^d \).
- \( \mathcal{E}(\mathbb{R}^d) \) the space of \( C^\infty \)-functions on \( \mathbb{R}^d \), endowed with the usual topology of uniform convergence of the functions and their derivatives of all order on compact subsets of \( \mathbb{R}^d \).
• $S(\mathbb{R}^d)$ the space of $C^\infty$-functions on $\mathbb{R}^d$ which are rapidly decreasing as their derivatives, provided with the topology defined by the seminorms

$$\rho_{s,l}(\varphi) = \sup_{x \in \mathbb{R}^d, |v| \leq s} (1 + \|x\|^2)|D^\nu \varphi(x)|, \ s, l \in \mathbb{N};$$

with $D^\nu = D_1^{\nu_1} \cdots D_d^{\nu_d}, \ \nu = (\nu_1, \cdots, \nu_d) \in \mathbb{N}^d$.

• $S'((\mathbb{R}^d)^*)$ the space of tempered distributions on $\mathbb{R}^d$, it is the topological dual of $S(\mathbb{R}^d)$.

Let $G$ be a finite reflection group (also called Coxeter group) on $\mathbb{R}^d$ associated with a root system $\mathcal{R}$ and $\mathcal{R}_+$ the positive subsystem of $\mathcal{R}$ ([5], [7], [10]). We denote by $k$ a nonnegative multiplicity function defined on $\mathcal{R}$ with the property that $k$ is $G$-invariant. We associate with $k$ the weight function

$$h_k(x) = \prod_{v \in \mathcal{R}_+} |<x,v>|^{k(v)}, \ x \in \mathbb{R}^d.$$ 

The Dunkl operators associated with $G$ and $k$ are given by [4]

$$D_i f(x) = \partial_i f(x) + \sum_{v \in \mathcal{R}_+} k(v) \frac{f(x) - f(\sigma_v(x))}{<x,v>} \ <v,e_i>, \ 1 \leq i \leq d, \ x \in \mathbb{R}^d,$$

where $\partial_i$ is the ordinary partial derivative with respect to $x_i$ and $e_1, \cdots, e_d$ are the standard unit vectors of $\mathbb{R}^d$. The above definition does not depend on the special choice of $\mathcal{R}_+$, thanks to the $G$ invariance of $k$. In the case $k = 0$, the $D_i, i = 1, \cdots, d$, reduce to the corresponding partial derivatives. These operators map $\mathcal{P}_n^d$ to $\mathcal{P}_{n-1}^d$, where $\mathcal{P}_n^d$ is the space of homogeneous polynomials of degree $n$ in $d$ variables. More importantly, these operators mutually commute; that is, $D_i D_j = D_j D_i$. The Dunkl Laplacian is defined by $\Delta_k = \sum_{i=1}^d D_i^2$.

There is a linear isomorphism that intertwines the algebra generated by Dunkl’s operators with the algebra of partial differential operators. The intertwining operator $V_k$ is an operator determined uniquely by

$$V_k \mathcal{P}_n^d \subset \mathcal{P}_n^d, \ \text{V}_k1 = 1, \ D_i V_k = V_k \partial_i, \ 1 \leq i \leq d.$$ 

The explicit formula of $V_k$ is not known in general. In [10], it was shown that $V_k$ has a Laplace-type representation as follows: For every $x \in \mathbb{R}^d$, there exists a unique probability measure $\mu_k^x$ on the Borel $\sigma$-algebra of $\mathbb{R}^d$ such that

$$V_k p(x) = \int_{\mathbb{R}^d} p(\xi) d\mu_k^x(\xi), \ (1)$$

for each polynomial function $p$ on $\mathbb{R}^d$. The representing measures $\mu_k^x$ are compactly supported with $\text{supp} \mu_k^x \subseteq C(x) := \text{co}\{v x, \ v \in G\}$, the convex hull of the $G$-orbit of $x$ in $\mathbb{R}^d$.

By means of formula (1), $V_k$ may be extended to various larger function spaces, including $\mathcal{E}(\mathbb{R}^d)$. We denote this extension by $V_k$ again. In fact, $V_k$ establishes a topological isomorphism from $\mathcal{E}(\mathbb{R}^d)$ onto itself (see [16] and [3]). For $y \in \mathbb{R}^d$ the function

$$E_k(x,y) = V_k (e^{<\cdot,y>})(x) = \int_{\mathbb{R}^d} e^{<\xi,y>} d\mu_k^x(\xi), \ x \in \mathbb{R}^d, \ (2)$$

where $e^{<\cdot,y>}$ is the exponential function of the linear functional $<\cdot,y> \in \mathcal{E}((\mathbb{R}^d)^*)$.
is called the Dunkl kernel and generalizes the usual exponential function $e^{<x,y>}_{\nu}$. It plays an important role in the development of the Dunkl transform which is an integral transform generalizing the ordinary Fourier transform.

The Dunkl kernel possesses the following properties: for $x, y \in \mathbb{R}^d$, we have

$$E_k(x, y) = E_k(y, x), \quad E_k(x, 0) = 1, \quad E_k(-ix, y) = \overline{E_k(ix, y)}$$

$$|E_k(ix, y)| \leq 1 \quad \text{and} \quad E_k(\lambda x, y) = E_k(x, \lambda y), \quad \lambda \in \mathcal{G}.$$  

For each $\nu \in \mathbb{N}^d$, there exists a constant $d_\nu > 0$ such that

$$|\partial_x^\nu E_k(x, z)| \leq d_\nu |z|^{\nu| \Re z|} \quad \text{for all} \quad x \in \mathbb{R}^d, z \in \mathcal{G}^d,$$

here the underscript $x$ denotes the operators act with respect to the $x$-variable. Hereafter, we denote by $L^p(\mathbb{R}^d, h_k^2)$, $p \in [1, \infty]$, the space of measurable functions on $\mathbb{R}^d$ such that

$$\|f\|_{k,p} = \left( \int_{\mathbb{R}^d} |f(x)|^p h_k^2(x) dx \right)^{\frac{1}{p}} < +\infty, \quad 1 \leq p < \infty,$$

and

$$\|f\|_{k,\infty} = \operatorname{ess} \sup_{x \in \mathbb{R}^d} |f(x)| < +\infty.$$  

For $f \in L^1(\mathbb{R}^d, h_k^2)$, the Dunkl transform is defined by

$$\forall y \in \mathbb{R}^d, \quad \mathcal{F}_k(f)(y) := c_h \int_{\mathbb{R}^d} f(x) E_k(x, -iy) h_k^2(x) dx,$$

where $c_h^{-1} = \int_{\mathbb{R}^d} h_k^2(x) e^{-\|x\|^2/2} dx$.

Many properties of the ordinary Fourier transform carry over the Dunkl transform. For instance, if we denote by $\mathcal{A}_k(\mathbb{R}^d) = \{ f \in L^1(\mathbb{R}^d, h_k^2) : \mathcal{F}_k(f) \in L^1(\mathbb{R}^d, h_k^2) \}$, then we have the following results (see [6, 7]).

**Proposition 1.1.**

- For $f \in L^1(\mathbb{R}^d, h_k^2)$, $\mathcal{F}_k(f)$ is in $C_0(\mathbb{R}^d)$.
- Let $f \in \mathcal{A}_k(\mathbb{R}^d)$, we have the inversion formula $f(x) = \int_{\mathbb{R}^d} E_k(ix, y) \mathcal{F}_k(f)(y) h_k^2(y) dy$, a.e.
- The Dunkl transform extends to an isometry of $L^2(\mathbb{R}^d, h_k^2)$.
- Let $f \in S(\mathbb{R}^d)$, we have $\mathcal{F}_k(D_x f)(y) = iy_j \mathcal{F}_k(f)(y)$.

For $y \in \mathbb{R}^d$, we define a translation operator $T^k_y$ associated with Dunkl operators on $L^2(\mathbb{R}^d, h_k^2)$ by

$$\mathcal{F}_k(T^k_y f)(x) = E_k(y, -ix) \mathcal{F}_k(f)(x), \quad x \in \mathbb{R}^d.$$  

It plays the role of the ordinary translation $T_y f = f(.-y)$ of $\mathbb{R}^d$, since the Fourier transform of $T_y$ is given by: $\mathcal{F}(T_y f)(x) = e^{-i<x,y>} \mathcal{F}(f)(x)$. The generalized translation operator has been studied in [11, 14, 17].
Proposition 1.2. (see [11]) Let $f \in A_k(\mathbb{R}^d)$ (resp. $f \in E(\mathbb{R}^d)$) be radial and let $f(x) = f_o(\|x\|)$. Then

$$T_y^k f(x) = \int_{\mathbb{C}(y)} f_o(\sqrt{\|x\|^2 + \|y\|^2 + 2 < x, \eta >}) d\mu_y^k(\eta),$$

which gives that $T_y^k f(x) \geq 0$ for all $y \in \mathbb{R}^d$ if $f(x) = f_o(\|x\|) \geq 0$.

Proposition 1.3. (see [14])

(i) If $f \in C_0^\infty(\mathbb{R}^d)$ with compact support, then for $1 \leq p \leq \infty$, $\lim_{y \to 0} \|T_y^k f - f\|_p = 0$.

(ii) Let $G = \mathbb{Z}_2^d$. For $f \in L^p(\mathbb{R}^d, h_k^2)$, $1 \leq p \leq \infty$, $\|T_y^k f\|_p \leq 3\|f\|_p$.

Remark. Let us mention that there is an abstract formula for $T_y^k$ given in terms of the intertwining operator $V_k$ and its inverse, (see [16]). It takes the form of

$$T_y^k f(x) = V_{k,y} V_{k,y}^{-1} (f(x+y)) , \forall f \in E(\mathbb{R}^d).$$

(4)

The translation operator $T_y^k$ can be used to define a convolution structure on $L^2(\mathbb{R}^d, h_k^2)$, by

$$f *^k g(x) = \int_{\mathbb{R}^d} f(y) T^{k}_{x,y} \hat{g}(y) h_k^2(y) dy, \ f, g \in L^2(\mathbb{R}^d, h_k^2),$$

(5)

where $\hat{g}(y) = g(-y)$. Since, $T^k_x \hat{g} \in L^2(\mathbb{R}^d, h_k^2)$ the convolution is well defined. This convolution structure has been considered by several authors [11, 14, 17] and the references therein. It is associative, commutative and satisfies the following property:

$$\mathcal{F}_k(f *^k g) = \mathcal{F}_k(f) \mathcal{F}_k(g).$$

For the general reflection group, the following result is proved in [14].

Theorem 1.4. Let $g$ be a bounded radial function in $L^1(\mathbb{R}^d, h_k^2)$. Then $f *^k g$ initially defined in (5) on the intersection of $L^1(\mathbb{R}^d, h_k^2)$ and $L^2(\mathbb{R}^d, h_k^2)$ extends to all $L^p(\mathbb{R}^d, h_k^2)$, $1 \leq p \leq \infty$ as a bounded operator. In particular, $\|f *^k g\|_{k,p} \leq \|g\|_{k,1} \|f\|_{k,p}$.

2. The $k$-heat transforms of a function. In this section we give some properties of the $k$-heat transforms of a measurable function $f$. For $t > 0$, let $F^k_t$ be the function defined by

$$F^k_t(x) = (2t)^{-(\gamma_k + \frac{d}{2})} \exp\left(-\frac{\|x\|^2}{4t}\right),$$

which is a solution of the heat equation for the $k$-Laplacian $\triangle_k U(x,t) = \partial_t U(x,t)$, where $\triangle_k$ is applied to $x$ variables (see [9]). The function $F^k_t$ may be called the heat kernel associated with Dunkl operators or the $k$-heat kernel and it has the following basic properties. (Throughout this paper we use the convention that $B$ denotes a generic constant, depending on $d, k, \nu$ or other fixed parameters, its value may change from line to line).

Lemma 2.1. For all $(x, t) \in \mathbb{R}^d \times ]0, +\infty[,$ we have

(i) $0 \leq F^k_t(x) \leq (2t)^{-(\gamma_k + \frac{d}{2})}$.

(ii) For $\nu = (\nu_1, \cdots, \nu_d) \in \mathbb{N}^d$, we have

$$\mathcal{D}^\nu F^k_t(x) = t^{\frac{|\nu|}{2}} F^k_t(x) P,$$
where \( P \) is a polynomial of degree \( |\nu| = \nu_1 + \cdots + \nu_d \) in the variables \( \frac{x_i}{\sqrt{t}} \) (\( i = 1, \cdots, d \)) with coefficients depending only on \( d, \nu \) and \( k \).

(iii) If \( m \) is a positive integer, then
\[
\partial_t^m F^k_t(x) = t^{-m} R\left( \frac{\|x\|^2}{4t} \right) F^k_t(x),
\]
with \( R \) is a polynomial of degree \( m \) with coefficients depending only on \( m, d \) and \( k \).

(iv) If \( t > 0, \eta \geq 0 \) and \( g \) is measurable on \([0, +\infty[\), then
\[
\int_{\|x\| \geq \eta} g(\|x\|^2) F^k_t(x) h^2_t(x) dx = \frac{1}{c_k \Gamma(\gamma_k + \frac{d}{2})} \int_{\eta^2}^{\infty} g(4t\sigma) e^{-\sigma} \sigma^{\gamma_k} d\sigma,
\]
whenever the integral on the right exists. In particular,
\[
c_h \int_{\mathbb{R}^d} F^k_t(x) h^2_t(x) dx = 1, \quad \int_{\mathbb{R}^d} (\frac{\|x\|^2}{4t})^\alpha F^k_t(x) h^2_t(x) dx = \frac{\Gamma(\gamma_k + \frac{d}{2} + \alpha)}{c_h \Gamma(\gamma_k + \frac{d}{2})}, \quad (\alpha > -\frac{d}{2} - \gamma_k).
\]

(v) For all \( (x, t) \in \mathbb{R}^d \times ]0, +\infty[, \quad F^k_t(x) = e^{-t\|x\|^2} \).

(vi) If \( \nu \in \mathbb{N}^d \) and \( m \in \mathbb{N} \setminus \{0\} \), then
\[
\int_{\mathbb{R}^d} |D^\nu F^k_t(x)| h^2_t(x) dx \leq B(d, k, \nu) t^{-\frac{\mu}{2}},
\]
\[
\int_{\mathbb{R}^d} |\frac{\partial^m}{\partial t^m} F^k_t(x)| h^2_t(x) dx \leq B(d, k, m) t^{-m},
\]
where \( B(d, k, \nu) \) and \( B(d, k, m) \) are constants.

(vii) For all \( (x, t) \in \mathbb{R}^d \times ]0, +\infty[, \quad \mathcal{F}_k(F^k_t(x)) = e^{-t\|x\|^2} \).

(viii) For all \( (x, y, t) \in \mathbb{R}^d \times \mathbb{R}^d \times ]0, +\infty[, \) we have
\[
T^k_{-y} F^k_t(x) = \frac{1}{(2t)^\gamma_k + \frac{d}{2}} e^{-\frac{(\|x\|^2 + \|y\|^2)}{4t}} E_k(\frac{x}{\sqrt{2t}}, \frac{y}{\sqrt{2t}}).
\]

(ix) If \( s > 0, \ t > 0, \) and \( x \in \mathbb{R}^d \), we have
\[
\int_{\mathbb{R}^d} F^k_t(x) T^k_{-y} F^k_t(x) h^2_t(y) dy = F^k_{t+s}(x).
\]

**Proof.** (i) is clear. (ii) and (iii) are obtained by a short calculation. To obtain (iv), we use the spherical-polar coordinates and a change of variables. The assertion (v) follows from representation (iv) by taking the differentiations under the integral sign. (vi) is a consequence of (ii) and (iii). Using Lemma 4.11 of [7] we deduce the assertion (vii). (viii) is a special case of Proposition 1.2. (ix) is obtained by applying Dunkl transform to \( F^k \) and using (vii).

**Definition 2.2.** The \( k \)-heat transform of a smooth measurable function \( f \) on \( \mathbb{R}^d \) is given by
\[
G^k_t(f)(x) = \int_{\mathbb{R}^d} T^k_{-y} F^k_t(x) f(y) h^2_t(y) dy, \quad t > 0.
\]
Since, \( F^k_t, t > 0 \), is a bounded radial function in \( L^1(\mathbb{R}^d, h_k^2) \), then for all \( f \in L^p(\mathbb{R}^d, h_k^2), p \in [1, +\infty) \), \( G^k_t(f), t > 0 \), is well defined and continuous on \( \mathbb{R}^d \).

**Theorem 2.3.** Let \( f \) be a measurable bounded function on \( \mathbb{R}^d \). Then, (i) \( (x,t) \mapsto G^k_t(f)(x) \) is infinitely differentiable on \( \mathbb{R}^d \times [0, +\infty[ \) and it is a solution of the heat equation for the \( k \)-Laplacian. Further, if \( \nu \in \mathbb{N}^d \), \( m \in \mathbb{N} \), then for all \( t > 0 \)

\[
\mathcal{D}^\nu G^k_t(f) = \mathcal{D}^\nu F^k_t \ast_k f \quad \text{and} \quad \partial_t^m G^k_t(f) = \partial_t^m F^k_t \ast_k f.
\]

(ii) For all \( s, t > 0 \) and \( x \in \mathbb{R}^d \), we have \( G^k_{t+s}(f)(x) = \int_{\mathbb{R}^d} T^k_y F^k_t(x) G^k_s(f)(y) h_k^2(y) dy \).

(iii) For all \( (x,t) \in \mathbb{R}^d \times [0, +\infty[ \), and for all \( s > t \), we have

\[
|G^k_t(f)(x)| \leq (\frac{\delta}{t})^{\gamma_k + \frac{d}{2}} (G^k_s(|f|))(x).
\]

(iv) If \( f \in C_b(\mathbb{R}^d) \), then \( G^k_t(f)(x) \to f(\xi) \) as \( (x,t) \to (\xi,0) \).

**Proof.** (i) We use the estimations (3) for the partial derivatives of \( E_k \), these provide sufficient decay properties for the derivatives of \( T^k_y F^k_t \), allowing the necessary differentiations of \( G^k_t(f) \) under the integral sign by using dominated convergence Theorem.

From Fubini’s Theorem, Proposition 3.2 of [14] and the following relation

\[
\int_{\mathbb{R}^d} F^k_y T^k_{-y} (T^k_{-z} F^k_{-s}) (x) h_k^2(y) dy = F^k_t \ast_k T^k_{-z} F^k_s (x) = T^k_{-z} F^k_{s+t}(x), \quad z, x \in \mathbb{R}^d,
\]

we deduce (ii).

(iii) We have, for all \( z \in \mathbb{R}^d \) and \( 0 < t \leq s \),

\[
F^k_t(z) \leq (\frac{\delta}{t})^{\gamma_k + \frac{d}{2}} F^k_s(z). \quad (6)
\]

Then we obtain the result using Proposition 1.2. The assertion (iv) is proved in [9] p. 538.

**Remark.** The assertion (ii) is true when we take \( f \in L^p(\mathbb{R}^d, h_k^2), p \in [1, +\infty) \).

**Theorem 2.4.** Let \( p \in [1, +\infty) \), and let \( f \in L^p(\mathbb{R}^d, h_k^2) \). Then, the \( k \)-heat transform \( G^k_t(f) \) of \( f \) has the following properties:

(i) For all \( t > 0 \) and \( m \in \mathbb{N} \), we have

\[
\|G^k_t(f)\|_{k,p} \leq c_h^{-1} \|f\|_{k,p}, \quad \|\partial_t^m G^k_t(f)\|_{k,p} \leq B(d,k,m) t^{-m} \|f\|_{k,p},
\]

where \( B(d,k,m) \) is a constant.

(ii) Let \( G = Z^2 \), if \( 1 \leq p < r < \infty \) and \( \delta = \frac{1}{p} - \frac{1}{r} \), then for all \( t > 0 \)

\[
\|G^k_t(f)\|_{k,r} \leq t^{-(\gamma_k + \frac{d}{2}) \delta} c_h^{\delta - 2} \|f\|_{k,p}, \quad (7)
\]

and \( \|G^k_t(f)\|_{k,r} \to 0 \), as \( t \to 0^+ \).

Further, if \( \nu \in \mathbb{N}^d \) and \( m \in \mathbb{N} \), then for all \( t > 0 \) we have

\[
\|\mathcal{D}^\nu G^k_t(f)\|_{k,r} \leq B(d,k,\nu,r,p) t^{-\frac{\nu}{2} - (\gamma_k + \frac{d}{2}) \delta} \|f\|_{k,p}, \quad (8)
\]
where $B(d,k,m,r,p)$ and $B(d,k,m,r,p)$ are constants. In particular, $G^k_t(f)$, $\mathcal{D}^pG^k_t(f)$ and $\partial^m G^k_t(f)$ are bounded on $\mathbb{R}^d \times [c, +\infty[$ for each $c > 0$.

(iii) For each $t > 0$ and $m \in \mathbb{N}$, the functions $x \mapsto G^k_t(f)(x)$ and $x \mapsto \partial^m G^k_t(f)(x)$ are uniformly continuous on $\mathbb{R}^d$.

(iv) For $f \in L^p(\mathbb{R}^d, h_k^2)$, $1 \leq p < \infty$ or $f \in C_0(\mathbb{R}^d)$, $p = \infty$, then $\lim_{t \to 0} \|G^k_t(f) - f\|_{k,p} = 0$.

(v) For $f \in C_0(\mathbb{R}^d)$, $p = \infty$, then $G^k_t(f)$ is continuous on $[0, +\infty[$.

Proof. (i) is a consequence from the relation $G^k_t(f) = F^k_t * k f$, Theorem 2.3(i), Theorem 1.4 and Lemma 2.1(vi).

(ii) Let $q$ such that $\frac{1}{r} = \frac{1}{q} + \frac{1}{p} - 1$. From Theorem 2.3 (ii), we can write $G^k_t(f)(x) = F^k_q * k G^k_t(f)(x)$. Using Proposition 7.2 of [14] and the result (i), we have

\[
\|G^k_t(f)\|_{k,r} \leq c_h^{-1} \|F^k_q\|_{k,q} \|f\|_{k,p}.
\]

By a simple verification, we deduce that $\|F^k_q\|_{k,q} \leq t^{-(\gamma + \frac{d}{2})} c_h^{-1}$. So, we obtain (7) and in the same way we obtain (8) and (9).

(iii) From Theorem 2.3(ii), we have for all $t > 0$

\[
|G^k_t(f)(x) - G^k_t(f)(x')| \leq \|G^k_t(f)\|_{\infty} \|T^k_x F^k_q - T^k_x T^k_q F^k_q\|_{k,1}.
\]

Taking limit as $x$ goes to $x'$ and using dominated convergence theorem, we deduce the result. Analogous reasoning proves that the function $x \mapsto \partial^m G^k_t(f)(x)$ is uniformly continuous on $\mathbb{R}^d$. Since $G^k_t(f) = F^k_t * k f$, using Theorem 4.2 [14], we obtain (iv).

(v) Suppose first that $p \in [1, +\infty]$. Since we have $|G^k_t(f)(x)| \leq 2^{\gamma + \frac{d}{2}} G^k_t(|f|)(x)$, whenever $0 < \frac{1}{2} s \leq t < s$; also $\|G^k_t(|f|)\|_{k,p} \leq \|f\|_{k,p}$ and $t \mapsto |G^k_t(f)|^p$ is continuous, an application of dominated convergence Theorem shows that the function $t \mapsto \|G^k_t(f)\|_{k,p}$ is continuous on $[\frac{1}{2} s, s]$ for each $s > 0$, and therefore is continuous on $[0, +\infty[.$

If $p = \infty$, then by applying the relation (6), Proposition 1.2 and the following relation

\[
\int_{\mathbb{R}^d} T^k_x F^k_t(y) h^2_k(y) dy = \int_{\mathbb{R}^d} F^k_t(y) h^2_k(y) dy,
\]

we obtain for $0 < s < t$

\[
0 \leq \|G^k_t(f)\|_{\infty} - \|G^k_s(f)\|_{\infty} \leq c_h^{-1} \|f\|_{\infty} \left| \left( \frac{t}{s} \right)^{\gamma + \frac{d}{2}} - 1 \right|.
\]

The result is shown to hold by a limiting argument.

(vi) By using Lemma 2.1(v), Theorem 2.3(i) and Minkowski’s inequality, we obtain

\[
\|\partial^m G^k_t(f)\|_{k,p} \leq \int_{\mathbb{R}^d} \|T^k_{-y} f - f\|_{k,p} \partial^m F^k_t(y) h^2_k(y) dy.
\]

Since $\lim_{y \to 0} \|T^k_{-y} f - f\|_{k,p} = 0$, then for each $\epsilon$, we can find $\beta > 0$ such that $\|T^k_{-y} f - f\|_{k,p} \leq \epsilon$, for $|y| < \beta$ and we also have $\|T^k_{-y} f - f\|_{k,p} \leq \epsilon$. Thus

\[
\|\partial^m G^k_t(f)\|_{k,p} \leq \epsilon \int_{\mathbb{R}^d} \|\partial^m F^k_t(y)\| h^2_k(y) dy + 4 \|f\|_{k,p} \int_{|y| \geq \beta} \|\partial^m F^k_t(y)\| h^2_k(y) dy.
\]
The first integral on the right does not exceed $B(d, k, m)t^{-m}$, and the second integral on the right is $o(t^{-m})$. This completes the proof.

3. Dunkl-Bessel potential. This section is devoted to the study of the Dunkl-Bessel potential of a function, then of a $k$-temperature and finally of a tempered distribution.

Definition 3.1. For any $f \in L^p(\mathbb{R}^d, h_2^2)$, where $1 \leq p \leq \infty$, and for any $\alpha > 0$, the $k$-Bessel potential $J^k_\alpha f$ of order $\alpha$ of $f$ is given by

$$J^k_\alpha f = b^k_\alpha \ast f,$$

with the kernel function

$$b^k_\alpha(x) = \frac{1}{2^{\gamma_k + \frac{d}{2} \Gamma \left( \frac{d}{2} \right)} \int_0^{+\infty} e^{-t} e^{-\frac{|x|^2}{t} - \gamma_k + \frac{(\alpha - d)}{2}} \frac{1}{t^{d/2}} dt}$$

$$= \frac{1}{2^{\gamma_k + \frac{d}{2} \Gamma \left( \frac{d}{2} \right)} \|x\|^{\frac{d}{2} - \gamma_k + \frac{\alpha - d}{2}} K^{\frac{d}{2} - \gamma_k - \frac{\alpha - d}{2}} \left( \|x\| \right)}.$$

Here

$$K_\beta(z) = \frac{\pi}{2} \left\{ \frac{J_{-\beta}(z) - J_{\beta}(z)}{\sin \beta \pi} \right\},$$

where $J_{\beta}$ is the modified Bessel function of the first kind with series expansion

$$J_{\beta}(z) = \sum_{n=0}^{+\infty} \left( \frac{z^2}{4} \right)^{\beta + 2n} \frac{1}{n! \Gamma(\beta + n + 1)}.$$

The $k$-Bessel potentials are bounded operators from $L^p(\mathbb{R}^d, h_2^2)$ to itself for $1 \leq p \leq \infty$ (see [15]), i.e. if $f \in L^p(\mathbb{R}^d, h_2^2)$ and $\alpha > 0$, then $J^k_\alpha f \in L^p(\mathbb{R}^d, h_2^2)$ and $\|J^k_\alpha f\|_{k,p} \leq \|f\|_{k,p}$. Further, for $\alpha, \beta > 0$

$$J^k_\alpha (J^k_\beta f) = J^k_{\alpha + \beta} f.$$

Since, $b^k_\alpha \in \mathcal{E}_{rad}(\mathbb{R}^d)$ (the subspace of radial functions in $\mathcal{E}(\mathbb{R}^d)$). Then according to Proposition 1.2, relation (1) and formula (17) given in [2] p.313, we have

$$\mathcal{T}_{\gamma_k} b^k_\alpha(x) = \frac{1}{2^{\gamma_k + \frac{d}{2} \Gamma \left( \frac{d}{2} \right)} \int_0^{\infty} e^{-t} e^{-\frac{|x|^2}{t} - \gamma_k + \frac{(\alpha - d)}{2}} \frac{1}{t^{d/2}} dt} \times$$

$$K^{\frac{d}{2} - \gamma_k - \frac{\alpha - d}{2}} \left( \sqrt{|x|^2 + \|y\|^2 + 2 < x, \xi >} \right) d\mu^k_y(\xi). \quad (11)$$

Our discussion of $k$-Bessel potential is motivated by the following theorem.

Theorem 3.2. Let $\alpha > 0$, $1 \leq p \leq \infty$ and let $f \in L^p(\mathbb{R}^d, h_2^2)$, then

(i) The $k$-Bessel potential $J^k_\alpha f$ of order $\alpha$ of $f$ is given for almost all $x$ by

$$J^k_\alpha f(x) = \frac{1}{\Gamma \left( \frac{d}{2} \right)} \int_0^{+\infty} t^{\frac{d}{2} - 1} e^{-t} G^k_t(f)(x) dt, \quad (12)$$

where $G^k_t(f)(x)$ is the $k$-temperature of $f$ at $x$.
where $G^k_t(f)$, $t > 0$, is the $k$-heat transform of $f$ on $\mathbb{R}^d$.

(ii) The $k$-heat transform of $J^k_\alpha f$, $\alpha > 0$, on $\mathbb{R}^d$ is the function $G^k_s(J^k_\alpha f)$ given by

$$G^k_s(J^k_\alpha f)(x) = \frac{1}{\Gamma(\frac{\alpha}{2})} \int_0^{+\infty} t^{\frac{\alpha}{2} - 1} e^{-t} G^k_{s+t}(f)(x) dt. \tag{13}$$

Moreover, for each $s > 0$, the function $x \mapsto G^k_s(J^k_\alpha f)(x)$ is the $k$-Bessel potential of $x \mapsto G^k_s(f)(x)$.

Proof. Let $g : \mathbb{R}^d \rightarrow \mathbb{R}$ be given by

$$g(x) = \frac{1}{\Gamma(\frac{\alpha}{2})} \int_0^{+\infty} t^{\frac{\alpha}{2} - 1} e^{-t} |G^k_t(f)(x)| dt.$$

By Minkowski’s inequality and Theorem 2.4(i), we have $\|g\|_{k,p} \leq c_\alpha^{-1}\|f\|_{k,p}$. Hence, the integral on the right of (12) exists a.e.

We may assume without loss of generality that $f \geq 0$. From Fubini-Tonelli’s theorem and Lemma 2.1(viii), we have

$$\int_0^{+\infty} t^{\frac{\alpha}{2} - 1} e^{-t} G^k_t(f)(x) dt =$$

$$2^{-\gamma_k - \frac{d}{2}} \int_{\mathbb{R}^d} f(y) \left\{ \int_0^{+\infty} t^{\frac{\alpha}{2} - \gamma_k - \frac{d}{2} - 1} e^{-t} \frac{|x|^2 + |y|^2}{4} e^{-t} E_k(x, \frac{y}{2t}) dt \right\} h^2_k(\frac{y}{|y|}) dy. \tag{14}$$

Using the relation (2), Fubini-Tonelli’s theorem and formula (17) given in [2] p.313, we obtain

$$\int_0^{+\infty} t^{\frac{\alpha}{2} - \gamma_k - \frac{d}{2} - 1} e^{-t} \frac{|x|^2 + |y|^2}{4} e^{-t} E_k(x, \frac{y}{2t}) dt = 2^{-\frac{\alpha}{2} + \gamma_k + \frac{d}{2} + 1} \times \tag{15}$$

$$\int_{C(\xi)} (\|x\|^2 + \|y\|^2 - 2 < \xi, x >) \frac{1}{2} (\frac{\alpha}{2} - \gamma_k) K_{\frac{\alpha}{2} - \gamma_k - \frac{d}{2}}(\sqrt{\|x\|^2 + \|y\|^2 - 2 < \xi, x >}) d\mu^k_y(\xi).$$

Then (12) is a consequence of (11). We deduce (13) from the assertion (i), Fubini’s theorem and Theorem 2.3(ii).

Definition 3.3. A function $U^k$ on $\Omega = \mathbb{R}^d \times [0, +\infty[$ is said to be a $k$-temperature if it is indefinitely differentiable on $\Omega$ and satisfies at each point of $\Omega$ the heat equation for the $k$-Laplacian i.e.

$$\triangle_k U^k(x, t) = \partial_t U^k(x, t).$$

We refer to [8] for the following definition of a $k$-Bessel potential for certain $k$-temperatures.

Definition 3.4. Let $T^k(\Omega)$ denote the linear space of $k$-temperatures $U^k$ on $\Omega$ with the properties that if $(\nu, m) \in N^d \times N$, $b > 0$, $c > 0$, and $S$ is a compact subset of $\mathbb{R}^d$, there exists $C \geq 0$ such that

$$|D^\nu \partial_t^m U^k(x, t)| \leq Ct^{-b} e^t, \text{ for all } (x, t) \in S \times [c, +\infty[. \tag{16}$$
For any real number $\alpha$ and for any $U^k \in \mathcal{T}^k(\Omega)$ we define $J^k_\alpha(U^k)$ to be the function with domain $\Omega$ given as follows:

(i) $J^k_0(U^k) = U^k$;
(ii) if $\alpha > 0$, then

$$J^k_\alpha(U^k)(x,s) = \frac{1}{\Gamma(\frac{\alpha}{2})} \int_0^{+\infty} t^{\frac{1}{2}} e^{-t} U^k(x, s+t) dt; \quad (17)$$

(iii) if $\alpha$ is a negative even integer, say $\alpha = -2m$, then

$$J^k_\alpha(U^k)(x,s) = J^k_{-2m}(U^k)(x,s) = (-1)^m e^s \partial_s^m \{ e^{-s} U^k(x,s) \};$$

(iv) if $\alpha = -\beta < 0$ and $\beta$ is not an even integer, then

$$J^k_\alpha(U^k) = J^k_{-\beta}(U^k) = J^k_{2m-\beta}(J^k_{-2m}(U^k)).$$

where $m = \lfloor \frac{1}{2} \beta \rfloor + 1$, and where $J^k_{2m-\beta}$ and $J^k_{-2m}$ are defined as in (ii) and (iii).

The proof of the following theorem follows the argument for the ordinary case (i.e., $k = 0$) as given in [8] p.401.

**Theorem 3.5.** Let $U^k \in \mathcal{T}^k(\Omega)$, and let $J^k_\alpha(U^k)$ be defined as in definition 3.4. Then

(i) for each real $\alpha$ the function $J^k_\alpha(U^k) \in \mathcal{T}^k(\Omega)$,
(ii) for all real $\alpha$, $\beta$

$$J^k_\alpha(J^k_\beta(U^k)) = J^k_{\alpha+\beta}(U^k).$$

**Corollary 3.6.** For each real number $\alpha$, $J^k_\alpha$ is a linear isomorphism of $\mathcal{T}^k(\Omega)$ onto itself, with inverse $J^k_{-\alpha}$.

**Definition 3.7.** Let $T$ be in $\mathcal{S}'(\mathbb{R}^d)$ and $\varphi$ in $\mathcal{S}(\mathbb{R}^d)$. The Dunkl convolution product of $T$ and $\varphi$ is the function $T \ast_k \varphi$ defined by

$$\forall x \in \mathbb{R}^d, \ T \ast_k \varphi(x) = < T_y, T^{-k}_{-2} \varphi(y) > .$$

The Dunkl transform of a distribution $T$ in $\mathcal{S}'(\mathbb{R}^d)$ is defined by

$$< \mathcal{F}_k(T), \varphi > = < T, \mathcal{F}_k(\varphi) > , \ \varphi \in \mathcal{S}(\mathbb{R}^d).$$

**Proposition 3.8.** ([18]) (i) For $T$ in $\mathcal{S}'(\mathbb{R}^d)$ and $\varphi$ in $\mathcal{S}(\mathbb{R}^d)$ the function $T \ast_k \varphi$ belongs to $\mathcal{E}(\mathbb{R}^d)$ and we have

$$D^\nu(T \ast_k \varphi) = T \ast_k D^\nu \varphi.$$  

(ii) Let $T$ be in $\mathcal{S}'(\mathbb{R}^d)$ and $\varphi$ in $\mathcal{S}(\mathbb{R}^d)$. Then the distribution on $\mathbb{R}^d$ given by $T \ast_k \varphi$ belongs to $\mathcal{S}'(\mathbb{R}^d)$ and we have

$$\mathcal{F}_k(T \ast_k \varphi) = \mathcal{F}_k(\varphi) \mathcal{F}_k(T).$$

Here $[x]$ denotes the greatest integer not exceeding $x$, $x \in \mathbb{R}$.
Remarks. If \( T, g \in S'(\mathbb{R}^d) \) and \( \mathcal{F}_k(g) \in \mathcal{O} \) (the class of indefinitely differentiable functions on \( \mathbb{R}^d \) all of whose Dunkl derivatives are slowly increasing), then \( T *_k g \) is the element of \( S'(\mathbb{R}^d) \) given by \( \mathcal{F}_k(T *_k g) = \mathcal{F}_k(T) \mathcal{F}_k(g) \).

Definition 3.9. For any \( T \in S'(\mathbb{R}^d) \), the \( k \)-heat transform of \( T \) is given by
\[
G^k_i(T)(x) = T *_k F^k_i(x).
\]

Lemma 3.10. Let \( T \in S'(\mathbb{R}^d) \), and let \( G^k_i(T) \) be its \( k \)-heat transform. Then \( G^k_i(T) \) is a \( k \)-temperature on \( \Omega \). Moreover, for each \( (\nu, m) \in \mathbb{N}^d \times \mathbb{N}, c > 0 \), there exist non-negative numbers \( a, b, r \) and \( C \) such that for all \( (x, t) \in \mathbb{R}^d \times [c, +\infty[ \)
\[
|D^\nu \partial^\alpha_x G^k_i(T)(x)| \leq C(1 + \|x\|^2)^a(1 + t)^b t^{-r}.
\]

Proof. Since \( F^k_i \) is a \( k \)-temperature and \( T \) is linear, then Proposition 3.8 gives that \( G^k_i(T) \) is a \( k \)-temperature on \( \Omega \).

As \( T \) belongs to \( S'(\mathbb{R}^d) \), then there exist a positive constant \( c_0 \) and \( s_0, l_0 \in \mathbb{N} \) such that
\[
|T *_k \varphi(x)| \leq c_0 \rho_{s_0, l_0}(T^k_x \varphi), \forall \varphi \in S(\mathbb{R}^d).
\]

In particular,
\[
|D^\nu \partial^\alpha_x G^k_i(T)(x)| \leq c_0 \rho_{s_0, l_0}(T^k_x D^\nu \partial^\alpha_x F^k_i).
\]

But using the inequality
\[
\forall x, y \in \mathbb{R}^d, 1 + \|x + y\|^2 \leq 2(1 + \|x\|^2)(1 + \|y\|^2),
\]
the relations (4), (1) and the representation of \( V_k^{-1} \) (see [16]), we deduce that there exist a positive constant \( c_1 \) and \( s, l \in \mathbb{N} \) such that
\[
\rho_{s_0, l_0}(T^k_x D^\nu \partial^\alpha_x F^k_i) \leq c_1(1 + \|x\|^2)^{l_0} \rho_{s, l}(D^\nu \partial^\alpha_x F^k_i).
\]

Further, by Lemma 2.1(ii)(iii), we have for all \((y, t) \in \mathbb{R}^d \times [c, +\infty[, \lambda \in \mathbb{N}^d \)
\[
|D^\lambda \partial^m_y F^k_i(y)| \leq B(d, \lambda, k, m) t^{-m-\gamma_k - \frac{2}{d}} \left[ t^{-|\lambda|}(1 + \|y\|\sqrt{t})^2 + \left(1 + \|y\|t^{-\frac{d}{2}}\right)^{|\lambda|} \right] e^{-\frac{\|y\|^2}{4t}}.
\]

The elementary inequality \((\sqrt{t} + \|y\|)^p \leq 2^{\frac{p}{2}}(1 + t)^{\frac{p}{2}}(1 + \|y\|^2)^{\frac{p}{2}}, p \in \mathbb{N}\)
leads to
\[
|D^\lambda \partial^m_y F^k_i(y)| \leq B(d, \lambda, k, m, c) t^{-m-|\lambda| - \gamma_k - \frac{2}{d}} (1 + t)^{m + \frac{|\lambda|}{2} + \frac{m + 1}{2} e^{-\frac{\|y\|^2}{4t}}}.
\]

Hence, there exists \( m_0 \in \mathbb{N} \) such that
\[
\rho_{s, l}(D^\nu \partial^m_y F^k_i) \leq B(d, k, \nu, l, m, c) t^{-m-|\nu|-m_0 - \gamma_k - \frac{2}{d}} (1 + t)^{m + \frac{|\nu|}{2} + \frac{m}{2}} \sup_{y \in \mathbb{R}^d} \{ (1 + \|y\|^2)^{m + \frac{|\nu|}{2}} e^{-\frac{\|y\|^2}{4t}} \}.
\]

Since
\[
\sup_{\rho \geq 0} (1 + \rho)^{m + \frac{|\nu|}{2} + l + s} e^{-\frac{\rho}{4}} \leq B(\nu, m)(1 + t)^{m + \frac{|\nu|}{2} + l + s},
\]

then we have
\[
|D^{\nu} \partial_t^m \mathcal{G}_1^k(T)(x)| \leq C(1 + ||x||^2)\alpha t^{-m-|\nu|-\gamma_k-\frac{d}{2}}(1 + t)^{2m + |\nu| + l + s + \frac{m_0}{2}}.
\]

**Definition 3.11.** For any real number \( \alpha \) and for any \( T \in \mathcal{S}'(\mathbb{R}^d) \) the \( k \)-Bessel potential of order \( \alpha \) of \( T \) is the element \( \mathcal{J}_\alpha^k(T) \) of \( \mathcal{S}'(\mathbb{R}^d) \) given by the relation
\[
\mathcal{F}_k(\mathcal{J}_\alpha^k(T)) = (1 + ||.||^2)^{-\frac{d}{2}} \mathcal{F}_k(T),
\]
where the identity is to be understood in the sense of distributions.

**Remark.**
- For all real \( \alpha, \beta \), and all \( T \in \mathcal{S}'(\mathbb{R}^d) \), we have \( \mathcal{J}_\alpha^k(T) = \mathcal{J}_\alpha^k(T) \).
- By definition, we have
\[
\mathcal{J}_\alpha^k(T) = T \ast_b^k,
\]
where \( b_\alpha^k \) is a tempered distribution whose Dunkl transform \( \mathcal{F}_k(b_\alpha^k) = [(1 + ||.||^2)^{-\frac{d}{2}}] \).
- If \( f \in L^p(\mathbb{R}^d, h_\alpha^2) \), where \( 1 \leq p \leq \infty \) and \( \alpha > 0 \), then
\[
\mathcal{J}_\alpha^k([f]) = \mathcal{J}_\alpha^k(f) = f \ast_b^k.
\]

Using the following formula
\[
K_\nu(z) \sim \left( \frac{\pi}{2z} \right)^{\frac{d}{2}} e^{-z}, \quad z \to \infty, \quad \text{as } \nu \to \infty,
\]
we deduce that, if \( \alpha > 0 \) and \( y \) be fixed in \( \mathbb{R}^d \)
\[
\mathcal{J}_\alpha^k(T)(x) \sim B(d, \alpha, k)||x||^{\frac{d}{2}(\alpha - d + 1) - \gamma_k} e^{-||x||}, \quad \text{as } ||x|| \to \infty.
\]

**Theorem 3.12.** Let \( \alpha \in \mathbb{R} \), and \( T \in \mathcal{S}'(\mathbb{R}^d) \). Then
(i) \( \mathcal{G}_1^k(T) \in \mathcal{T}^k(\Omega) \), and \( \mathcal{J}_\alpha^k(G_1^k(T)) \) is the \( k \)-heat transform of \( \mathcal{J}_\alpha^k(T) \).
(ii) For each \( t > 0 \), the function \( x \mapsto \mathcal{J}_\alpha^k(G_1^k(T))(x) \) is the \( k \)-Bessel potential of order \( \alpha \) of \( x \mapsto G_1^k(T)(x) \), in the distributional sense.

**Proof.** (i) By Lemma 3.10, we deduce that \( (x, t) \mapsto G_1^k(T)(x) \) belongs to \( \mathcal{T}^k(\Omega) \) and \( x \mapsto G_1^k(T)(x) \) belongs to \( \mathcal{O} \) for each \( t > 0 \). So that \( \mathcal{J}_\alpha^k(G_1^k(T))(x, t) \) and \( \mathcal{J}_\alpha^k(G_1^k(T)) \) are defined. It is easily verified that
\[
G_1^k(\mathcal{J}_\alpha^k(T)) = \mathcal{J}_\alpha^k(G_1^k(T))
\]
in the distributional sense.

(ii) By the definition 3.9 and Lemma 2.1(ix), we obtain
\[
G_1^k(G_2^k(T)) = G_1^k(T), \quad \text{for } s, t > 0.
\]

\(^2[f] \) is the distribution on \( \mathbb{R}^d \) associated with the function \( f \). In addition \([f] \) belongs to \( \mathcal{S}'(\mathbb{R}^d) \), when \( f \in L^p(\mathbb{R}^d, h_\alpha^2) \) or \( f \) is slowly increasing.
Suppose first $\alpha > 0$. Since $G_t^k(T) \in \mathcal{O}$, $t > 0$, then from the relation (18), we have

$$G_t^k(J_t^k(T))(x) = \int_{\mathbb{R}^d} T^k_{y_\alpha}(x)G_t^k(T)(y)dy.$$ 

From the relation (19), we remark that the integral on the right is finite. In view of relations (11), (15), (14) and (20) we obtain

$$G_t^k(J_t^kT)(x) = \frac{1}{\Gamma(\frac{d}{2})} \int_0^{+\infty} s^{-\frac{d}{2}-1}e^{-s}G_t^{k+1}(T)(x)ds = J_{\alpha}^k(G_t^k(T))(x,t).$$

Next, let $\alpha = -\beta < 0$, we have

$$J_{\beta}^k(G_t^k(J_t^{-\beta}(T))) = G_t^k(T).$$

Hence, by Theorem 3.5(ii), we deduce

$$J_{\beta}^k(G_t^k(J_t^{-\beta}(T)))(x,t) = G_t^k(J_t^{-\beta}(T))(x).$$

**4. Dunkl-Flett potential and Dunkl weighted wavelet-like transform associated to the $k$-Poisson transform.** We begin this section by introducing the $k$-Poisson transform which permits to define and study the Dunkl-Flett potential and its relation with the Dunkl weighted wavelet-like transform which is also studied here and we give an associated inversion formula.

Before asserting some properties of the $k$-Poisson transform, we recall that the homologous of maximal function in the Dunkl setting is defined in [14] to be the operator $M_k$ acting on $L^p(\mathbb{R}^d, h_k^2)$, given by

$$M_kf(x) = \sup_{r > 0} \frac{1}{d_kr^{d+2\gamma_k}} |f \ast_k \chi_{B_r}(x)|,$$

where $\chi_{B_r}$ is the characteristic function of the ball $B_r$ of radius $r$ centered at 0 and

$$d_k^{-1} = \int_{B_1} h_k^2(y)dy = \int_{S^{d-1}} h_k^2(x)d\omega(x).$$
The maximal function can also be written as

\[ M_k f(x) = \sup_{r > 0} \frac{\int_{B_r} T_y^k f(x) h_k^2(y) dy}{\int_{B_r} h_k^2(y) dy} \]

**Lemma 4.1.** Let \( f \in L^p(\mathbb{R}^d, h_k^2) \), \( 1 \leq p \leq \infty \) and \( P_t^k f \) is the \( k \)-Poisson transform of \( f \). Then

(a) \( \| P_t^k f \|_{k,p} \leq \| f \|_{k,p} \);

(b) \( \sup_{t > 0} |P_t^k f(x)| \leq c_{d,k} M_k f(x) \), where \( c_{d,k} = 2^{2\gamma_k+d+1} c_{d,k} \);

(c) \( \lim_{t \to 0} P_t^k f(x) = f(x) \), where the limit is interpreted in \( L_{p,k} \)-norm and pointwise a.e.

For \( f \in C_0(\mathbb{R}^d) \) the convergence is uniform on \( \mathbb{R}^d \):

(d) \( P_t^k P_t^k f = P_{t+\tau}^k f \), \( \tau, t > 0 \);

(e) \( \sup_{x \in \mathbb{R}^d} |P_t^k f(x)| \leq (c_{d,k})^{\frac{1}{p}} t^{\frac{-d-2\gamma_k}{p}} \| f \|_{k,p} \), \( p \in [1, +\infty[ \).

**Proof.** (a) is merely Tonelli’s theorem and the fact

\[ \int_{\mathbb{R}^d} T_x^k P_t^k(y) h_k^2(y) dy = \int_{\mathbb{R}^d} P_t^k(y) h_k^2(y) dy = 1 \]  

(21)

when \( p = 1 \). If \( 1 < p < \infty \), let \( q \) be the conjugate exponent to \( p \), then using Hölder’s inequality, relation (21) and Fubini’s theorem we prove the result. When \( p = \infty \) the proof is trivial. The assertion (b) and (c) follow from the the writing of \( P_t^k f \) as

\[ P_t^k f(x) = f \ast_k \psi_t^k(x), \]

where \( \psi_t^k \) is the dilation of \( \psi_k(x) = c_{d,k} \frac{1}{(1+|x|^2)^{\gamma_k+d/2}} \) given by \( \psi_t^k(x) = t^{-2\gamma_k-d} \psi^k \left( \frac{x}{t} \right) \), and are the consequences of Theorem 6.2 and Theorem 7.3 [14]. The assertion (d) is clear.

(e) From Proposition 1.2 and relation (1), we have

\[ T_x^k P_t^k(y) \leq c_{d,k} t^{-2\gamma_k-d}. \]

We deduce the result, using the following inequality

\[ |P_t^k f(x)| \leq \left( \int_{\mathbb{R}^d} T_x^k P_t^k(-y)|f(y)| p h_k^2(y) dy \right)^{\frac{1}{p}}. \]

Given a finite Borel measure \( \mu \) on \( \mathbb{R} \), the notation \( \int_a^b \varphi(t) d\mu(t) \) is used for the integral \( \int_{[a,b]} \varphi(t) d\mu(t) \). In case of \( \lim_{t \to -\infty} \varphi(t) = 0 \), we assume that \( \mu([-\infty,a]) = 0 \) and

\[ \int_{[a,b]} \varphi(t) d\mu(t) = \int_{(a,b]} \varphi(t) d\mu(t). \]

**Definition 4.2.** For any \( f \in L^p(\mathbb{R}^d, h_k^2) \), where \( 1 \leq p \leq \infty \) and for any \( \alpha > 0 \), the \( k \)-Flett potential \( T_k^\alpha f \) of order \( \alpha \) of \( f \) is given by

\[ T_k^\alpha f(x) = \frac{1}{\Gamma(\alpha)} \int_0^{+\infty} t^{\alpha-1} e^{-t} P_t^k f(x) dt. \]
\[ \phi^k_\alpha(x) = \frac{1}{\Gamma(\alpha)} \int_0^{+\infty} t^{\alpha-1} e^{-t} P^k_t(x) dt = \frac{c_{d,k}}{\Gamma(\alpha)} \|x\|^{\alpha-2\gamma_k-d} \int_0^{+\infty} s^{\alpha} e^{-s\|x\|} \frac{d^s}{(1+s^2)^{\gamma_k+\frac{d}{2}}} ds. \]  

(22)

It is easily proved from (22) that \( \phi^k_\alpha \) has the following basic properties:

(i) If \( \alpha > d + 2\gamma_k \), then \( \phi^k_\alpha \) is continuous on \( \mathbb{R}^d \) and \( \phi^k_\alpha(x) > 0 \), for all \( x \in \mathbb{R}^d \).

b) If \( 0 < \alpha \leq d + 2\gamma_k \), then \( \phi^k_\alpha \) is continuous on \( \mathbb{R}^d \setminus \{0\} \) and \( \phi^k_\alpha(x) > 0 \) for all non-zero \( x \in \mathbb{R}^d \). Further, if \( 0 < \alpha < d + 2\gamma_k \), then

\[ \phi^k_\alpha(x) \sim \frac{c_{d,k}}{2\Gamma(d+2\gamma_k)} \log \frac{1}{\|x\|} \quad \text{as} \quad \|x\| \to 0, \]

and

\[ \phi^k_{\alpha+2\gamma_k}(x) \sim \frac{c_{d,k}}{2\Gamma(d+2\gamma_k)} \|x\|^{-2\gamma_k-d} \quad \text{as} \quad \|x\| \to 0. \]

(ii) \( \phi^k_\alpha \in L^1(\mathbb{R}^d, h^2_\gamma) \), \( \|\phi^k_\alpha\|_{k,1} = 1 \) and \( F_k(\phi^k_\alpha)(x) = (1 + \|x\|)^{-\alpha} \), for all \( \alpha > 0 \).

(iii) \( \phi^k_\alpha \ast \phi^k_\beta = \phi^k_{\alpha+\beta} \), whenever \( \alpha, \beta > 0 \).

(iv) \( \|T_k f\|_{k,p} \leq \|f\|_{k,p}, \forall \alpha > 0, 1 \leq p \leq \infty \).

(v) For all \( \alpha > 0 \), \( \phi^k_\alpha(x) \sim \alpha c_{d,k} \|x\|^{-2\gamma_k-d} \) as \( \|x\| \to \infty \).

**Definition 4.3.** A signed Borel measure on \( \mathbb{R}^+ \) is said to be a wavelet measure if

\[ \|\mu\| = |\mu|_{(\mathbb{R}^+)} = \int_{\mathbb{R}^+} d|\mu|(\eta) < \infty \quad \text{and} \quad \mu(\mathbb{R}^+ = \int_{\mathbb{R}^+} d\mu(\eta) = 0. \]

**Definition 4.4.** Let \( \mu \) be a wavelet measure on \( \mathbb{R}^+ \). The \( k \)-weighted wavelet-like transform of \( f \in L^p(\mathbb{R}^d, h^2_\gamma) \) associated to the \( k \)-Poisson transform \( P^k_t f \) and generated by the measure \( \mu \) is defined as

\[ \mathcal{W}^k_{t,\mu} f(x) = \int_{\mathbb{R}^d} e^{-t\|x\|^2/2} P^k_t f(x) d\mu(\eta), \quad x \in \mathbb{R}^d, \ t > 0. \]

**Remarks.**

- Owing to Lemma 4.1(c), it is assumed that \( e^{-t\|x\|^2/2} P^k_t f(x)|_{t=0} = f(x) \) and therefore

\[ \int_{\mathbb{R}^d} e^{-t\|x\|^2/2} P^k_t f(x) d\mu(\eta) = \int_{(0,\infty)} e^{-t\|x\|^2/2} P^k_t f(x) d\mu(\eta) + \mu(\{0\}) f(x). \]

- For any fixed \( t > 0 \), the \( k \)-weighted wavelet-like transforms are bounded operators from \( L^p(\mathbb{R}^d, h^2_\gamma) \) to itself for \( p \in [1, +\infty] \), i.e., if \( f \in L^p(\mathbb{R}^d, h^2_\gamma) \), \( t > 0 \), \( \|\mathcal{W}^k_{t,\mu} f\|_{k,p} \leq \|\mu\| \|f\|_{k,p} \).

The proof of the following Lemma follows the proof of Theorem 3.12 p.60 in [13].

**Lemma 4.5.** Let \( \{T_\epsilon\}, \epsilon > 0 \), be a family of linear operators mapping \( L^p(\mathbb{R}^d, h^2_\gamma) \), \( 1 \leq p \leq \infty \), into the space of measurable functions on \( \mathbb{R}^d \). For each \( f \in L^p(\mathbb{R}^d, h^2_\gamma) \) define \( T^* f \) by letting

\[ (T^* f)(x) = \sup_{\epsilon > 0} |(T_\epsilon f)(x)|, \quad x \in \mathbb{R}^d. \]
Suppose that there exists a constant $c > 0$ and a real number $q \geq 1$ such that
\[ \int_{\{x : (T^* f)(x) > t\}} h_k^2(x) dx \leq \left( \frac{\|f\|_{L^p}}{t} \right)^q, \]
for all $t > 0$ and $f \in L^p(\mathbb{R}^d, h_k^2)$. If there exists a dense subset $D$ of $L^p(\mathbb{R}^d, h_k^2)$ such that $\lim_{\epsilon \to 0} (T_\epsilon g)(x)$ exists and is finite a.e. whenever $g \in D$, then for each $f \in L^p(\mathbb{R}^d, h_k^2)$, $\lim_{\epsilon \to 0} (T_\epsilon f)(x)$ exists and is finite a.e.

Using the last lemma and lemma 4.1 the proof of the following theorems carried over from classical case setting in [1] without changes.

**Theorem 4.6.** Let $f \in L^p(\mathbb{R}^d, h_k^2)$, $1 \leq p < \infty$, or $f \in C_0(\mathbb{R}^d)$ when $p = \infty$. Suppose that $\mu$ is a finite Borel measure on $\mathbb{R}^+$ satisfying
\[ \mu(\mathbb{R}^+) \equiv 0 \text{ and } \int_{\mathbb{R}^+} |\log \tau| d\mu(\tau) < +\infty. \]

Then
\[ \int_0^{+\infty} W_k^{k,\mu} f(x) \frac{dt}{t} = \lim_{\epsilon \to 0} \int_\epsilon^{+\infty} W_k^{k,\mu} f(x) \frac{dt}{t} = c_\mu f(x), \quad (23) \]
where $c_\mu = \int_0^{+\infty} \log \frac{1}{t} d\mu(\tau)$. The limit in (23) is understood in $L_{p,k}$-norm and point-wise for almost all $x \in \mathbb{R}^d$. In case of $f \in C_0(\mathbb{R}^d)$, the convergence is uniform on $\mathbb{R}^d$.

The next theorem gives a new representation of the $k$-Flett potentials with the aid of the $k$-weighted wavelet-like transform $W_k^{k,\mu}$.

**Theorem 4.7.** Let $\alpha > 0$, $f \in L^p(\mathbb{R}^d, h_k^2)$, $1 \leq p \leq \infty$ and let $\mu$ be a finite Borel measure on $\mathbb{R}^+$ satisfying the conditions
\[ \int_0^{+\infty} t^{-\alpha} d\mu(t) < \infty \text{ and } c_{a,\mu} \equiv \int_0^{+\infty} t^{-\alpha} d\mu(t) \neq 0. \]

Then
\[ T_k^{\alpha} f(x) = \frac{1}{\Gamma(\alpha)c_{a,\mu}} \int_0^{+\infty} t^{\alpha} W_k^{k,\mu}(x) \frac{dt}{t}. \]

The following theorem gives an inversion formula for the transform $W_k^{k,\mu}$.

**Theorem 4.8.** Let $\alpha > 0$, $f \in L^p(\mathbb{R}^d, h_k^2)$, $1 \leq p \leq \infty$ and let $\mu$ be a finite Borel measure on $\mathbb{R}^+$ satisfying
\begin{itemize}
  \item $\int_0^{+\infty} t^\beta d\mu(t) < \infty$ for some $\beta > \alpha$;
  \item $\int_0^{+\infty} t^k d\mu(t) = 0$, $k = 0, 1, \ldots, m$, where $m = [\alpha]$ is the integer part of $\alpha$.
\end{itemize}

Then
\[ \frac{1}{k_{a,\mu}} \int_0^{+\infty} t^{-\alpha} W_k^{k,\mu}(T_k^{\alpha} f)(x) \frac{dt}{t} = \frac{1}{k_{a,\mu}} \lim_{\epsilon \to 0} \int_\epsilon^{+\infty} t^{-\alpha} W_k^{k,\mu}(T_k^{\alpha} f)(x) \frac{dt}{t} = f(x), \quad (24) \]
where
\[ k_{a,\mu} = \begin{cases}
  \Gamma(-\alpha) \int_0^{+\infty} t^\alpha d\mu(t) & , \text{ if } \alpha \in \mathbb{R}^+ \setminus \mathbb{N}, \\
  (-1)^{\alpha-1} \int_0^{+\infty} t^\alpha \log t d\mu(t) & , \text{ if } \alpha \in \mathbb{N}.
\end{cases} \]
The limit in (24) is interpreted in $L_{p,k}$-norm and pointwise a.e., for $1 \leq p < \infty$. If $f \in C_0(\mathbb{R}^d)$, the convergence is uniform on $\mathbb{R}^d$. 
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