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Abstract. We study the stability in the Cauchy Problem for the Helmholtz equation in dependence of the wave number $k$. For simple geometries, we show analytically that this problem is getting more stable with increasing $k$. In more detail, there is a subspace of the data space on which the Cauchy Problem is well posed, and this subspace grows with larger $k$. We call this a subspace of stability. For more general geometries, we study the ill-posedness by computing the singular values of some operators associated with the corresponding well-posed (direct) boundary value problems. Numerical computations of the singular values show that an increasing subspace of stability exists for more general domains and boundary data. Assuming the existence of such subspaces we develop a theory of (Tikhonov type) regularization for the Cauchy Problem, giving convergence rates and regularization parameter choice which improve with growing $k$.

Key words. Cauchy Problem, Helmholtz equation, subspace of stability, conditional stability.

AMS subject classifications. 35R30, 35R25, 35B60, 65F15.

1. Introduction. The Cauchy Problem for the Helmholtz equation is a well-known example of an ill-posed problem. As for other elliptic partial differential equations, its solution is unique, but does not depend continuously on the Cauchy data in standard norms [1, 9, 17]. However, the ill-posedness is more involved for the Helmholtz equation than for, e.g., the Laplace equation, because stability estimates exhibit a strong dependence on the wave number $k$. In [25, 26, 14, 15], it was shown that under certain convexity type assumptions, conditional stability for the Cauchy Problem improves with higher wave number, and in fact, turns to Lipschitz type estimates in the high frequency limit $k \to \infty$, which is an unexpected behaviour for elliptic Cauchy Problems. This effect is the main motivation for our work. We would like to investigate the transition from a severely ill-posed problem to a mildly (or even stable) problem when the wave number grows. We show analytically Lipschitz stability of the “low frequency” part of a solution, but only for simple geometries. In a more general situation, we study the problem numerically as an operator equation in Hilbert spaces. We compute the singular values of the associated forward operator. The main conclusion is that for all domains we considered, there are subspaces which are increasing with $k$, on which the Cauchy Problem is well-posed. We call these subspaces subspaces of stability. We suspect that the occurrence of these subspaces is a general property of the Cauchy Problem for the Helmholtz type equations. Under the assumption that these subspaces exist, we furthermore study the convergence of Tikhonov regularization. Theorems 1, 3, 4 state error estimates for Tikhonov regularization applied to our problem. It turns out that, similarly to the conditional stability estimates, the convergence and convergence rates show a strong dependence on the wave number (or the subspace of stability, respectively). For the limit case that the wave number $k$ tends to $\infty$, we prove – under the assumption of a growing subspace of stability – linear error rates, indicating an asymptotically well-posed problem. The
main contribution to a standard error analysis is the inclusion of the \( k \)-dependence, leading to improving rates compared to known estimates.

The paper is organized as follows: In Section 2 we state the problem in precise form, discuss some known results, and give Lipschitz stability estimates for the low frequency part of the solution to the Cauchy Problem in a square and in an annulus, when the convexity conditions in [14, 15, 25] are violated and one has deteriorating stability of the solution for larger \( k \) [17]. Moreover, we formulate this problem as an operator equation and analyze the singular values for rectangular and annular domains. In Section 3 we consider the Tikhonov regularization for this problem and prove convergence and convergence rates results. In Section 4 we look for the subspaces of stability by numerical means when analytic solutions are not available. In Section 5 we numerically computed Tikhonov regularization and give evidence on the predicted convergence rates and improving stability.

2. Problem statement and background. Let \( \Omega \) be a domain with Lipschitz boundary \( \partial \Omega \) and \( \nu \) be the exterior unit normal to \( \partial \Omega \). Let \( \Gamma_{\text{obs}} \) be a non empty open part of \( \partial \Omega \), where the Cauchy data are given, and \( \Gamma_b \) be another (open, possibly empty) part, where Neumann data are given. We are interested in the Cauchy problem for the Helmholtz equation, i.e., we want to find a solution \( u \) of the problem

\[
\begin{align*}
(\Delta + k^2)u &= f \quad \text{in } \Omega, \\
 u|_{\Gamma_{\text{obs}}} &= u_0, \quad \partial_\nu u|_{\Gamma_{\text{obs}}} = u_1, \\
 \partial_\nu u|_{\Gamma_b} &= 0,
\end{align*}
\]

where \( k > 0 \) and \( u_0, u_1, f \), are given functions. We are mainly interested in the stability of the reconstruction, i.e., in the continuity of the mapping \( (u_0, u_1) \rightarrow u|_{\Gamma} \).

Here \( \Gamma = \partial \Omega \setminus (\Gamma_{\text{obs}} \cup \Gamma_b) \) is the remaining part of the boundary, where the unknown solution is to be reconstructed.

The Cauchy Problem for elliptic equations is a classical example of a severely ill-posed problem [9]. It appears in several applications such as electromagnetics [24] or acoustics [6]. Computing approximate solutions by various regularizations have been suggested by several authors, e.g., by an initial value approach [22], backpropagation [21], frequency space cut-off [24], iterative methods [19] or Tikhonov regularization [16, 27, 20, 28, 23].

Analytically, the Cauchy problem for the Helmholtz equation was studied by Fritz John in his famous paper [17]. He showed that a uniform – with respect to \( k \) – conditional stability estimate for (1)–(3) is at best of logarithmic type. It was observed by many researchers that the ill-posedness for this problem is more involved, because the stability of the Cauchy Problem for the Helmholtz equation has a strong dependence on the wave number, and can be increasing with \( k \). This observation was put on an analytical basis in [14, 15, 25, 26]. It was shown that under some geometrical (convexity type) restrictions on \( \Omega \) and \( \Gamma_{\text{obs}} \), conditional stability estimate yields bounds that depend on the wave number, such that for high wave number \( k \) the estimates tend to Lipschitz type estimates (and hence the problem becomes a mildly ill-posed one). This is in strong contrast with John’s result on logarithmic stability.

Let us briefly sketch some of the results of [14].

If \( \Omega \) is a domain which is the convex hull of \( \Gamma_{\text{obs}} \), and let \( M \) be an a-priori bound of the \( H^1 \)-norm of a solution to (1)–(3) on \( \Omega \). It was shown in [14] that on a subset \( \Omega_1 \) with \( \Omega_1 \subseteq \Omega \cup \Gamma_{\text{obs}} \) there exist positive constants \( C, \lambda < 1 \) such that
Hence, the solution depends Hölder continuously on the Cauchy data and, more important, for $k \to \infty$ the solution becomes Lipschitz continuously dependent on the Cauchy data. This was named the effect of increasing stability for the large wave number $k$. Of course, (4) is in no contradiction to John’s counterexample, because in [17] $\Omega$ does not intersect the convex hull of $\Gamma_{\text{obs}}$.

For linear inverse problems the degree of ill-posedness is controlled by the singular values of the forward operator [8]. The degree of ill-posedness strongly determines the convergence speed of any regularization method. Conditional stability estimates give a hint on the degree of ill-posedness, but they can only be related to this degree if the bound $M$ corresponds to the smoothness class defined by the forward operator [11]. The main aim of this work is to study the degree of ill-posedness of the Cauchy Problem for the Helmholtz equation and its dependence on the wave number $k$. Unfortunately, only for very specific domains an analytic formula for the singular values can be obtained. For more general domains we rely on a numerical computation. The main results (cf. Section 4) of this analysis are the phenomenon of a subspace of stability, i.e., a subspace of the data space on which the inverse problem can be solved in a stable way. Moreover, this region of stability grows with the wave number $k$. As an unexpected result we observed that the existence of a growing subspace of stability does not depend on the geometry of the problem.

The impact of the effect of subspaces of stability on the convergence of regularization methods is analyzed in Section 3. We find error estimates for Tikhonov regularization for problems with an increasing region of stability, where we stress the dependence on the dimension of the subspace of stability. This leads to estimates akin to (4) but in an operator theoretic formulation. Although we follow the standard error analysis (cf. [8]) using spectral theory, the subspace of stability has some important consequences, such as the appropriate use of a noise level and associated parameter choice rules. With regard to these facts we find error estimates that are asymptotically (for $k \to \infty$) linear in the noise level, which indicates an asymptotically well-posed problem (see Eq. (30), (31)).

In our opinion, the increasing stability in the linear Cauchy Problem (or of the continuation) has a great promise to improve resolution in many (non linear) inverse problems. Indeed, the loss of precision of the data due to continuation toward unknown objects can not be compensated. So far, for many important inverse problems, numerical resolution is very low, which severely affects useful applications.

To indicate the increased stability we first study the problem for simple geometries.

### 2.1. Lipschitz stability in subspaces.

Now we will give stability estimates for the solution $u$ to the Cauchy Problem (1)–(3) in two simple but important cases.

Example 1 (rectangular domain). In the first example we consider a planar rectangular domain $\Omega = (a, b) \times (0, h) \subset \mathbb{R}^2$, with Cauchy data on the bottom, $\Gamma_{\text{obs}} = (a, b) \times \{0\}$, homogeneous Neumann data on the left and right hand side $\Gamma_b = \{a, b\} \times (0, h)$, and $f = 0$. A separation of variables leads to a expansion of the
solution into a cosine series

\[ u(s, t) := \sum_{n=0}^{\infty} u_n(t)e_n(s), \quad e_n(s) = \cos(\frac{\pi n}{a-b}(s - a)), \]

with \((s, t) \in (a, b) \times (0, h)\). For \(\gamma \in \mathbb{N}\), we make use of the projector

\[ u(s, t; \gamma) = \sum_{n=0}^{\gamma} u_n(t)e_n(s), \]

to establish the following stability estimate. (We denote by \(\|\cdot\|_0(\Gamma)\) the \(L^2\)-norm on a set \(\Gamma\).)

**Lemma 1.** Let \(\gamma = \lceil \frac{b-a}{\sqrt{2}} \rceil\), then for any \(t \in [0, h]\)

\[
\|\partial_t u(., t; \gamma)\|_0^2(a, b) + k^2\|u(., t; \gamma)\|_0^2(a, b) - \|\partial_s u(., t; \gamma)\|_0^2(a, b) \leq \]

\[ \|u_1(.; \gamma)\|_0^2(\Gamma_{\text{obs}}) + k^2\|u_0(.; \gamma)\|_0^2(\Gamma_{\text{obs}}) - \|\partial_s u_0(.; \gamma)\|_0^2(\Gamma_{\text{obs}}). \]

If \(u_0 = 0\), then

\[ \|\partial_t u(., t; \gamma)\|_0(a, b) \leq \|u_1(.; \gamma)\|_0(\Gamma_{\text{obs}}), \quad 0 < t \leq h. \]

If \(u_1 = 0\), then

\[ \|u(., t; \gamma)\|_0(a, b) \leq \|u_0(.; \gamma)\|_0(\Gamma_{\text{obs}}), \quad 0 < t \leq h. \]

**Proof.** Using (5) and (6) \(u(., ; \gamma)\) solves (1) when

\[ \partial_t^2 u_n(t) + \omega_{n,k}^2 u_n(t) = 0, \quad \omega_{n,k} = (k^2 - (\frac{n}{b-a})^2)^{\frac{1}{2}}. \]

Multiplying this equality by \(\partial_t u_n\) and integrating by parts yield

\[ ((\partial_t u_n)^2 + \omega_{n,k}^2 u_n^2(t)) = a_{1n}^2 + \omega_{n,k}^2 u_{0n}^2. \]

From the definition of \(u(., ; \gamma)\), the orthogonality of \(e_n\) in \(L^2(a, b)\), and the Parseval equality we find

\[ \int_a^b ((\partial_t u)^2(s, t; \gamma) + k^2 u^2(s, t; \gamma) - (\partial_s u)^2(s, t; \gamma))ds = \]

\[ \int_a^b (u_1^2(s; \gamma) + k^2 u_0^2(s; \gamma) - (\partial_s u_0)^2(s; \gamma))ds, \]

which establishes the bound (7).

If \(u_0 = 0\), then using the Parseval equality and (8), we obtain the second claim of Lemma 1. If \(u_1 = 0\), then dividing the both sides of (8) by \(\omega_{n,k}^2\) we similarly obtain the third claim of Lemma 1. □

**Example 2** (annular domain). For the second example let \(\Omega\) be the annulus \(B_R(0) \setminus B_1(0) = \{(s, t) | 1 < \sqrt{s^2 + t^2} < R\}\) with \(B_R(x)\) the disk with
center $x$ and radius $R_c$. Let the Cauchy data be given on the inner boundary
$
\Gamma_{\text{obs}} = \{ (s, t) \mid \sqrt{s^2 + t^2} = 1 \}, \Gamma_c$ be empty, and $f = 0$. This geometry was
considered by F. John in [17] to construct his famous counterexample to stability of the
continuation. As before, a separation of variables in the polar coordinates leads to a
Fourier series expansion of the solution in the form

$$u(r, \phi) = \sum_{n=0}^{\infty} (u_{n1}(r)e_{n1}(\phi) + u_{n2}(r)e_{n2}(\phi)), $$

$$e_{n1}(\phi) = \cos(n\phi), \quad e_{n2}(\phi) = \sin(n\phi).$$

In the following result we use the projection

$$u(r, \phi; \gamma) = \sum_{n=0}^{\gamma} (u_{n1}(r)e_{n1}(\phi) + u_{n2}(r)e_{n2}(\phi)).$$

**Lemma 2.** Let $\gamma = \left[ \frac{k}{\sqrt{2}} \right]$ and $\Gamma = \{ (s, t) \mid \sqrt{s^2 + t^2} = R \}$, then

$$R^{-2}\| \partial_r u(R, \cdot ; \gamma) \|_{(0)(\Gamma)}^2 + R^{-2}k^2\| u(R, \cdot ; \gamma) \|_{(0)(\Gamma)}^2 - R^{-4}\| \partial_\phi u(R, \cdot ; \gamma) \|_{(0)(\Gamma)}^2 \leq \|
\|u_1(\cdot ; \gamma)\|_{(0)(\Gamma_{\text{obs}})}^2 + k^2\| u_0(\cdot ; \gamma) \|_{(0)(\Gamma_{\text{obs}})}^2 - \| \partial_\phi u_0(\cdot ; \gamma) \|_{(0)(\Gamma_{\text{obs}})}^2, \n$$

If $u_0 = 0$, then

$$R^{-1}\| \partial_r u(R, \cdot ; \gamma) \|_{(0)(\Gamma)} \leq \| u_1(\cdot ; \gamma) \|_{(0)(\Gamma_{\text{obs}})}. \n$$

If $u_1 = 0$, then

$$R^{-1}\| u(R, \cdot ; \gamma) \|_{(0)(\Gamma)} \leq \| u_0(\cdot ; \gamma) \|_{(0)(\Gamma_{\text{obs}})}. \n$$

**Proof.** By using the Laplace operator in polar coordinates and separating vari-
ables, $u(r, \phi; \gamma)$ solves (1) when

$$r \partial_r (r \partial_r u_{n,j}) + (k^2 r^2 - n^2)u_{n,j} = 0, \quad j = 1, 2.$$ 

Multiplying this equality by $r^{-4} \partial_r u_{n,j}$ and integrating by parts yield

$$0 = \int_1^r (r \partial_r (r \partial_r u_{n,j}) + (k^2 r^2 - n^2)u_{n,j}) r^{-4} \partial_r u_{n,j} dr = \int_1^r (r^{-4} \frac{1}{2} \partial_r (r \partial_r u_{n,j}))^2 + (k^2 r^2 - n^2 r^{-4}) \frac{1}{2} \partial_r u_{n,j}^2 dr = \frac{1}{2} \left[ r^{-2} (\partial_r u_{n,j}(r))^2 + (k^2 r^2 - n^2 r^{-4})u_{n,j}^2(r) - (\partial_r u_{n,j})^2(1) - (k^2 - n^2)u_{n,j}^2(1) \right] + \int_1^r (2r^{-3} (\partial_r u_{n,j})^2 + (k^2 r^{-3} - 2n^2 r^{-5})u_{n,j}^2) dr.
Due to our choice of $\gamma$, $0 \leq k^2 r^{-3} - 2n^2 r^{-5}$, hence
\[
r^{-2}(\partial_r u_n j(r))^2 + (k^2 r^{-2} - n^2 r^{-4})u^2_n j(r) \leq (\partial_r u_n j)^2(1) + (k^2 - n^2)u^2_n j(1).
\]
Now we can complete the proof as in Lemma 1. \qed

Lemma 1 and Lemma 2 show that in a low frequency domain the solution depends Lipschitz continuously on the Cauchy data.

To start with the similar analysis of the ill-posedness we would like to reformulate the Cauchy Problem as an operator equation in Hilbert spaces.

2.2. Formulation as an operator equation. It is convenient to introduce the boundary value problem

\[
(\Delta + k^2)v = 0 \quad \text{in } \Omega, \quad (9)
\]
\[
\partial_\nu v|_{\Gamma_{\text{obs}}} = 0, \quad (10)
\]
\[
\partial_\nu v|_{\Gamma_b} = 0, \quad (11)
\]
\[
v|_{\Gamma} = u|_{\Gamma}. \quad (12)
\]

Using the forward operator $A_k$:
\[
A_k : v|_{\Gamma} \rightarrow v|_{\Gamma_{\text{obs}}},
\]
where $v$ is a solution to (9)–(12), the Cauchy Problem with $u_1 = 0$ is now equivalent to the operator equation
\[
A_k x = y, \quad (13)
\]
for unknown $x = v|_{\Gamma}$ and possibly noisy data $y = v|_{\Gamma_{\text{obs}}} + \text{noise}$. The data $y$ can be obtained from the data in the Cauchy problem (1)-(3). We want to study the ill-posedness of this equation, which is indicated by the decay of the singular values of $A_k$. For a general domain it is hardly possible to find analytic expressions for the singular values, but for two simple examples in Section 2.1 such an expression is well known. We first look at these standard domains and later study the ill-posedness by numerical computations for other domains.

Let us first treat the Example 1 of Section 2.1. Again we assume the Cauchy data on the bottom side $\Gamma_{\text{obs}} = (a, b) \times \{0\}$, we want to reconstruct the solution on the upper side $\Gamma = (a, b) \times \{h\}$, and we impose zero Neumann data on $\Gamma_b = a, b \times (0, h)$. In an operator formulation the problem implies a forward operator $A_k : L^2((a, b)) \rightarrow L^2((a, b))$, determined by the boundary value problem (9)-(12) and (13). The operator $A_k$ can be calculated via the method of separation of variables, in fact if the unknown $v$ is expanded into a cosine series
\[
v = \sum_{n=0}^{\infty} x_n e_n, \quad e_n(s) = \cos(n \frac{\pi b}{b - a} (s - a)),
\]
a standard calculation yields
\[
v(s, t) = \sum_{n=0}^{\infty} a_n(t) e_n(s),
\]
with

\[ a_n(t) = \begin{cases} 
\frac{\cosh((k-h)t)\omega_{n,k}}{\cosh(h}\omega_{n,k}) & \text{if } k < \frac{n\pi}{b-a}, \\
\frac{\cosh((k-h)t)\omega_{n,k}}{\cosh(h}\omega_{n,k}) & \text{if } k \geq \frac{n\pi}{b-a},
\end{cases} \]

and

\[ \omega_{n,k} := \sqrt{|k^2 - \left(\frac{n\pi}{b-a}\right)^2|}. \]

An evaluation of \( a_n(t) \) at \( t = h \) gives that \( A_k \) is a diagonal operator. In fact, \( A_k e_n = d_n(k) e_n \), \( n = 0, 1, \ldots \), with

\[ d_n(k) = \begin{cases} 
\frac{1}{\cosh(h}\omega_{n,k}) & \text{if } n \leq \frac{k(b-a)}{\pi}, \\
\frac{1}{\cosh(h}\omega_{n,k}) & \text{if } n > \frac{k(b-a)}{\pi}, \quad m = 0, 1, \ldots
\end{cases} \]

The singular values of \( A_k \) are the square roots of the eigenvalues of \( A_k^* A_k \):

\[ \sigma_n(k) = \begin{cases} 
\frac{1}{\cosh(h}\omega_{n,k}) & 0 \leq n \leq \frac{k(b-a)}{\pi}, \\
\frac{1}{\cosh(h}\omega_{n,k}) & n > \frac{k(b-a)}{\pi}.
\end{cases} \]

Note that we indexed the singular values starting from \( n = 0 \) and that the values in the first line are not ordered.

**Remark.** The operator \( A_k \) is well defined for those \( k \) that do not satisfy \( \cos(h\omega_{n,k}) = 0 \) for some \( n \). The roots of these equations correspond exactly to the eigenvalues of the associated boundary value problem.

The main conclusion from this example is that the singular values strongly depend on the wave number \( k \). In the low frequency domain \( n \leq \frac{k(b-a)}{\pi} \) the singular values of \( A_k \) are bounded from below by 1, while for the high frequency domain the singular values decay exponentially. The most important fact is that in the low frequency domain the operator \( A_k \) is continuously invertible and this domain increases with \( k \). This is in perfect coincidence with the stability results of Lemma 1.

We henceforth call the subspace where \( A_k \) is continuously invertible a region of stability and the index \( n \) from which the exponential decay occurs a transition point. A plot of the singular values for a rectangular domain and for different wave number is shown in the left plot Figure 5. From the analysis we see that the transition point occurs at \( n \sim k(b-a) \), thus it is a (linear) increasing function of the wave number.

The Example 2 in Section 2.1 is another case, where the singular values are known explicitly as well. Let \( \Omega \) be an annular domain \( \Omega = B_{r_1}(0) \setminus B_{r_2}(0) \subset \mathbb{R}^2 \) with \( r_1 < r_2 \). The Cauchy data are given on one part of the boundary \( \Gamma_{obs} = \partial B_{r_1}(0) \) and we want to reconstruct the solution at \( \Gamma = \partial B_{r_2}(0) \). The solution \( v \) to (9)-(12) in the polar coordinates \( (r, \phi) \) is

\[ v(r, \phi) = \sum_{n=0}^{\infty} (C_{1n} e_{1n}(\phi) + C_{2n} e_{2n}(\phi)) v_n(r), \]

where \( v_n(r) \) satisfies

\[ r\partial_r(r\partial_r v_n(r)) + (k^2 r^2 - n^2) v_n(r) = 0. \]
Solutions to these equations are
\[ v_n(r) = E_n J_n(kr) + D_n Y_n(kr), \]
where \( J, Y \) are the Bessel functions of the first and second kind. The boundary conditions for the Helmholtz problem imply the following boundary conditions on \( v_n \)
\[ \partial_r v_n(r_1) = 0, \quad v_n(r_2) = 1. \]
The free coefficients \( E_n, D_n \) can be found from these equations yielding to
\[
E_n = \frac{-Y_n'(kr_1)}{Y_n(kr_2)J_n'(kr_1) - J_n(kr_2)Y_n'(kr_1)},
\]
\[
D_n = \frac{J_n'(kr_1)}{Y_n(kr_2)J_n'(kr_1) - J_n(kr_2)Y_n'(kr_1)}.
\]
It follows that \( A_k \) is again a diagonal operator in the Fourier basis \( e^{jn} \):
\[
A_k(e^{jn}) = d_n(k)e^{jn}, \quad n = 0, 1, \ldots, j = 1, 2,
\]
with
\[
d_n(k) = \frac{J_n'(kr_1)Y_n(kr_1) - J_n(kr_1)Y_n'(kr_1)}{Y_n(kr_2)J_n'(kr_1) - J_n(kr_2)Y_n'(kr_1)}
\]
and the (unordered) singular values
\[
\sigma_n(k) = |d_n(k)|, \quad n = 0, 1, \ldots, \text{counted with multiplicity.}
\]
Here multiplicity means that only the singular value corresponding to the constant singular function appear as single value, while all other ones are counted twice. We also note that the singular values are not ordered here, such that \( \sigma_0(k) \) corresponding to the constant singular function is not necessarily the largest singular value.

The structure of the singular values in this example is less clear. While asymptotics of the Bessel functions are known and one can calculate their values for any particular \( n \), their detailed properties (zeros, maximal values etc.) are largely unknown. The Lipschitz stability estimates of Lemma 2 suggest the behavior of singular values similar to the case of a rectangle. Indeed, from the plot of the logarithm of the ordered singular values, e.g., in Figure 4 a similar picture as for the rectangular domain can be observed: The singular values are bounded from below up to certain \( n \). This transition point is again increasing with the wave number, and a subspace of stability on which \( A_k \) is invertible increases with \( k \).

3. Error estimates for Tikhonov regularization. The problem we are interested in is to find \( x \) from given (possibly noisy) data \( y \) for the Cauchy Problem for the Helmholtz equation in the form of the operator equation (13). In the model problem it is obvious that we are faced with an ill-posed problem, in fact, with an exponentially ill-posed problem. The most important fact in the Cauchy Problem is the increasing subspace of stability.

What we are mainly interested in here is ill-posedness and regularization for varying wave numbers and their dependence on the wave number, much like in the spirit of [14].
Let us recall classical Tikhonov regularization for abstract operator equations (13). A stable approximation to a solution of (13) in presence of noisy data can be found by

$$x_\alpha^\delta = (A_k^\ast A_k + \alpha I)^{-1} A_k^\ast y^\delta.$$  

Here $y^\delta$ indicates noisy data, with noise level $\delta$, i.e.

$$\|y - y^\delta\| \leq \delta,$$

where $y$ are exact (but unknown) data in the range of $A_k$. $\alpha > 0$ is an appropriately chosen regularization parameter. The use of Tikhonov regularization is not the only choice, one can use and derive analogous error estimates for other regularizations as well.

We now study the regularization error in a general setting: Let $A_k$ be a family of compact operators mapping between Hilbert spaces $X, Y$: $A_k : X \to Y$. For an error analysis we impose the following conditions on these operators, which – we think – are features of the Cauchy Problem for the Helmholtz equation.

Let $(\sigma_n(k), u_n^k, v_n^k)$ be the singular system of $A_k$, then we define the orthogonal projectors onto the stable subspaces of stability in the spaces $Y$ of solutions and $X$ of data

$$P_k y := \sum_{n=1}^{\gamma(k)} (y, v_n^k)Y v_n^k, \quad Q_k x := \sum_{n=1}^{\gamma(k)} (x, u_n^k)X u_n^k,$$

Assumption 1.

- $(A_k)_{k \in \mathcal{I}}$ is a family of compact operators between Hilbert spaces $X, Y$, indexed by real numbers $k \in \mathcal{I} \subset \mathbb{R}^+$.  
- There exists a positive constant $\beta$ and an increasing function $\gamma(k)$ with $\lim_{k \to \infty} \gamma(k) = \infty$ such that

(17)  

$$\sigma_n(k) \geq \beta > 0 \quad \forall n = 1, \ldots, \gamma(k).$$

Moreover the subspaces spanned by $u_1^k, \ldots, u_n^k$ are increasing with $k$ and their union over $k$ is $X$.

The following analysis is done for general family of operators $A_k$ satisfying Assumption 1. Of course, the Cauchy-Problem for the Helmholtz equation serves as the main example of such operators. The operators $A_k$ corresponding to Example 1 in Section 2.2 (Cauchy-Problem on a rectangular domain) are instances of operators satisfying Assumption 1, with the choice $X = Y = L^2$. In this case, if is obvious that (17) is satisfied with $\beta = 1$ and $\gamma(k) = k^{b-a}/\pi$. Note that $\gamma(k)$ corresponds to what we called the transition point. The operators corresponding to the annular domain are another example, where Assumption 1 holds.

The inequality (17) is central in our analysis. It states that for fixed $k$, there is a $\gamma(k)$-dimensional subspace on which $A_k$ can be inverted continuously. It should be noted that, as a consequence of (17), the limiting problem with operator $\lim_{k \to \infty} A_k$ (if it exists) will be a well-posed problem (at least on an infinite-dimensional subspace). Thus, although for fixed $k$ the problem is ill-posed we are faced here with a family if ill-posed problem converging to a well-posed one. Since all $A_k$ are compact, this can only happen if these operators converge pointwise but not uniformly (the uniform
limit of compact operators is again compact). It is therefore important to keep in mind that we cannot impose an inequality (17) that is uniform in \(n\), but \(n\) has to depend on \(k\) via \(\gamma(k)\). Such a situation often arises in what Nashed classified as type-I ill-posed problems, cf. [10].

The condition that \(A_k\) are compact is just for a simplification of the proof. It also ensures that problem (13) is ill-posed. Implicit in the assumption is the condition that \(A_k\) are bounded, hence, there exists a constant \(C(k)\) such that

\[
\sigma_n(k) \leq C(k) \quad \forall n \in \mathbb{N}.
\]

Again, this condition is not vital, but simplifies the analysis.

We introduce the noise level on the unstable subspace

\[
\delta_k := \|(I - P_k)(y - y_\delta)\|_Y.
\]

We now estimate the error between the regularized solution and the true solution.

The following standard notation is used: \(x^\dagger\) is the minimum norm solution, \(y\) is the exact data, and \(x_\alpha\) is the regularized solution for exact data

\[
x_\alpha = (A_k^* A_k + \alpha I)^{-1} A_k^* y.
\]

The error between \(x_\delta^\alpha\) and \(x^\dagger\) can be bounded in the following way.

**Theorem 1.** Under Assumption 1 let \((\sigma_n(k), u_n^k, v_n^k)\) be the singular system of \(A_k\), then the following error estimate for Tikhonov regularization holds

\[
\|x_\delta^\alpha - x^\dagger\|_X \leq \frac{1}{\beta^2} \sum_{n \leq \gamma(k)} |(x_n^\dagger, u_n^k)_X|^2 + \frac{1}{\alpha} \sum_{n > \gamma(k)} \frac{\sigma_n^2}{(\alpha + \sigma_n(k))^2} |(x_n^\dagger, u_n^k)_X|^2
\]

\[
+ \frac{1}{\beta} \sum_{n < \gamma(k)} |(y - y_\delta, v_n^k)_Y|^2 + \frac{1}{\sqrt{\alpha}} \sum_{n > \gamma(k)} |(y - y_\delta, v_n^k)_Y|^2.
\]

**Proof.** The proof is standard (c.f. [8]) by splitting approximation error and propagated noise error and using the fact that the problem is well-posed on the stable subspace.

The previous theorem shows that the total error consists of two parts, a well-posed one corresponding to the singular values \(n \leq \gamma(k)\) and an ill-posed one. Using the definition of \(P_k\), (16) we can express the error estimate in a more concise form.

**Corollary 1.** Under the same assumptions as in Theorem 1 we obtain the error estimate for Tikhonov regularization

\[
\|x_\delta^\alpha - x^\dagger\|_X \leq \frac{1}{\beta^2} \|Q_{\gamma(k)} x^\dagger\| + \|P_{\gamma(k)}(y - y_\delta)\|
\]

\[
+ \frac{1}{\alpha} \sum_{n > \gamma(k)} \frac{\sigma_n^2}{(\alpha + \sigma_n(k))^2} |(x_n^\dagger, u_n)_X|^2
\]

\[
+ C(\beta) \frac{1}{\sqrt{\alpha}} \|(I - P_{\gamma(k)})(y - y_\delta)\|,
\]
with constants \( C(x^\dagger, \beta)C(x^\dagger) \) independent of \( \alpha \) and the noise level \( \delta \). Moreover, if \( \alpha(\delta) \) is chosen such that \( \alpha(\delta) \to 0 \) and \( \frac{\delta_k}{\sqrt{\alpha}} \to 0 \), with \( \delta_k \) as in (18) we obtain convergence

\[
\lim_{\delta \to 0} \| x_{\alpha}^\delta - x^\dagger \|_X = 0.
\]

**Proof.** The results can be obtained following standard proofs [8]. □

In the previous corollary, (19) is an estimate that is typical for well-posed problems with an error of the order \( O(\alpha + \delta) \). The rest, (20), (21) are estimates typical for ill-posed equations. Of course, in the asymptotics \( \delta \to 0 \) and \( \alpha \to 0 \) the ill-posed part will clearly dominate the first one, and for fixed \( k \) the first line can be dropped for sufficiently small \( \alpha, \delta \). However, what is most important is the fact that the ill-posed part contains only the noise level \( \delta_k \) of the unstable subspace. Hence, as \( k \) tends to \( \infty \), (20), (21) will vanish and the propagated error term does depend on \( \alpha \) any more. So for large \( k \) we have an almost stable problem. A standard estimate that does not include the \( k \)-dependence will not be able to find the correct asymptotics. To understand this in more detail we will now consider convergence rates estimates under a source condition.

### 3.1. Convergence rates and parameter choice.

We now consider the approximation rates. It is well known, that for ill-posed problems convergence can be arbitrary bad, hence, there cannot be any convergence rates result if no additional conditions are imposed. The common way to show convergence rates is to assume an abstract smoothness condition on the exact solution \( x^\dagger \) called source condition [8]. In a source condition one assumes that the exact solution is in the range of a certain power of the forward operator. Since in this work we are in particular interested in the asymptotic convergence with respect to the wave number \( k \), it does not make sense to use a source condition, that depends on \( k \). Instead we will estimate convergence rates using a source condition of a fixed reference operator \( A_0 \). This operator is assumed to be a uniform lower bound for the forward operators \( A_k \).

To make ideas precise we use the following additional assumption:

**Assumption 2.** Let \((A_k)_{k \in \mathcal{I}}\) be a family of compact operators. We assume that there exists a compact operator \( A_0 \) and a positive constant \( c_0 \) such that for all \( x \in X \) and all \( k \in \mathcal{I} \)

\[
c_0 \| A_0 (I - Q_{\gamma(k)}) x \|^2 \leq \| A_k (I - Q_{\gamma(k)}) x \|^2.
\]

This assumption is again valid for the model problem on the rectangular domain where \( A_0 \) is the operator corresponding to \( k = 0 \), i.e. for the Laplace equation:

**Lemma 3.** Let \( A_k \) be the forward operator for the Cauchy problem for the Helmholtz equation on a rectangular domain (cf. (14)). Moreover, let \( A_0 \) be the operator for the same problem for the Laplace equation (i.e. \( k = 0 \) in (9)). Then Assumption 2 holds with \( c_0 = 1 \).

**Proof.** It suffices to estimate the singular values of \( A_k \) from below by those of \( A_0 \) on the unstable domain. The singular values of \( A_k \) in the unstable domain are given by (14) for \( n > k \frac{1 - \sqrt{1 - \gamma^2}}{2} \). The singular values of \( A_0 \) can be calculated to be \( \tau_n = \frac{1}{\cosh(k \frac{1 - \sqrt{1 - \gamma^2}}{2})} \).
Since $\sqrt{(\frac{n\pi}{b-a})^2 - k^2} \leq \sqrt{(\frac{n\pi}{b-a})^2}$ and $\cosh$ is monotonically increasing we immediately get

$$\cosh(\sqrt{(\frac{n\pi}{b-a})^2 - k^2}) \leq \cosh(\sqrt{(\frac{n\pi}{b-a})^2}),$$

hence

$$\tau_n \leq \sigma_n(k),$$

which proves the lemma.

We continue with the error analysis for Tikhonov regularization. We impose a source condition of Hölder type on $x^\dagger$ with respect to $A_0$, i.e. we assume that for some $\mu \in (0, 1]$ there exists a $w \in X$ such that

$$x^\dagger = (A^*A)^\mu w,$$

or in other words if $\tau_n$ are the singular values of $A_0$ then we assume that

$$\sum_{n=1}^{\infty} \frac{1}{\tau_n^{2\mu}} |(x^\dagger, u_n)_X|^2 = \|w\| < \infty.$$

We can estimate the term in (20) in the following way

**Proposition 1.** Under Assumptions 1, 2, if $x^\dagger$ satisfies (23) with $\mu \leq 1$, the following bound holds

$$\sum_{n > \gamma(k)} \frac{\alpha^2}{(\alpha + \sigma_n(k))^2} |(x^\dagger, u_n)_X|^2 \leq C(\mu, c_0) \alpha^{2\mu} \|I - Q_{\gamma(k)}w\|^2.$$

**Proof.** From (22) it follows that $\sigma_n(k)$, the singular values of $A_k$ and $\tau_n$, the singular values of $A_0$ satisfy

$$\sigma_n(k)^2 \geq c_0 \tau_n^2 \quad \forall n > \gamma(k).$$

This, together with (23) immediately yields

$$\sum_{n > \gamma(k)} \frac{\alpha^2}{(\alpha + \sigma_n(k))^2} |(x^\dagger, u_n)_X|^2 \leq \sum_{n > \gamma(k)} \frac{\alpha^2}{(\alpha + c_0 \tau_n^2)^2} |(x^\dagger, u_n)_X|^2 \leq C(\mu, c_0) \alpha^{2\mu} \sum_{n \geq \gamma(k)} \frac{1}{\tau_n^{2\mu}} |(x^\dagger, u_n)_X|^2 = C(\mu, c_0) \alpha^{2\mu} \|I - Q_{\gamma(k)}w\|^2.$$

The Hölder source condition (23) is not the most appropriate for exponentially ill-posed problem. A logarithmic source condition has the form for some $p > 0$

$$x^\dagger = \log^{-\epsilon} \frac{\|A_0\|^2}{A_0^*A_0} w.$$  

Such condition were firstly used in [12]; for the simple case of a rectangular domain this can be rephrased as a smoothness condition that the exact solution is in some Sobolev space $H^p$ where $p'$ is related to $p$ in (24)
The estimate for a logarithmic source condition takes the form

**Proposition 2.** Under Assumptions 1, 2, if $x$ satisfies (24), the following bound holds for $0 < \alpha \leq \alpha_0$ with fixed $\alpha_0$

$$\sum_{n \geq \gamma(k)} \frac{\alpha^2}{(\alpha + \sigma_n(k))^2} (x_n, u_n) x_n^2 \leq C(p, c_0) \log^{-2p} \left( \frac{\epsilon \alpha_0}{\alpha} \right) \|(I - Q_{\gamma(k)}) w\|^2.$$  

**Proof.** The proof is similar to that in Proposition 1, where instead of $\alpha^2$ the corresponding function $\log^{-p}(\frac{\|A_0^* A_0\|}{\epsilon})$ is used, together with the bound in [12, Eq. (2.1)] and (24) and the fact that $(I - Q_{\gamma(k)})$ commutes with $A_0^* A_0$. □

Collecting the results from Corollary 1 and Proposition 1 and we come to the main estimates.

**Theorem 2.** Let Assumptions 1 and 2 hold. If $x$ satisfies a source condition (23), then the error for Tikhonov regularization can be bounded by

$$\|x^\delta - x\| \leq C_1 \alpha \|Q_{\gamma(k)} x\| + C_2 \|P_{\gamma(k)} (y - y^\delta)\|$$

$$+ C_3 \alpha^p \|Q_{\gamma(k)} x\| + C_4 \|P_{\gamma(k)} (y - y^\delta)\|,$$

where $C_1, C_2, C_3, C_4$ are constants independent of $\alpha, \delta$. If $x$ satisfies a logarithmic source condition (24) then the following bound holds

$$\|x^\delta - x\| \leq C_1 \alpha \|Q_{\gamma(k)} x\| + C_2 \|P_{\gamma(k)} (y - y^\delta)\|$$

$$+ C_3 \log^{-p} \left( \frac{\epsilon \alpha_0}{\alpha} \right) \|(I - Q_{\gamma(k)}) w\| + C_4 \frac{1}{\sqrt{\alpha}} \|(I - P_{\gamma(k)} (y - y^\delta))\|.$$

The main point in this theorem is the fact that $\lim_{k \to \infty} \|(I - Q_{\gamma(k)}) w\| = 0$ and $\lim_{k \to \infty} \|(I - P_{\gamma(k)} (y - y^\delta))\| = 0$. Hence, for high wave numbers the terms in (21), (26) and (28) vanish; since they correspond to the ill-posedness we see that as $k \to \infty$ we obtain estimates for a well-posed problem.

The estimates in Theorem 2 depend on $\alpha$; for a convergence rate estimate one has to specify a parameter choice rule $\alpha(\delta)$. Note that for Hölder source condition (23) a well-known a-priori parameter choice rule

$$\alpha = \delta^{\frac{2}{n+1}}$$

gives optimal order results (cf., e.g., [8]). However, such a choice does not take into account the $k$-dependence of the constants. In fact, if we plug in (29) into (25), (26) we obtain

$$\|x^\delta - x\| \sim \delta^{\frac{2}{n+1}} + \delta + c(k)(\delta^{\frac{2}{n+1}}) + \delta k \delta^{-\frac{2}{n+1}}.$$  

For a fixed $k$ these are optimal rates. However, for $k \to \infty$ we see that the estimates are of order $\delta^{\frac{2}{n+1}}$. However, if we first let $k \to \infty$ we have gotten an error of order $O(\alpha + \delta)$, if we choose now $\alpha \sim \delta$ we obtain linear rates of order $\delta$. This indicates that a parameter choice independent of $k$ does not yield the best possible asymptotic rates for large $k$ (although it does for fixed $k$). Instead one should use a parameter choice rule that depends on $k$ and in particular on the projected noise level $\delta_k$. Such
a strategy turns out to be successful. For a analysis of this idea we need the following lemma.

**Lemma 4.** Let \( s, \tau > 0, \mu \in (0,1] \) and define

\[
f(\alpha) = \alpha + \alpha^\mu s + \frac{\tau}{\sqrt{\alpha}}.
\]

Then,

\[
\min_{\alpha} f(\alpha) \geq C(\tau^\frac{2}{3} + \tau \frac{2\mu}{\mu+1} s^\frac{1}{\mu+1}).
\]

Moreover, with

\[
\alpha_* := \min \{ \tau^\frac{2}{3}, \left( \frac{\tau}{s} \right)^{\frac{2\mu}{\mu+1}} \}
\]

we find that

\[
f(\alpha_*) \leq C'(\tau^\frac{2}{3} + \tau \frac{2\mu}{\mu+1} s^\frac{1}{\mu+1})
\]

with constants \( C, C' \) independent of \( s, \tau \).

**Proof.** With \( \xi = \frac{\alpha}{\tau^\frac{2}{3}}, \zeta = \frac{\alpha^\mu s^\frac{1}{\mu+1}}{\tau^\frac{2\mu}{\mu+1}} \) we obtain the lower bound on \( f(\alpha) \):

\[
f(\alpha) = \tau^\frac{2}{3} \xi + \frac{1}{2\sqrt{\xi}} + \tau \frac{2\mu}{\mu+1} s^\frac{1}{\mu+1} \left( \zeta^\mu + \frac{1}{2\sqrt{\xi}} \right) \geq C_1 \tau^\frac{2}{3} + C_2 \tau \frac{2\mu}{\mu+1} s^\frac{1}{\mu+1}.
\]

Here we used that \( c_1 x^\mu + c_2 \frac{1}{\sqrt{x}} \) is bounded from below for all \( x \) and for \( \mu \in (0,1] \). Now to the upper bound for the given choice of \( \alpha_* \): First suppose that \( \alpha_* = \tau^\frac{2}{3} \), which is the case when

\[
\tau^\frac{2}{3} \leq \left( \frac{\tau}{s} \right)^{\frac{2\mu}{\mu+1}}.
\]

This implies

\[
s \leq \tau \frac{2(1-\mu)}{3} \alpha_*^\mu s = \tau \sqrt{\tau} \frac{2(1-\mu)}{3} \alpha^\mu = \tau^\frac{2}{3} = \alpha^*.
\]

Thus, \( f(\alpha^*) \leq 3\tau^\frac{2}{3} \). The other case \( \alpha_* = \left( \frac{\tau}{s} \right)^{\frac{2\mu}{\mu+1}} \) implies

\[
\tau^\frac{2(1-\mu)}{3} \leq s \leq \tau^\frac{2\mu}{\mu+1} \sqrt{\tau} \frac{2(1-\mu)}{3} \alpha_*^\mu s = \tau^\frac{2}{3} \leq 3\tau^\frac{2}{3}.
\]

Similarly, we see that \( \alpha_* \leq \alpha_*^\mu s \), thus, we get in the second case

\[
f(\alpha_*) \leq 2\alpha_*^\mu s + \frac{\tau}{\sqrt{\alpha_*}} = 3\tau^\frac{2\mu}{\mu+1} s^\frac{1}{\mu+1}.
\]

In any case the bound of the lemma holds with \( C' = 3 \).
This lemma can immediately be applied to the right hand side of (25), (26) with $s = C_3 \| (I - Q_{\gamma(k)}) w \|$ and $\tau = C_4 \| (I - P_{\gamma(k)} (y - y') \|$, which yields the following desired convergence rates result.

**Theorem 3.** Let Assumptions 1 and 2 hold. If $x^\dagger$ satisfies a source condition (23) and $\alpha$ is chosen as

$$\alpha := \min \{ \delta_k^{\frac{2}{\mu + 1}}, \left( \frac{\delta_k}{\| (I - Q_{\gamma(k)}) w \|} \right)^{\frac{2}{\mu + 1}} \}$$

with $\delta_k$ as in (18), then we have the error estimate for Tikhonov regularization

$$\| x_\alpha^\delta - x^\dagger \| \leq C (\delta + \delta_k^{\frac{2}{\mu + 1}} \| (I - Q_{\gamma(k)}) w \|^{\frac{1}{\mu + 1}}).$$

This theorem is interesting for several reasons: It is clear that for fixed $k$ the dominating term in (30) is of order $\delta_k^{\frac{2}{\mu + 1}}$, which is exactly the optimal order rate to be expected. However, it should be noted that this term comes with a factor that tends to 0 as $k \to \infty$. Hence it could be possible that $\delta_k^2$ is the largest term for large $k$. Moreover, in the limit as $k \to \infty$, all terms involving $\delta_k$ vanish, thus yielding estimates that are linear in $\delta$, which is typical for well-posed problems. This shows that including the $k$-dependence in the estimates and in the parameter choice rule we find the expected asymptotic linear estimates. An important advice is that the regularization parameter has to be chosen not depending on the actual noise level, but on the projected noise level $\delta_k$. But it should be noted that a naive choice driven by analogy to the standard ill-posed case like $\alpha = \delta_k^{\frac{2}{\mu + 1}}$ leads to an estimate of order $\delta + \delta_k^{\frac{2}{\mu + 1}} + o(k)\delta_k^{\frac{2}{\mu + 1}}$. Although this are optimal rates with respect to $\delta$, the second term is suboptimal compared to the $\delta_k^2$ rates in (30).

For the case of a logarithmic source condition a similar estimate holds. We first state the analogue to Lemma 4.

**Lemma 5.** Let $s > 0$, $0 < \tau < \tau_{\text{max}}$, $p \in \mathbb{R}^+$ and define $\phi_p(\lambda) := \log^{-p}(\frac{\lambda}{c_0})$, for all $\lambda \leq c_1 < c_0$. For the function

$$f(\alpha) = \alpha + \phi_p(\alpha)s + \frac{\tau}{\sqrt{\alpha}}$$

we find with the choice

$$\alpha_* := \min \{ \tau^{\frac{2}{p}}, \frac{\tau}{s} \}$$

that

$$f(\alpha_*) \leq C' \left( \tau^{\frac{2}{p}} + s \phi_p \left( \min \left\{ \frac{\tau}{s}, c_1 \right\} \right) \right) \quad \forall s > 0 \text{ and } 0 < \tau < \tau_{\text{max}}$$

with a constant $C'$ depending on $c_1, p, \tau_{\text{max}}$, but not on $s, \tau$.

**Proof.** If $\alpha_* = c_1$, then $c_1 \leq \tau^{\frac{2}{p}}$, hence

$$f(\alpha_*) = c_1 + \frac{\tau}{\sqrt{c_1}} + s \phi_p(c_1) \leq C(\tau_{\text{max}}, c_1) \tau^{\frac{2}{p}} + s \phi_p(\min \left\{ \frac{\tau}{s}, c_1 \right\}).$$
Let us now assume that $\alpha^* = \tau^\frac{3}{2}$, i.e. $\tau^\frac{3}{2} \leq \min\{\frac{T}{S}, c_1\}$. Then with the monotonicity of $\phi_p$

$$f(\alpha^*) = \tau^\frac{3}{2} + \frac{T}{S} + s\phi_p(\tau^\frac{3}{2}) \leq 2\tau^\frac{3}{2} + s\phi_p(\text{min}\{\frac{T}{S}, c_1\}),$$

thus the estimate in the lemma holds in this case with $C' = 2$. In the other case $\alpha^* = \tau_s$ we obtain in a similar manner $\tau_s \leq \tau^\frac{3}{2}$, and $\tau_s \leq c_1$, hence,

$$f(\alpha^*) = \alpha^* + s\left(\phi_p(\tau_s^\frac{1}{2}) + \sqrt{\frac{T}{S}}\right) \leq \tau^\frac{3}{2} + sC_2\phi_p(\text{min}\{\frac{T}{S}, c_1\}).$$

where we used that $\phi_p(x) + \sqrt{x} \leq C_2\phi_p(x)$ for $x \leq c_1$ (cf. [13, Thm 5]).

As before, we obtain convergence rates under logarithmic source conditions.

**Theorem 4.** Let Assumptions 1 and 2 hold. If $x^\dagger$ satisfies a source condition (24) with some $p > 0$ and $\alpha$ is chosen as

$$\alpha := \min\{\delta^\frac{3}{2}, \left(\frac{\delta_k}{\|I - Q_{\gamma(k)}\|}\right), \frac{e}{2}\|\mathbf{A}_0\|^2\}$$

with $\delta_k$ as in (18), then we have the error estimate for the Tikhonov regularization (31)

$$\|x^\delta - x^\dagger\| \leq C \left(\delta + \delta^\frac{3}{2} + \|(I - Q_{\gamma(k)})w\| \log^{-p}\left(\frac{e\|A_0\|^2}{\min\{\frac{e\|\mathbf{A}_0\|^2}{2\|\delta_k\|}, \|I - Q_{\gamma(k)}\|\}}\right)\right).$$

It can be observed that the structure of this estimate is similar as in the Hölder case. Again, asymptotically as $k \to \infty$ we obtain linear rates in $\delta$.

Another important observation is that the noise level for such problems, is the projection of the usual noise $\delta$ to the unstable subspace. Choosing the regularization parameter depending on $\delta$ again does not yield the asymptotically optimal rate. Instead, the effective noise level $\delta_k$ should be used.

It might be quite difficult to find this noise level in practice, because not only $\delta$ has to be known but also the unstable subspace. For problems, where the singular value expansion is not analytically computable this might be a serious problem. It should be mentioned, that a noiselevel-free (or heuristic ) parameter choice rule can be useful here. A recent result [18], shows, however, that under certain (not too restrictive) conditions on the noise, the quasi-optimality principle for Tikhonov regularization will converge with the optimal rate.

4. **Numerical analysis of regions of stability.** For the case of a rectangular domain, we found that the stable subspaces are increasing with $k$. In the case of an arbitrary domain an analytical solution cannot be found and it is not clear that a similar behaviour of the singular values holds for an arbitrary domain. We therefore analyzed the problem numerically and solved the Helmholtz equation by finite elements and computed the associated singular values. Using finite elements, the forward operator $v \to u$ can be discretized in a straightforward manner, which leads to a discrete operator

$$A_{\text{disc}}: \sum_i x_{h,i} \phi_i(x) \to \sum_i y_{h,i} \phi_i(x),$$
where $\phi_i$ are the corresponding finite element basis function. The discretized operator can be represented by a matrix that maps the vector $x_{h,i}$ to $y_{h,i}$

$$A_h(x_{h,i})_i = (y_{h,i})_i.$$ 

Since we want to approximate the continuous problem we have to equip the finite dimensional vector spaces with a norm. Since $A$ is defined on $L^2$ spaces, the corresponding finite dimensional spaces are

$$\|x_{h,i}\|^2 := (x_{h,i})^TM_{x,h}(x_{h,i})_i, \quad \text{and} \quad \|(y_{h,i})_i\|^2 := (y_{h,i})^TM_{y,h}(y_{h,i})_i,$$

here $M_{x,h}$ and $M_{y,h}$ are the boundary mass matrices defined by the finite element basis function:

$$(M_{x,h})_{i,j} = \int_{\Gamma} \phi_i(x)\phi_j(x)d\sigma(x) \quad (M_{y,h})_{i,j} = \int_{\Gamma_{obs}} \phi_i(x)\phi_j(x)d\sigma(x),$$

where $\Gamma_{obs}$ is the part of the boundary where the data are given and $\Gamma$ is the part with the unknown Dirichlet data. The approximation of the singular values of $A$ is found by a computation of the singular values of the discretize matrix

$$\sigma_h = SVD(M_{y,h}^{\dagger}A_hM_{x,h}^{\dagger}),$$

The square roots of the mass matrix can in fact be replaced by triangular matrices coming from a Cholesky decomposition of the mass matrices. All the computation of the Cholesky factors and the singular values used the corresponding matlab routines.

For the Helmholtz equation it is well-known, that a standard finite element approximation does not give a uniform approximation independent of $k$ (this is called the pollution effect in [2]). For a fixed $k$ the finite element method does converge, though, as the grid size tends to 0.

In a first computation we tried to get an idea of the discretization error involved in the FEM computations. For this we calculated the singular values for the operator $A_k$ corresponding to a rectangular domain $[0,1] \times [0,\pi]$, for which the singular values are known analytically by (14). The first Figure 1 and Figure 2 show a comparison of the numerically computed singular values using a discretization of the operator $A_k$ on a FEM grid with standard piecewise linear triangular elements with a total of 13281 nodes. In Figure 1 we plotted the logarithm of the numerically computed singular values (full line) as explained before and the logarithm of the exact one (dashed) for four different wave numbers $k = 5.1, 15.1, 40.1, 77.6$. (The graphs on the left hand side correspond to the lower wave numbers). It can be observed, that for the low wave numbers $k = 5.1, k = 15.1$ (left graphs) there is an almost perfect match between computed and exact solution. However, for larger values of $k = 40.1, 77.6$ there is a systematic error: the difference is larger for large singular values, which can be explained, because in the situation when the first singular values are large, the wave number is close to an eigenvalue, hence, some problems in the approximation could be expected. We further observed, that the transition from stable to unstable subspace (this is the point where the graphs have a kink) is slightly underestimated for the numerically computed values. In fact the numerical values show an earlier transition to instability. Moreover, this error in the transition grows as the the wave number grows. This corresponds to the increasing gap between the full and the dashed line at the right hand side of the plot. An interpretation of this behavior is that for
larger \( k \) the finite element computation becomes less accurate. Moreover, because the transition point for larger \( k \) takes place at the higher singular values, we have to take into account that the computation of the larger singular values is in general less accurate.

What we want to point out that the numerically computed picture of the singular values does give indeed a qualitative picture of the singular values. We are most interested in the computation of the transition point and the numerical evidence that the transition point is increasing with the wave number, which was the main feature of the whole problem. Although it should be kept in mind that the numerical transition point is slightly underestimated for large wave numbers \( k \).

Figure 2 gives a two-dimensional plot of the logarithm of the absolute error of the logarithm of the singular values \( err = |\log(\sigma_n(k)) - \log(\sigma_n^{\text{comp}}(k))| \) plotted against \( n \) the index number of the singular values and \( k \). The picture again indicates where the numerical approximation is less accurate. For small singular values in the situation when \( k \) is close to an eigenvalue and at the transition point. The latter inaccuracy can be seen by the 'ridge' that appears in the middle of the picture. At the rest there is quite good approximation. Since we are mainly interested in the transition point and the inverse problem, the inaccuracies of the large singular values are not so important, as they do not contribute to the ill-posedness. The inaccuracy of estimating the right transition point should be taken into account; we therefore cannot assume that the exact cut-off value for the projector \( P_k \) is known. Still the qualitative behavior of the singular values (a region of stability that grows with \( k \)) is apparent in the numerical computation as well.

We did the same comparison for the case of an annulus domain, where an explicit solution of the singular values is known as well (compare (15)), where the observation was given at the outer radius \( r_1 = 1 \) and the unknown was taken at the inner radius of the annulus at \( r_2 = 0.4 \). Here, it has to be taken into account that the computed singular values (15) correspond to the trigonometric function on \([0, \pi]\), i.e., the singular values on the boundaries are considered to be parametrized by arclength (which corresponds to the space \( L^2([0, 2\pi]) \). In order to compare with the numerical solution, however, one has to take the inner product with respect to the surface measure, i.e. \( L^2([0, 2\pi r_1]) \) and \( L^2([0, 2\pi r_2]) \). For a circle the only difference in these norms is a constant factor of \( r_1, r_2 \), respectively. Similar as in (32) we therefore compared the
computed singular values with that of (15) multiplied with a compensation factor $\sqrt{\frac{r_1}{r_2}}$.

Figures 3 and 4 show a comparison of the computed singular values with the theoretical ones, similar as in Figure 1 and Figure 2, respectively. The results are similar as in the rectangular case: For the small wave number and away from the eigenvalues we obtain a good agreement, while for larger wave numbers and at large singular values the approximation is deteriorating.

The main conclusion from these examples is that a numerical computation gives a qualitative picture of the behavior of the singular values, which, however, might be less accurate for large wave numbers. As a rough estimate we think that with a moderate size computation grid we can get a good estimate for wave numbers up to $k \sim 50$.

The rectangular domain is one of the few examples, where the singular values can be calculated explicitly. For general domains we have to rely on the numerical computation.

In order to take the discretization into account we computed for a given domain the associated singular values of $A_{k,h}$ for several different increasingly finer grids. If the results for two successive, sufficiently small grid sizes are close to each other, the computed singular values are supposed to be close to the true ones. In this way we could estimate for what values of $k$ we could trust the numerical computations. It turns out, that the error between two successive grids does depend on $k$. What we are most interested in is to find the subspace of stability, i.e. where $\sigma_n \geq 1$.

In Figures 5–10 we calculated the singular values for several different domains, and different configurations of observation and unknown part of the boundary. In the left pictures the domain is indicated as well as the part of the boundary, where data are given (observation part: green boundary) and the part where, the unknown solution is sought (unknown part: red boundary). The pictures on the right hand side show a plot of the logarithm of the computed singular values for four different wave numbers $k = 5, 15, 40, 80$. There solid thick lines correspond to the finest discretization, while the thin dashed line correspond to a coarser discretization. It can be seen that the difference between two discretization is small as long as $k \leq 40$. From the pictures it can be seen that there is a transition from a stable subspace to an unstable subspace, which occurs around $\log(\sigma_n) \sim 0$ and is indicated by a more or less pronounced kink in the plots. It is obvious that the point of transition is increasing with the wave number.
number. The slope of the line beyond the transition point indicates the degree of ill-posedness. It can be seen that this certainly depends on the geometry. Note that the decay of the singular values is similar for similar geometries with observation and unknown part switched. Out of these figure it seems that the annulus case has a very slow decay of the singular values. (Note that the x-axis is scaled differently in Figures 8, 9, 10). In the annulus case one can observe a staircasing, which comes from the double eigenvalues corresponding to sin and cos. The same is true for the multiple inclusion domain Figure 10, that was motivated by the paper [5]. In Figures 11–13 we tried to indicate the subspace of stability. The solid line in the pictures corresponds to an interpolated curve to those values where $\log(\sigma_n(k)) = 1$, i.e. where $\sigma_n(k) = 1$. The dashed lines in the plot correspond to the same curve but on a coarse discretization. It can be observed, that at low wave number (up to $k \sim 30$ they are almost identical, which indicates that our numerical approximation is accurate. The region below the solid line correspond to the subspace of stability, i.e. for a fixed wave number there is an increasing number of singular values that are bounded from below by 1. Note that the choice of the zero level curve is rather arbitrary, we could as well have chosen a fixed positive constant. We choose 0 because the Figures 5–9 indicate a kink there. It is obvious that the region of stability is increasing with the
wave number for all domains, which is our the main result. The transition curve seems to be approximately linearly increasing with $k$. The slope of the transition point strongly depends on the geometry, where the annulus case is that one with the fastest increase of stability.

The transition point is less pronounced for the annular case (Fig. 8, 9). In order to further validate the numerical computations we also compared the transition curve of Fig. 12 (right), which seemed to be quite ragged with the known analytic solution.
where for the latter we used a finer grid on the wave number $k$. The results are plotted in Figure 14. In the left plot the red line corresponds to zero-level set of $\log(\sigma_n(k))$ using the analytic solution for the annulus case in the geometry of Figure 8. The blue line corresponds to the numerically computed solution as in Figure 12. The right plot is a computation of the zero-level curve using the analytic formula for higher wave numbers $k$ up to 800.
Now to the comparison between the analytic and the numerical results: It can be seen that the overall agreement between the two curves is good up to wave number $k \sim 50$, but because of the different resolutions of the computations with respect to the wave number the numerically computed curve does not reveal the fine oscillations that the red line shows. First of all, this indicates that the transition curve is by far a simple one. One might ask further if the numerics can be trusted in view of these high oscillations. Our answer is that this case the zero level curve might not be...
Fig. 14. Comparison of the numerical results of the zero level of $\log(\sigma_n(k))$ for the geometry of Fig. 8. Left: Red curve: Zero level curve using FEM computation. Blue picture: Zero level using analytic formula. Right: Zero level curve using analytic formula for higher wave number.

right point of transition. In fact, plotting a different level curve, e.g., $\log \sigma_n(k) = -1$ reveals a much smoother curve. We observed that the transition does not have to be at the point $\sigma_n(k) = 1$ (which corresponds to the zero level curve of the log), but one can take a point $\sigma_n(k) = c_0$, where $c_0$ is a small but fixed constant. Such a constant $c_0$ does not alter the situation in the inverse problem, and the analysis of the regularization method can be done in the same way as before. With this modification we observed in all our examples an increasing region of stability. On the left plot we can see that the region of stability is also increasing for higher wave numbers. The figures indicate an almost linear relationship between $k$ and the corresponding transition point $n$. Let us note that even with the analytic formula it was not possible to compute similar results for higher wave numbers $k > 1000$, because of rounding errors in the computation of the Bessel function of very high order.

A further computation of the same curve for randomly chosen annuli (i.e., $r_1$ and $r_2$ are sampled out of a uniform distribution on $[0, 1]$) revealed the same picture: an almost linearly increasing function of $k$ of the region of stability. Of course the slope of this function depends on the choice of $r_1$ and $r_2$.

We observed similar behavior of singular values disregard of trapping properties of $\Omega$ and $\Gamma_{\text{obs}}, \Gamma_b$ studied in particular, by Bardos, Lebeau, Rauch [4] for wave equations. When $k$ is growing one can expect that solutions to the Helmholtz equation behave like solutions of the wave equation. But most likely it is true only for “high frequency” solutions, while in a growing subspace of solutions the Cauchy problem is Lipschitz stable. Indeed, Figures 6, 8, 10 correspond to ”non trapping geometries”, sufficient conditions of exact observability in [4] are satisfied, and it is not a surprise that stability in the Cauchy problem for the corresponding Helmholtz equation is increasing. In more detail, in Figure 6 for any point of $\Omega$ and any direction one of a broken straight lines starting at this point and in this or opposite direction after reflections from $\Gamma_b$ will intersect $\Gamma_{\text{obs}}$. However, Figures 7, 9 correspond to trapping geometries, resulting in exponential instability of “high frequency” solutions as in [17]. In Figure 7, the line parallel to the red interval after reflections will intersect green interval where there is no data. So this line can viewed as a trapped one. But nevertheless, somehow surprisingly, there seems to be the same subspace of Lipschitz stable solutions which is increasing with $k$. 
These observations let us formulate a conjecture: For an arbitrary domain, the Assumption 1 is satisfied.

5. Numerical solution of the inverse problem. In this section we apply Tikhonov regularization to the Cauchy problem in the form (13) and compare the convergence predicted by Theorems 1, 3, 4 with the numerical ones. We fix an annular domain with observation on the interior radius and unknown on the outside as in Fig. 9. As exact solution $x^\dagger$ we choose a) a sign function and b) a Gaussian curve:

$$x^\dagger_1 = \text{sign}(\phi - 0.5), \quad x^\dagger_2 = e^{-\frac{\phi^2}{0.5^2}}, \quad \phi \in [-\pi, \pi],$$

where $\phi$ is the angle on the outer circle. The first function is a nonsmooth one, hence we can expect at most logarithmic rates in this case. The second function is smooth with exponentially decaying Fourier coefficients, hence this is a case where a Hölder source condition holds.

At first we want to verify the increased stability indicated by (30), (31). Note that the estimates in these equations improve with increasing $k$ for fixed $\alpha$. We hence computed a regularized solution for $x^\dagger_1$ and $x^\dagger_2$ for a fixed regularization parameter and fixed noise level but for different wave number. The results can be seen in Figures 15, 16. Figure 15 shows the case of the discontinuous exact solution $x^\dagger_1$. The regularization parameter was chosen as $\alpha = 0.01$, the noise level was 1% additive Gaussian noise. Figure 16 displays the case of the smooth exact solution $x^\dagger_2$. What can be seen is, that the approximation improves with increasing $k$, which clearly indicates that the problem becomes more stable. Note that we used a $L^2$-penalization, so the oscillations in Fig. 15 are due to Gibbs phenomenon. In Fig. 16 the results seem to
The next Figure 17 shows a plot of the logarithm of the error between the exact solution and the regularized solution for different regularization parameter and different wave number for fixed noise level $\delta = 1\%$ and for the exact solution $x^\dagger$. The right plot is a surface plot and the left one a contour plot. In the figures it can be seen that for fixed $k$ the grows for small $\alpha$ and for large $\alpha$ with a minimum in between. This is totally consistent with the general theory of regularization, where for small $\alpha$ the propagated data noise dominates and for large $\alpha$ the approximation error dominates.
What is important with respect to the $k$-dependence is that the minimal error (over $\alpha$) decreases with $k$. In fact, for $k = 5$ the minimal error that can be achieved for this noise level is about 5 times larger than the minimal error achievable for $k \sim 50$. This again indicates the increasing stability.

The final plots compare different parameter choice rules for different noise levels and wave number. We choose $\alpha$ according to two parameter choice rules, the discrepancy principle, i.e. the largest $\alpha$ such that the residual is smaller than $1.1\delta$, and the quasi-optimality principle. We compared this with the optimal choice, i.e. with the results for choosing $\alpha$ such that the error $\|x_\alpha^\delta - x^\dagger\|$. The results are shown in Figure 18. In the plot the abscissa corresponds to the logarithm of the noise level in percent, the ordinate corresponds to the log of the error $\|x_\alpha^\delta - x^\dagger\|$. The blue line corresponds to the optimal parameter, the green line to that for the discrepancy principle and the red one for the quasi-optimality principle. We observed that the quasi-optimality is in most cases better than the discrepancy principle, which often chooses a too large regularization parameter. In fact the quasi-optimality principle gave a smaller error in 75% of the cases. It can be seen from the figures that with increasing wave number the error becomes uniformly smaller, consistent with the increased stability. What we also observed is not only a smaller total error for higher wave number, but the parameter choice of $\alpha$ becomes less significant. In fact, for higher wave number there is a broader range from which the regularization parameter can be chosen, still giving good result. In the plots this can be seen from the fact that the three curves are closer together for higher $k$ than for $k = 3$. Finally, let us note...
that all the computations for the regularization were performed with Gaussian noise. Our main intention was to indicate the improvement of the results with increasing $k$. We therefore used a noise that is uniform and does not depend on $k$.

6. Conclusion. We investigated the singular value distribution of the forward operator associated to the Cauchy problem for the Helmholtz equation. As a main result we found a sequence of subspaces increasing with the wave number $k$ on which the problem is well-posed. The numerical computations indicate that this subspace of stability appears for all domains (at least in the two-dimensional case), in particular also for those that do not satisfy convexity conditions. The presence of the subspace of stability for arbitrary domains, still lacks a satisfactory theoretical explanation. Postulating the existence of such a subspace of stability we analyzed the error for Tikhonov regularization. We obtained asymptotically linear rates. Important for this asymptotic rate is the use of the projected noise level (not the usual noise level) and the corresponding parameter choice rule. Our analysis was done for Tikhonov regularization but there is no problem to extend this to other regularization methods as well. We finally gave numerical evidence, that the error between the exact and regularized solution is smaller for higher wave numbers, hence, the problem shows an increasing stability (although it is of course still ill-posed). A numerical evidence of increasing stability in inverse problems can be found in [3, 7, 21, 22]. Finally, we think that a similar analysis can be done and is useful for other problems in partial differential equations, like the lateral Cauchy problem and inverse problems for parabolic and hyperbolic equations and systems. This will be our research goal for near future.
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