ON THE INVERSE IMPLICATION OF BRENIER-MCCANN THEOREMS AND THE STRUCTURE OF $(\mathcal{P}_2(M), W_2)^*$
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Abstract. We do three things. First, we characterize the class of measures $\mu \in \mathcal{P}_2(M)$ such that for any other $\nu \in \mathcal{P}_2(M)$ there exists a unique optimal transport plan, and this plan is induced by a map. Second, we study the tangent space at any measure and we identify the class of measures for which the tangent space is an Hilbert space. Third, we prove that these two classes of measures coincide. This answers a question recently raised by Villani. Our results concerning the tangent space can be extended to the case of Alexandrov spaces.
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Introduction. Among the several papers devoted to the study of mass transportation problems, two can certainly be called cornerstones of the theory: the work of Brenier [6] (together with the generalization to the case of Riemannian manifolds due to McCann [25]) where existence, uniqueness and structure of the optimal transport map is established, and the work of Otto [28], where the Riemannian structure of the space $(\mathcal{P}_2(M), W_2)$ is described.

The theory has been deeply studied in the past years. A topic which became suddenly clear, in particular for what concerns the Riemannian structure of the space of measures, is the fact that there are ‘good’ measures (like absolutely continuous ones) near which the Riemannian structure behaves nicely, and ‘bad’ measures (like deltas) at which such structure degenerates. The precise borderline between these two kind of measures was up to now not completely understood, and the question of finding the ‘right’ structure of the space $(\mathcal{P}_2(M), W_2)$ was also recently posed in Villani’s monograph [33].

The problem of the gray area between ‘good’ measures and ‘bad’ ones appears also in Brenier-McCann theorems. Indeed, the typical statement of such theorem is: Assume that $\mu, \nu \in \mathcal{P}_2(M)$ are such that $\mu$ gives 0 mass to $\dim(M) - 1$ dimensional sets, then there exists a unique optimal transport plan, and such plan is induced by a map (where a structural characterization of the map in terms of Kantorovich potential is also given). Now, the point is that the assumption made on $\mu$, although clearly sufficient to get the conclusion, is not necessary. Given the fundamental importance of the Brenier-McCann theorems, it is natural to look for the sharp hypothesis in their statement.

The aim of this paper is to clarify the situation, our main results being:

- the characterization of those measures to which Brenier-McCann theorem applies (Propositions 2.4 and 2.10),
- the identification of the tangent space at any measure $\mu$ (theorem 5.5),
- the proof of the fact that the class of measures for which the tangent space is a Hilbert space coincides with the class of measures to which Brenier-McCann theorem applies (corollary 6.6). Also, in this case the tangent space is naturally identified with the well known ‘space of gradients’.
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From a purely geometric perspective, some of our results apply also to the case of Alexandrov spaces with curvature bounded from below. In particular, the description of the tangent space at a certain measure provided by theorem 3.4 is a sharper statement than the analogous appeared in [27].
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1. Preliminaries and notation. $M$ is a fixed smooth, connected Riemannian manifold without boundary, $d$ its Riemannian distance.

The natural set to endow with the Wasserstein distance is the set $\mathcal{P}^2(M)$ of Borel probability measures with bounded second moment:

$$\mathcal{P}^2(M) := \left\{ \mu \in \mathcal{P}(M) : \int d^2(x, x_0) d\mu(x) < \infty \quad \forall x_0 \in M \right\}.$$

The set $\mathcal{P}^c(M) \subset \mathcal{P}^2(M)$ is the set of Borel probability measures with compact support.

Recall that for any couple of topological spaces $X, Y$, any Borel probability measure $\mu$ on $X$ and any Borel map $f : X \to Y$, the push forward $f#\mu$ of $\mu$ through $f$ is the Borel probability measure on $Y$ defined by

$$f#\mu(E) := \mu(f^{-1}(E)), \quad \forall \text{Borel sets } E \subset Y.$$

The Wasserstein distance $W_2$ on $\mathcal{P}^2(M)$ is defined by

$$W_2(\mu, \nu) := \sqrt{\inf \int d^2(x, y) d\gamma(x, y)},$$

where the infimum is taken in the set $\mathcal{A}_{\mu, \nu}$ of admissible plans $\gamma$ from $\mu$ to $\nu$, i.e. among all the probability measures on $M^2$ satisfying $\pi_1^\# \gamma = \mu$ and $\pi_2^\# \gamma = \nu$, where $\pi_1$ and $\pi_2$ are the projections onto the first and second coordinate respectively. The quantity $\int d^2(x, y) d\gamma(x, y)$ is called the cost of the plan $\gamma$. A plan which realizes the infimum is called optimal and the set of optimal plans for a given couple $(\mu, \nu)$ of measures will be indicated by $\text{Opt}(\mu, \nu)$. A plan is said to be induced by a map, if it is of the form $(\text{Id}, T)#\mu$ for some measurable map $T$. This is the same as to say that $\gamma$ is concentrated on the graph of $T$.

It is well known that the function $W_2$ is a distance on $\mathcal{P}^2(M)$ and that the space $(\mathcal{P}^2(M), W_2)$ is Polish; we skip the proof this fact: the interested reader may study the question in detail on, for instance, [33, Chapter 6].

A central question of the theory is: when do we know that there is only one optimal transport plan, and that this plan is induced by a map? The answer to this question is given by Brenier-McCann theorems (Brenier’s theorem concerns with the Euclidean case, while McCann’s one generalizes to the case of Riemannian manifolds), and the proof is essentially divided in the following steps, each of which has its independent interest. Here and in the following we will put $c(x, y) := \frac{d^2(x, y)}{2}$. One proves that:

- a plan is optimal if and only if its support is $c$-cyclically monotone (definition 1.1 and theorem 1.2 below),
- a set $\Gamma \subset M^2$ is $c$-cyclically monotone if and only if there is a $c$-concave function $\varphi$ (definition 1.4) such that $\Gamma$ is contained in the graph $\partial c^{-1} \varphi$ of the $c$-superdifferential of $\varphi$ (definition 1.5 and theorem 1.6 below),
\( \partial^+ \varphi \subset \exp(-\partial^+ \varphi) \), where \( \partial^+ \varphi \) is the superdifferential of \( \varphi \) (Theorem 1.8 below).

We will skip most of the proofs, as these are well known statements in the theory.

**Definition 1.1** (\( c \)-cyclical monotonicity). A subset \( K \) of \( M \times M \) is \( c \)-cyclically monotone if for every \( n \in \mathbb{N} \), every \( (x_i, y_i) \in K \), \( i = 0, \ldots, n-1 \), and every permutation \( \sigma \) of \( \{0, \ldots, n-1\} \) it holds:

\[
\sum_{i=0}^{n-1} c(x_i, y_i) \leq \sum_{i=0}^{n-1} c(x_i, y_{\sigma(i)}).
\]

**Theorem 1.2.** Let \( \mu, \nu \in \mathcal{P}_2(M) \). A plan \( \gamma \in \mathcal{A}^{\mu}(\mu, \nu) \) is optimal if and only if its support \( \text{supp}(\gamma) \) is a \( c \)-cyclically monotone set.

**Definition 1.3** (\( c^+ \) transform). Let \( \psi : M \to \mathbb{R} \cup \{-\infty\} \). The function \( \psi^{c^+} : M \to \mathbb{R} \cup \{-\infty\} \) is defined as

\[
\psi^{c^+}(x) := \inf_{y \in M} (c(x, y) - \psi(y)),
\]

Observe that we have the following trivial inequality:

\[
\psi(x) + \psi^{c^+}(y) \leq c(x, y), \quad \forall x, y \in M.
\]

**Definition 1.4** (\( c^- \) concavity). We say that \( \varphi : M \to \mathbb{R} \cup \{-\infty\} \) is \( c^- \) concave if it is not identically \( -\infty \) and there exists \( \psi : M \to \mathbb{R} \cup \{-\infty\} \) such that

\[
\varphi = \psi^{c^+}.
\]

**Definition 1.5** (\( c^- \) superdifferential). Let \( \varphi : M \to \mathbb{R} \cup \{-\infty\} \) be a \( c^- \) concave function. Its \( c^- \) superdifferential \( \partial^{c^-} \varphi \subset M^2 \) is defined as

\[
\partial^{c^-} \varphi := \{(x, y) : \varphi(x) + \varphi^{c^+}(y) = c(x, y)\}.
\]

and the \( c^- \) superdifferential \( \partial^{c^-} \varphi(x) \) at a point \( x \in M \) is the set of \( y \) such that \( (x, y) \in \partial^{c^-} \varphi \).

**Theorem 1.6.** Let \( \Gamma \subset M^2 \). Then \( \Gamma \) is \( c^- \) cyclically monotone if and only if \( \Gamma \subset \partial^{c^-} \varphi \) for some \( c^- \) concave function \( \varphi \).

Given \( \mu, \nu \in \mathcal{P}_2(M) \), we will say that a \( c^- \) concave function \( \varphi \) is a Kantorovich potential for the couple \((\mu, \nu)\) if \( \partial^{c^-} \varphi \) contains the support of any optimal plan from \( \mu \) to \( \nu \). It is well known that a Kantorovich potential always exists.

**Remark 1.7.** In case the two given measures \( \mu, \nu \) have compact support, there exists a \( c^- \) concave Kantorovich potential \( \varphi \) of the form

\[
\varphi(x) = \inf_{y \in K} c(x, y) - \psi(y),
\]

for some function \( \psi : M \to \mathbb{R} \cup \{\pm\infty\} \), where \( K \) is a compact set which contains the supports of \( \mu \) and \( \nu \).

In particular, this potential is locally semiconcave. \( \Box \)
It is important to underline that the $c$-superdifferential at a certain point $x$ is made of points on the manifold, and not of tangent vectors. However there is a strict link between the $c$-superdifferential and the usual superdifferential, as the following proposition shows: this link was exploited in the setting of optimal transport by McCann in [25]. The same argument used by McCann was already known to Cabré who used it in an earlier work on elliptic equation on manifolds ([7]).

**Theorem 1.8 (Cabré-McCann).** Let $\varphi : M \to \mathbb{R} \cup \{-\infty\}$ be a $c$-concave function and $x, y \in M$ such that $y \in \partial^+ \varphi(x)$. Then $\exp_x^{-1}(y) \subset -\partial^+ \varphi(x)$. Conversely, if $\varphi$ is differentiable at $x$ and $\nabla \varphi(x) = v$, then $y := \exp_x(-v)$ is the unique point in $\partial^+ \varphi(x)$.

**Remark 1.9.** The converse implication in this theorem is false if one does not assume $\varphi$ to be differentiable at $x$: i.e. it is not true in general that $v \in \partial^+ \varphi(x)$ implies $\exp_x(-v) \in \partial^+ \varphi(x)$. The question is related to the so called regularity of the cost function. A sufficient condition for this regularity is the satisfaction of the Ma-Trudinger-Wang condition (see [22]). We won’t stress this point further, the interested reader may look at [33], chapter 12.

Theorems 1.2, 1.6 and 1.8 allow to understand when the optimal plan is unique and induced by a map and to characterize this map.

**Theorem 1.10 (Brenier-McCann).** Let $\mu, \nu \in \mathcal{P}_c(M)$ and assume that $\mu$ is absolutely continuous. Then there exists a unique optimal plan from $\mu$ to $\nu$ and this plan is induced by the map $\exp(-\nabla \varphi)$, where $\varphi$ is a Kantorovich potential for $\mu, \nu$.

**Proof.** By remark 1.7 we know that there exists a Kantorovich potential $\varphi$ which is semiconcave in some open set $\Omega$ containing the supports of both $\mu$ and $\nu$. By a classical result of convex analysis, $\varphi$ is a.e. differentiable in $\Omega$ w.r.t. the volume measure. Thus, by the hypothesis on $\mu$, it is also $\mu$-a.e. differentiable. By theorem 1.6 we know that every optimal plan $\gamma$ from $\mu$ to $\nu$ must be concentrated on $\partial^+ \varphi$. By proposition 1.8 and what we said on the differentiability of $\varphi$ we get that for $\mu$-a.e. $x$ there is only on $y \in M$ such that $(x, y) \in \text{supp}(\gamma)$, and that this $y$ is identified by $y = \exp_x(-\nabla \varphi(x))$. Which is the thesis.

By $TM$ we intend the tangent bundle of $M$, which will always be endowed with the Sasaki metric $d_s$ (see e.g. [9] Chapter 3 exercise 2). In particular, it makes sense to speak about the metric space $(\mathcal{P}_2(TM), W_2)$, where here $W_2$ is the quadratic Wasserstein distance built over the distance $d_s$. We will denote by $\mathcal{P}_2(TM)_{\mu} \subset \mathcal{P}_2(TM)$, $\mu \in \mathcal{P}_2(M)$, the set of plans $\gamma$ such that $\pi^M_{\#} \gamma = \mu$, where $\pi^M : TM \to M$ is the natural projection. This is the same as the set of plans $\gamma \in \mathcal{P}(TM)$ satisfying

$$\pi^M_{\#} \gamma = \mu,$$

$$\int |v|^2 d\gamma(x, v) < \infty.$$

The exponential $\exp_\mu(\gamma)$ of a plan $\gamma \in \mathcal{P}_2(TM)_{\mu}$ is defined as

$$\exp_\mu(\gamma) := (\exp)_{\#} \gamma,$$

it is immediate to verify that $\exp_\mu(\gamma) \in \mathcal{P}_2(M)$, whenever $\gamma \in \mathcal{P}_2(TM)$. See also the appendix of [4] and Chapter 7 of [17] for the properties of the exponential map.

\footnote{We call this map exponential because of theorem 1.11, but it should be noted carefully that exponentiation does not produce geodesics in general.}
The right inverse $\exp^{-1}_\mu : \mathcal{P}_2(M) \to \mathcal{P}_2(TM)_\mu$ of the exponential map is defined as

$$\exp^{-1}_\mu(\nu) := \{ \gamma \in \mathcal{P}_2(TM)_\mu : \exp_\mu(\gamma) = \nu, \int |v|^2 d\gamma(x,v) = W^2(\mu,\nu) \}.$$ 

or, which is the same, $\exp^{-1}_\mu(\nu)$ is the set of those plans $\gamma \in \mathcal{P}_2(TM)_\mu$ such that $(\pi^M,\exp)_\#\gamma$ is an optimal plan from $\mu$ to $\nu$ and $\int |v|^2 d\gamma(x,v) = W^2(\mu,\nu)$ (notice that the second condition is not implied by the first one if on $M$ some points have non empty cut locus). The map $\exp^{-1}_\mu$ is not really the inverse of $\exp_\mu$, as only optimal plans are taken in consideration: while this may sound confusing, the choice has been made so that for any $\gamma \in \exp^{-1}_\mu(\mu)$, the curve $t \mapsto \exp_\mu(t \cdot \gamma)$ is a geodesic connecting $\mu$ to $\nu$, see below.

Observe that plans in $\exp^{-1}_\mu(\nu)$ carry more information about optimal coupling from $\mu$ to $\nu$ then those in $\sigma_{\exp}(\mu,\nu)$: indeed the latter one only specify from where to where to the mass is moved, while the former ones also specify which geodesic is chosen in this movement. The following statement collects the main properties of geodesics in $(\mathcal{P}_2(M), W_2)$ which we will need:

**Theorem 1.11 (Geodesics in $\mathcal{P}_2(M)$).** A curve $(\mu_t)$ is a constant speed geodesic on $[0,1]$ from $\mu$ to $\nu$ if and only if there exists a plan $\gamma \in \exp^{-1}_\mu(\nu)$ such that:

$$\mu_t = \exp_{\mu \cdot \nu}(t \pi^1) \# \gamma,$$

$\pi^1$ being the map which associates to $(x,v) \in TM$ the vector $v \in T_xM$. The plan $\gamma$ is uniquely identified by the geodesic. Moreover, for any $t \in (0,1)$ there exists a unique optimal plan from $\mu$ to $\mu_t$. Finally, two different geodesics from $\mu$ to $\nu$ cannot intersect at intermediate times.

Introducing the notion of *rescaling* of a plan:

$$\lambda \cdot \gamma := (\pi^M, \lambda \pi^1)_\# \gamma, \quad \forall \lambda \in \mathbb{R}, \gamma \in \mathcal{P}(TM),$$

equation (1.1) takes the more appealing form

$$\mu_t := \exp_\mu(t \cdot \gamma), \quad \forall t \in [0,1].$$

From the above theorem we get the following statement about constant speed geodesics starting from $\mu$:

**Proposition 1.12.** Let $\mu \in \mathcal{P}_2(M)$ and $(\mu_t)$ a constant speed geodesic starting from $\mu$ and defined on some right neighborhood of 0, say $[0,a]$. Then there exists a unique plan $\gamma \in \mathcal{P}_2(TM)_\mu$ such that

$$\mu_t = \exp_\mu(t \cdot \gamma), \quad \forall t \in [0,a].$$

Moreover, two constant speed geodesics $(\mu_t)$ and $(\tilde{\mu}_t)$ defined on $[0,a]$ and $[0,\tilde{a}]$ coincide on $[0,\min\{a,\tilde{a}\}]$ if and only if the associated plans are the same.

**Proof.** Uniqueness follows from the uniqueness part of the theorem above. For the existence, just reparametrize the curve by defining $\tilde{\mu}_t := \mu_{\alpha t}$ and observe that $(\tilde{\mu}_t)$ is a constant speed geodesic defined on $[0,1]$. By the above theorem, we know that there exists a unique plan $\tilde{\gamma} \in \mathcal{P}_2(TM)_\mu$ such that $\tilde{\mu}_t = \exp_\mu(t \cdot \tilde{\gamma})$. The conclusion follows by defining $\gamma := \frac{1}{\alpha} \cdot \tilde{\gamma}$. The rest is obvious.  ☐
In the following we will need to work with couplings of plans in $\mathcal{P}_2(TM)_\mu$, in order to do so, it is better to introduce some notation. By $T^2M$ we intend the set defined as 
\[ T^2M := \{(x, v_1, v_2) : v_1, v_2 \in T_xM\}, \]
and we endow this set with the distance $d^*_2$ defined by 
\[ d^*_2((x, v_1), (y, w_1)) = d^*_2((x, v_1), (y, w_1)) + d^*_2((x, v_2), (y, w_2)). \]
The space $(\mathcal{P}_2(T^2M), W_2)$ is then naturally build over $(T^2M, d^*_2)$. The three natural projections $\pi^M, \pi^1, \pi^2$ are defined as 
\[ \pi^M(x, v_1, v_2) = x \in M, \quad \pi^1(x, v_1, v_2) = v_1 \in T_xM, \quad \pi^2(x, v_1, v_2) = v_2 \in T_xM. \]
A plan $\alpha \in \mathcal{P}_2(T^2M)$ will be called an admissible coupling for $\gamma_1, \gamma_2 \in \mathcal{P}_2(TM)_\mu$ if:
\[ (\pi^M, \pi^1)_\# \alpha = \gamma_1, \quad (\pi^M, \pi^2)_\# \alpha = \gamma_2, \]
in this case we write $\alpha \in \text{Adm}_\mu(\gamma_1, \gamma_2)$.

The following characterization of compactness is well known, we skip the proof (see, e.g. [4, Remark 5.2.3]).

**Proposition 1.13 (Stability of optimality and compactness).** Let $A_1, A_2 \subset \mathcal{P}_2(M)$ and $K \subset \mathcal{P}_2(TM)$ be defined as 
\[ B := \bigcup_{\mu \in A_1, \nu \in A_2} \exp^{-1}(\nu). \]
Then $B$ is a compact subset of $(\mathcal{P}_2(TM), W_2)$ if and only if $A_1, A_2$ are compact subsets of $(\mathcal{P}_2(M), W_2)$.

Also, for $B_1, B_2 \subset \mathcal{P}_2(TM)$, consider the set $C \subset \mathcal{P}_2(T^2M)$ defined as 
\[ C := \bigcup_{\mu \in \mathcal{P}_2(M)} \bigcup_{\gamma_1 \in B_1 \cap \mathcal{P}_2(TM)_\mu} \text{Adm}_\mu(\gamma_1, \gamma_2). \]
Then $C$ is a compact subset of $(\mathcal{P}_2(T^2M), W_2)$ if and only if $B_1, B_2$ are compact subsets of $(\mathcal{P}_2(TM), W_2)$.

2. **Sharp hypothesis in Brenier-McCann theorems.** From the proof of theorem 1.10 it is clear that the problem of understanding for which $\mu$ we have existence and uniqueness of optimal map is strongly related to the problem of convex analysis ‘how it is made the set of non differentiability points of a convex function?’ The answer to the latter question is given by a theorem of Zajíček. To state his result, we need to give the following definition:
Definition 2.1 ($c - c$ hypersurfaces in $\mathbb{R}^d$). A set $E \subset \mathbb{R}^d$ is a $c - c$ hypersurface if, up to a permutation of the indexes, there exist two convex functions $f, g : \mathbb{R}^{d-1} \to \mathbb{R}$ such that $E$ is the graph of $f - g$, i.e.

$$E = \{(y, t) \in \mathbb{R}^d : t = f(y) - g(y)\}.$$ 

The following theorem is proven in [34]:

Theorem 2.2 (Zajáček). Let $\varphi : \mathbb{R}^d \to \mathbb{R}$ be a convex function. Then the set of points where $\varphi$ is not differentiable is contained in the union of countably many $c - c$ hypersurfaces.

Conversely, if a set $E \subset \mathbb{R}^d$ can be covered by countably many $c - c$ hypersurfaces, then there exists a convex function $\varphi : \mathbb{R}^d \to \mathbb{R}$ which is not differentiable at all the points in $E$.

The interest of this theorem, for our purpose, is that the set of points is completely characterized by covering with $c - c$ hypersurfaces (while other related results concern covering up to $\mathcal{H}^{d-1}$ null sets).

From the theorem of Zajáček, the characterization we were looking for comes immediately, at least for the case $M = \mathbb{R}^d$.

Definition 2.3 (Regular measures on $\mathbb{R}^d$). Let $\mu \in \mathcal{P}_2(\mathbb{R}^d)$. We say that $\mu$ is regular if it gives 0 mass to any $c - c$ hypersurface.

Proposition 2.4 (Sharp hypothesis on Brenier’s theorem). Let $\mu \in \mathcal{P}_2(\mathbb{R}^d)$. Then for every $\nu \in \mathcal{P}_2(\mathbb{R}^d)$ there exists only one optimal plan from $\mu$ to $\nu$ and this plan is induced by a map from $\mu$ if and only if $\mu$ is regular.

Proof. We start with the ‘if’ part. By theorem 1.6 we know that there exists a $c$-concave function $\varphi$ such that any optimal plan from $\mu$ to $\nu$ is concentrated on the graph of the $c$–superdifferential of $\varphi$, where here $c(x, y) = \frac{|x - y|^2}{2}$. On $\mathbb{R}^d$ any $c$-concave function $\varphi$ satisfies: $x \mapsto \varphi(x) - \frac{|x|^2}{2}$ is concave and the graph of the $c$-superdifferential of $\varphi$ is the same as minus-the graph of the superdifferential of $x \mapsto \varphi(x) - \frac{|x|^2}{2}$. Thus by Zajáček theorem and the hypothesis on $\mu$ we know that the set of points $x$ such that $\partial^c \varphi(x)$ contains more than one point is $\mu$-negligible. Therefore the disintegration of any optimal plan w.r.t. the projection onto the $\mu$ coordinate has to be a delta for $\mu$-a.e. point: this means that the optimal plan is unique and induced by a map.

We turn to the ‘only if’: we argue by contradiction. Suppose that there is a $c - c$ hypersurface $E$ such that $\mu(E) > 0$. Then, again by Zajáček theorem, there exists a concave function $\varphi : \mathbb{R}^d \to \mathbb{R}$ whose set of points of non differentiability contains $E$ and thus has $\mu$-positive measure. For some ball $B \subset \mathbb{R}^d$, it holds $\mu(B \cap E) > 0$, now pick a smooth cut-off function $\chi$ identically 1 on a neighborhood of $B$, with compact support and values in $[0, 1]$. The computation of the distributional Hessian of $\varphi \chi$ shows that for some $a > 0$ the function $\hat{\varphi}(x) := \varphi(x) \chi(x) - a|x|^2$ is concave. By construction, the set of non differentiability points of $\hat{\varphi}$ contained in $B$ coincides with the set of non differentiability points of $\varphi$ contained in $B$, and thus has $\mu$-positive measure.

Define the two maps $T_1, T_2 : \mathbb{R}^d \to \mathbb{R}^d$ as:

\[
T_1(x) := \text{the element of smallest norm in } \partial^+ \hat{\varphi}(x),
\]

\[
T_2(x) := \text{the element of biggest norm in } \partial^+ \hat{\varphi}(x).
\]
Since $\tilde{\varphi}$ coincides with $-a|x|^2$ outside a compact set, $T_1(x) = T_2(x) = -2ax$ outside a compact set. In particular, $T_1, T_2 \in L^\infty_{\mu}$. Also, $\mu(\{T_1 \neq T_2\}) > 0$. By construction, the plan

$$(Id, -T_1)_{\#} \mu + \frac{(Id, -T_2)_{\#} \mu}{2},$$

is $c$-cyclically monotone and not induced by a map. □

Remark 2.5. The fact that $\mu$ gives 0 mass to $c-c$ hypersurfaces is a sufficient assumption to get uniqueness of the optimal plan, and the fact that this plan is induced by a map, was already noticed by Gangbo and McCann in [13]. This was a sharpening of the previous observation, due to McCann [23], that it is sufficient to assume $\mu$ gives 0 mass to $d-1$ rectifiable surfaces' (while the original version of Brenier’s theorem requires the absolute continuity of $\mu$). □

The case of generic manifolds is analogous, the only thing we have to take care of, is that there is no complete analogy between $c$-concave functions and semiconcave functions.

Definition 2.6 ($c-c$ hypersurfaces in $M$). A set $E \subset M$ is a $c-c$ hypersurface if it can be covered by coordinate charts on each of which it can be covered by a countable number of $c-c$ hypersurfaces on $\mathbb{R}^d$.

Remark 2.7 (Independence on the chart). A set $E \subset \mathbb{R}^d$ can be covered by a countable number of $c-c$ hypersurfaces if and only if the same is true for $\phi(E)$, where $\phi$ is a smooth diffeomorphism of $\mathbb{R}^d$.

This can be seen either by a direct application of the definition, or - in a heavier way - by calling into play Zajíček’s theorem and observing that:

• the composition of a convex function $\varphi$ with a smooth diffeomorphism $\phi$ is locally semiconvex
• the set of points of non differentiability of $\varphi \circ \phi$ is precisely

$$\phi(\{\text{points of non differentiability of } \varphi\})$$

• the conclusions of Zajíček’s theorem are unchanged if ‘convex’ is replaced by ‘semiconvex’, because adding a multiple of $|x|^2$ does not change the set of non differentiability points
• the conclusions of Zajíček’s theorem are unchanged if ‘semiconvex’ is replaced by ‘locally semiconvex’, because a set can be covered by a countable union of $c-c$ hypersurfaces if and only if it can be locally covered by a countable union of $c-c$ hypersurfaces.

Definition 2.8 (Regular measures on $M$). Let $\mu \in \mathcal{P}_2(M)$. We say that $\mu$ is regular if it gives 0 mass to any $c-c$ hypersurface.

We will use the following lemma:

Lemma 2.9. Let $\varphi : M \to \mathbb{R}$ be a $-\lambda$-concave function (i.e. $\nabla^2 \varphi \leq \lambda Id$ in the sense of distributions) with compact support. Then for $\varepsilon > 0$ sufficiently small the function $\varepsilon \varphi$ is $c$-concave and it holds $v \in \partial^+(\varepsilon \varphi)(x)$ if and only if $\exp_\varepsilon(-v) \in \partial^+(\varepsilon \varphi)(x)$. 


Proof. We make the following claim: there exists \( \varepsilon > 0 \) such that for every \( x_0 \in M \) and every \( v \in \partial^+ \varphi(x_0) \) the function

\[
x \mapsto \varepsilon \varphi(x) - \frac{d^2(x, \exp_{x_0}(-\varepsilon v))}{2}
\]

has a global maximum at \( x = x_0 \). The claim is obvious if \( x_0 \) lies outside the support of \( \varphi \). Also, since \( \varphi \) is semiconcave, real valued and compactly supported, it is Lipschitz. Thus for \( \varepsilon > 0 \) sufficiently small we have that for any \( x_0 \in M \) and \( v \in \partial^+ \varphi(x_0) \), the vector \( \varepsilon v \) has norm smaller than the injectivity radius at \( x_0 \). Therefore with this choice of \( \varepsilon \) we have \( \nabla^2 \cdot \exp_{x_0}(-\varepsilon v) \) = \( \varepsilon \varepsilon \) and hence

\[
\nabla^2 \cdot \exp_{x_0}(-\varepsilon v) = \varepsilon \varepsilon \text{ for any } v \in \partial^+ \varphi(x_0) \text{ and any } x \in M.
\]

Also, since \( \varphi \) is bounded, up to decreasing the value of \( \varepsilon_0 \) we can assume that

\[
\varepsilon_0 \varphi(x) \leq \frac{r^2}{12}.
\]

Fix \( x_0 \in M \), \( v \in \partial^+ \varphi(x_0) \) and let \( y_0 := \exp_{x_0}(-\varepsilon_0 v) \). We claim that for \( \varepsilon_0 \) chosen as above, the maximum of \( \varepsilon_0 \varphi - \frac{d^2(\cdot, y_0)}{2} \), cannot lie outside \( B_r(x_0) \). Indeed if \( d(x, x_0) \geq r \) we have \( d(x, y_0) > 2r/3 \) and thus:

\[
\varepsilon_0 \varphi(x) - \frac{d^2(x, y_0)}{2} < \frac{r^2}{12} - \frac{2}{9} = \frac{r^2}{12} - \frac{r^2}{18} \leq \varepsilon_0 \varphi(x_0) - \frac{d^2(x_0, y_0)}{2}.
\]

Thus the maximum must lie in \( B_r(x_0) \). Recall that in this ball, the function \( d^2(\cdot, y_0) / 2 \) is \( C^\infty \) and satisfies \( \nabla^2 (d^2(\cdot, y_0) / 2) \geq cI \), thus it holds

\[
\nabla^2 \left( \varepsilon_0 \varphi(\cdot) - \frac{d^2(\cdot, y_0)}{2} \right) \leq (\varepsilon_0 \lambda - c)I
\]

where \( \lambda \in \mathbb{R} \) is such that \( \nabla^2 \varphi \leq \lambda I \) on the whole \( M \). Thus decreasing if necessary the value of \( \varepsilon_0 \) we can assume that

\[
\nabla^2 \left( \varepsilon_0 \varphi(\cdot) - \frac{d^2(\cdot, y_0)}{2} \right) < 0 \quad \text{on } B_r(x_0),
\]

which implies that \( \varepsilon_0 \varphi(\cdot) - \frac{d^2(\cdot, y_0)}{2} \) admits a unique point \( x \in B_r(x_0) \) such that \( 0 \in \partial^+ (\varphi - \frac{d^2(\cdot, y_0)}{2}) (x) \). Since by (2.1) this is true for \( x_0 \), it must hold \( x = x_0 \), which therefore implies that \( x_0 \) is the unique global maximum of \( \varphi - \frac{d^2(\cdot, y_0)}{2} \). By the arbitrariness of \( x_0, v \) the claim is proved.

To complete the proof, we define the function \( \psi : M \to \mathbb{R} \cup \{-\infty\} \) in the following way: if \( y = \exp_{x_0}(-v_0) \) for some \( v_0 \in \partial^+ \varphi(x_0) \) we put

\[
\psi(y) := \inf_z \frac{d^2(z, y)}{2} - \varphi(z),
\]
otherwise $\psi(y) = -\infty$. By definition we have
\[
\varphi(x) \leq \frac{d^2(x, y)}{2} - \psi(y), \quad \forall x, y \in M,
\]
and the claim proved ensures that if $y = \exp_{x_0}(-v_0)$ for some $v_0 \in \partial^+\varphi(x_0)$, the infimum in the definition of $\psi(y)$ is realized at $z = x_0$, that is
\[
\varphi(x_0) = \frac{d^2(x_0, y)}{2} - \psi(y).
\]
Since for any $x_0 \in M$ there exists $v \in \partial^+\varphi(x_0)$, we proved the $c$-concavity of $\varphi$. Following the same lines one easily see that for $y \in \exp_x(-\partial^+\varphi(x))$ it holds
\[
\varphi(x) = \frac{d^2(x, y)}{2} - \varphi^c(y),
\]
that is: $\exp_x(\partial^+\varphi(x)) \subset \partial^c\varphi(x)$. Since the other inclusion was proven in Theorem 1.8, the proof is completed.

**Proposition 2.10** (Sharp hypothesis on McCann’s theorem). Let $\mu \in \mathcal{P}_2(M)$. Then for every $\nu \in \mathcal{P}_2(M)$ there exists only one optimal plan from $\mu$ to $\nu$ and this plan is induced by a map from $\mu$ if and only if $\mu$ is regular.

**Proof.** We start with the ‘if’ part. We claim that we can assume that $\mu$ and $\nu$ have compact support. Indeed, let $\gamma$ be an optimal plan from $\mu$ to $\nu$ and $n \mapsto K_n \subset M$ be an increasing sequence of compact sets. Then $\gamma$ is induced by a map if and only if each of the restrictions $\gamma|_{K_n \times K_m}$ is induced by a map. Also, observe that if each optimal plan is induced by a map, then the optimal plan is unique, as if there were two different optimal maps $T, S$ from $\mu$ to $\nu$, the plan $\frac{1}{2}((Id, T)\#\mu + (Id, S)\#\mu)$ would be optimal and not induced by a map.

So we assume $\mu, \nu \in \mathcal{P}_c(M)$. Then by remark 1.7 we can find a Kantorovich potential $\varphi$ which is semiconcave. Looking $\varphi$ in charts, we have that it is a locally semiconcave function. Thus by Zajíček theorem we know that the set of points of non differentiability of $\varphi$ is $\mu$-negligible. The conclusion follows as in the case $M = \mathbb{R}^d$.

Now we turn to the ‘only if’. Suppose that $\mu(E) > 0$ for some $c - c$ hypersurface $E$. Then we can find an open set $\Omega \subset M$ diffeomorphic to $\mathbb{R}^d$ and a compact set $K \subset \Omega$ such that $E$ is a $c - c$ hypersurface in $\Omega$ (having identified $\Omega$ to $\mathbb{R}^d$), and $\mu(E \cap K) > 0$. By Zajíček theorem, we can find a convex function $\varphi : \mathbb{R}^d \to \mathbb{R}$ which is not differentiable at any point in $E \cap K \subset \Omega \approx \mathbb{R}^d$. Pick a $C^\infty_c(\Omega)$ cut off function which is identically 1 on $K$ and observe that the function $\chi\varphi : M \to \mathbb{R}$ defined by $\chi\varphi = 0$ outside $\Omega$, is semiconvex. Now apply lemma 2.9 to find $\varepsilon > 0$ such that $\varepsilon \chi\varphi$ is $c$-concave and $v = \nabla(\varepsilon \chi\varphi)(x)$ if and only if $\exp_x(-v) \in \partial^c(\varepsilon \chi\varphi)(x)$. The conclusion follows, as in the case $M = \mathbb{R}^d$.

**Remark 2.11.** Here we just proved that the optimal plan is unique and induced by a map, but of course one may ask whether such a map can be recovered by taking the gradient of a $c$-concave function. This is actually the case: we postpone the proof of this fact (which slightly generalizes what is proven in [12]) to the appendix.

**Remark 2.12.** I do not know whether, given a geodesic $(\mu_t)$ such that $\mu_0$ is regular, it holds ‘$\mu_t$ is regular for any $t < 1$’ or not.
3. The abstract tangent space. In this section we study from a purely metric perspective the tangent space of \((\mathcal{P}_2(M), W_2)\) at a certain measure \(\mu\). We will stick to the case of the Wasserstein space built over a Riemannian manifold, but actually all of what we are going to say here is valid in the setting of metric space with Alexandrov curvature bounded from below (see remark 3.5).

In this section we will assume that the manifold \(M\) is compact.

Let \(r_{\min} > 0\) be the injectivity radius of \(M\), i.e. the largest \(r\) such that \(t \mapsto \exp_x(tv)\) is the unique minimizing geodesic between \(x \in M\) and \(\exp_x(v)\) for any \(x \in M\) and any \(v \in T_xM\) with \(|v| \leq r\). The fact that \(r_{\min}\) is positive is ensured by the compactness of \(M\).

We do not want to do a general discussion about tangent spaces of metric spaces, we just recall that if a certain geodesic space \((X, d)\) is 'sufficiently well behaved' near a certain point \(x_0 \in X\), then we can define the angle \(\theta(\gamma, \tilde{\gamma}) \in [0, \pi]\) between two constant speed geodesics \((\gamma(t)), (\tilde{\gamma}(t))\) starting from \(x_0\) and defined in some right neighborhood of 0 by:

\[
\cos \left( \theta(\gamma, \tilde{\gamma}) \right) := \lim_{t, s \downarrow 0} \frac{d^2(\gamma(t), x_0) + d^2(\tilde{\gamma}(s), x_0) - d^2(\gamma(t), \tilde{\gamma}(s))}{2d(\gamma(t), x_0)d(\tilde{\gamma}(s), x_0)},
\]

where of course the problem is in proving that the joint limit exists (and typically it does not). Assume that the angle always exists, and let \(\text{Dir}_{x_0}\) be the set of constant speed geodesics starting from \(x_0\), defined on some right neighborhood of 0, where we identify two of them if they coincide near 0. Then one can define the distance \(D(\gamma, \tilde{\gamma})\) between \(\gamma, \tilde{\gamma} \in \text{Dir}_{x_0}\) by the formula:

\[
D^2(\gamma, \tilde{\gamma}) := \frac{1}{2} \left( |\gamma'|^2 + |\tilde{\gamma}'|^2 - |\gamma'| |\tilde{\gamma}'| \cos \theta(\gamma, \tilde{\gamma}) \right) = \lim_{t \downarrow 0} \frac{d^2(\gamma(t), \tilde{\gamma}(t))}{t^2},
\]

where \(|\gamma'|, |\tilde{\gamma}'|\) are the metric speed of \(\gamma, \tilde{\gamma}\) respectively. The abstract tangent space at \(x_0\) is then defined as the completion of \(\text{Dir}_{x_0}\) w.r.t. the distance \(D\).

We want to apply this construction to the space \((\mathcal{P}(M), W_2)\), where \(M\) is a compact Riemannian manifold. We start with the following concavity estimate. This statement is not new (see for instance Theorem 4.6.1 of [19] for a sharper result), but we preferred to provide the simple proof for completeness.

**Proposition 3.1.** Let \(M\) be a compact smooth Riemannian manifold. Then there exists a constant \(C < +\infty\) such that for any \(x \in M\), \(v, w \in T_xM\), \(T, S > 0\) such that \(T|v|, S|w| < r_{\min}\) it holds

\[
(3.1) \quad d^2 \left( \exp_x(tv), \exp_x(Sw) \right) \\
\geq \left( 1 - \frac{t}{T} \right) S^2|w|^2 + \frac{t}{T} d^2 \left( \exp_x(Tv), \exp_x(Sw) \right) - t(T - t) \left( |v|^2 + SC \right),
\]

for any \(0 \leq t \leq T\).

**Proof.** Fix \(c > 0\) and let \(K \subset T^2M \times \mathbb{R}^2\) be the compact set defined by

\[
K := \left\{ (x, v, w, T, S) : |v|, |w| < c, T, S < \frac{r_{\min}}{c} \right\},
\]
and consider the function $Rem(x, v, w, T, S) : K \rightarrow \mathbb{R}$ given by

$$(x, v, w, T, S) \mapsto d^2 \left( \exp_x(Tv), \exp_x(Sw) \right) - T^2|v|^2 - S^2|w|^2.$$ 

By the definition of $K$, it is obvious that $Rem$ is a $C^\infty$ function. Also, we know that

$$Rem(x, v, w, T, 0) = Rem(x, v, w, 0, S) = 0,$$

therefore it is possible to write

$$Rem(x, v, w, T, S) = TS Rem'(x, v, w, T, S),$$

for some $C^\infty$ function $Rem' : K \rightarrow \mathbb{R}$.

Define the constant $C \in \mathbb{R}$ as

$$C := \sup_K \left\{ \left| \frac{d}{dT}Rem'(x, v, w, T, S) \right| + \frac{1}{2} \left| T \frac{d^2}{dT^2}Rem'(x, v, w, T, S) \right| \right\} < +\infty,$$

and observe that by a simple scaling argument $C$ does not depend on $c$. Now fix $(x, v, w, T, S) \in K$ and let $f : [0, 1] \rightarrow \mathbb{R}$ be defined by

$$f(\lambda) := d^2 \left( \exp_x(\lambda Tv), \exp_x(Sw) \right) = \lambda^2T^2|v|^2 + S^2|w|^2 + \lambda TS Rem'(x, v, w, \lambda T, S),$$

and observe that

$$\frac{d^2}{d\lambda^2}f(\lambda) = 2T^2|v|^2 + 2T^2S\frac{d}{dT}Rem'(x, v, w, T, S) + \lambda T^3S\frac{d^2}{dT^2}Rem'(x, v, w, T, S)$$

$$\leq 2T^2 \left( |v|^2 + SC \right).$$

This bound implies the inequality

$$f(\lambda) \geq (1 - \lambda)f(0) + \lambda f(1) - (1 - \lambda)T^2 \left( |v|^2 + SC \right),$$

which gives the conclusion by putting $\lambda = \frac{T}{C}$.

It is known that inequalities like (3.1) are inherited by the quadratic Wasserstein space (see e.g. inequality 7.3.1 [4] and proposition 3.1. of [27]). In our case we have:

**Proposition 3.2.** Let $\mu \in \mathcal{P}(M)$ and $(\mu_t), (\nu_s)$ be two constant speed geodesics starting from $\mu$ and defined on some right neighborhood of 0, say $[0, a]$. Then for $T, S < \frac{a}{\text{Diam}(M)}$ it holds

$$W_2^2(\mu_t, \nu_s) \geq \left( 1 - \frac{t}{T} \right) W_2^2(\mu, \nu_S)$$

$$+ \frac{t}{T} W_2^2(\mu T, \nu_S) - t(T - t) \left( \frac{W_2^2(\mu, \mu_T)}{T^2} + SC \right), \quad \forall t < T$$

where $C$ is the constant provided by proposition 3.1.

**Proof.** Given that the arguments we are going to use are pretty well known, we will be a bit sloppy in the proof. We know by proposition 1.12 that there exists plans $\gamma, \eta \in \mathcal{P}_2(TM)$ such that

$$\mu_t = \exp_{\mu t}((\pi^1)\# \gamma),$$

$$\nu_s = \exp_{\nu s}((\pi^1)\# \eta),$$
for any \( t, s < a \). In particular, for \( \gamma \)-a.e. \( x, v \), the curve \( t \mapsto \exp_x(tv) \) is a globally minimizing geodesic in \([0, a]\): therefore \( |v| < \frac{\text{Diam}(M)}{a} \) for \( \gamma \)-a.e. \((x, v)\). Similarly for \( \eta \).

Now fix \( T, S < \frac{\text{Diam}(M)}{r_{\min}} \) and choose \( t < T \). Arguing as in the proof of proposition 3.1. of [27], it is possible to show the existence of a plan \( \alpha \in \mathcal{P}(T^2M) \) satisfying:

\[
(\pi^M_1, \pi^1) \# \alpha = \gamma,
\]

\[
(\exp_{\pi^M_1}(t\pi^1), \exp_{\pi^M_1}(S\pi^2)) \# \alpha \in \partial \mathcal{P}(\mu_t, \nu_S)
\]

Now pick \((x, v, w) \in \text{supp}(\alpha)\) and observe that since \( T |v|, S |w| < r_{\min} \) we may apply proposition 3.1 and get

\[
d^2(\exp_x(tv), \exp_x(Sw)) \\
\geq (1 - \frac{t}{T}) S^2 |w|^2 + \frac{t}{T} d^2(\exp_x(tv), \exp_x(Sw)) - t(T - t)(|v|^2 + SC).
\]

Integrating this inequality w.r.t. \( \alpha \) and observing that it holds

\[
(\pi^M_1, \exp_{\pi^M_1}(S\pi^2)) \# \alpha \in \mathcal{adm}(\mu_T, \nu_S),
\]

\[
(\exp_{\pi^M_1}(t\pi^1), \exp_{\pi^M_1}(S\pi^2)) \# \alpha \in \mathcal{adm}(\mu_t, \nu_S),
\]

we get the conclusion.

Inequality (3.2) is the key tool which allows the proof of existence of the angle between geodesics. We will use the following simple lemma:

**Lem. 3.3.** Let \( F \) be a real valued function defined on an open set of the kind \((0, a)^2 \subset \mathbb{R}^2\), for some \( a > 0 \). Assume that \( F \) satisfies: for every \( \varepsilon > 0 \) there exists \( \delta > 0 \) such that

\[
\begin{align*}
&t \leq T \leq \delta \\
&s \leq S \leq \delta
\end{align*}
\]

\[\Rightarrow \quad F(t, s) \leq F(T, S) + \varepsilon.
\]

Then there exists the joint limit \( \lim_{t,s \downarrow 0} F(t, s) \).

**Proof.** Let \( L := \lim_{t,s \downarrow 0} F(t, s) \). Fix \( \varepsilon > 0 \) and find \( \delta \) so that (3.3) is true. Also, find \( T, S < \delta \) such that \( F(T, S) \leq L + \varepsilon \). Conclude observing that the inequality

\[
\begin{align*}
&t \leq T \\
&s \leq S
\end{align*}
\]

\[\Rightarrow \quad F(t, s) \leq F(T, S) + \varepsilon \leq L + 2\varepsilon,
\]

implies that \( L \geq \lim_{t,s \downarrow 0} F(t, s) \).

**Th. 3.4 (Existence of angles between geodesics).** Let \( M \) be a compact Riemannian manifold, \( \mu \in \mathcal{P}(M) \) and \( (\mu_t), (\nu_s) \) two constant speed geodesics starting from \( \mu \) and defined on some right neighborhood of 0, say \([0, a]\). Then there exists the joint limit of

\[
F(t, s) := \frac{W^2_2(\mu_t, \mu) + W^2_2(\nu_s, \mu) - W^2_2(\mu_t, \nu_s)}{2W^2_2(\mu_t, \mu)W^2(\nu_s, \mu),}
\]

as \( t, s \downarrow 0 \).
(for a comparison with the analogous statement appeared in [27], see the remark below)

**Proof.** Fix $T, S < \delta < \frac{r_{\min}(X)}{2}$, choose $t < T$, $s < S$ and apply twice inequality (3.2) to get

\[
W_2^2(\mu, \nu_s) \geq \left( 1 - \frac{t}{T} \right) W_2^2(\nu_s, \mu) + \frac{t}{T} W_2^2(\mu_T, \nu_s) - \frac{t}{T} \left( 1 - \frac{t}{T} \right) W_2^2(\mu_T, \mu) - t(T - t)sC,
\]

\[
W_2^2(\mu_T, \nu_s) \geq \left( 1 - \frac{s}{S} \right) W_2^2(\mu_T, \mu) + \frac{s}{S} W_2^2(\mu_T, \nu_S) - \frac{s}{S} \left( 1 - \frac{s}{S} \right) W_2^2(\nu_S, \mu) - s(S - s)TC.
\]

Plugging together these inequalities we obtain

(3.4)

\[
W_2^2(\mu_T, \nu_s) \geq \frac{ts}{TS} W_2^2(\mu_T, \nu_S) + \frac{s}{S} \left( \frac{s}{S} - \frac{t}{T} \right) W_2^2(\nu_S, \mu) + \frac{t}{T} \left( \frac{t}{T} - \frac{s}{S} \right) W_2^2(\mu_T, \mu) - Cts(T - t + S - s).
\]

Then by short calculations we deduce:

\[
F(t, s) \leq F(T, S) + CTS(T - t + S - s) \leq F(T, S) + 2\delta^3C.
\]

The conclusion follows by lemma 3.3. □

**Remark 3.5** (The conclusion holds also in bounded Alexandrov spaces). The key result which allows the proof of the existence of angles between geodesics in $\mathcal{P}(M)$, is inequality (3.1). Such an inequality concerns the behavior of the distance function starting from $x$, that for any $x \in X$, and then that the value of the existence of the limit

\[
\lim_{\varepsilon \downarrow 0} \frac{W_2(\mu_{\varepsilon t}, \nu_{\varepsilon s})}{\varepsilon} =: f(t, s),
\]

and then that the value of

\[
t^2|\dot{\mu}_t|^2 + s^2|\dot{\nu}_s|^2 - f^2(t, s).
\]
is independent on $t,s$ (here $|\dot{\mu}_t|$ and $|\dot{\nu}_s|$ stand for the metric speed of the geodesics $(\mu_t)$, $(\nu_s)$ respectively).

An immediate consequence of theorem 3.4 is the following statement:

**Proposition 3.6.** Let $\mu \in \mathcal{P}(M)$ and $(\mu_t)$ (\tilde{\mu}_t) be two constant speed geodesics starting from $\mu$ and defined on some right neighborhood of 0. Then there exists the limit

$$D((\mu_t), (\tilde{\mu}_t)) := \lim_{t \downarrow 0} \frac{W^2(\mu_t, \tilde{\mu}_t)}{t},$$

and this limit defines a distance on the space of directions $\text{Dir}_\mu$ (i.e. the set of constant speed geodesics starting from $\mu$, where we identify two geodesics which coincide in some right neighborhood of 0).

**Proof.** Straightforward.

Therefore, the following definition is meaningful:

**Definition 3.7 (The Abstract Tangent Space).** Let $M$ be a compact Riemannian manifold and $\mu \in \mathcal{P}(M)$. Then the Abstract Tangent Space $\text{AbstrTan}_\mu$ is defined as

$$\text{AbstrTan}_\mu := \text{Dir}_\mu^\partial,$$

where of course by closure w.r.t. $D$ we intend the abstract completion.

4. **Directional derivative of the squared distance.** We just proved that there exists an abstract notion of tangent space. Our goal now is to provide a concrete representation of such space. The argument we are going to use is based on the precise calculation of the directional derivative of the squared Wasserstein distance. Such a formula is already known for the Wasserstein space built over an Euclidean space (see [4] proposition 7.3.6.

The generalization to the case of manifolds is pretty straightforward. As in the previous section, we are going to assume that $M$ is compact.

Let us recall that if $M$ is a compact Riemannian manifold, then there exists a constant $C > 0$ such that

$$d^2(x, \gamma(t)) \geq (1 - t)d^2(x, \gamma(0)) + td^2(x, \gamma(1)) - Ct(1 - t)d^2(\gamma(0), \gamma(1)),$$

where $\gamma(t)$ is any minimizing constant speed geodesic on $[0,1]$ (see e.g. Lemma 3.3 of [27] for the proof of this inequality in the setting of Alexandrov spaces).

As already observed by Ohta [27], the Wasserstein space built over a space satisfying an inequality like (4.1) satisfies the same kind of inequality:

**Proposition 4.1.** Let $M$ be a compact Riemannian manifold and let $C$ be the optimal constant in (4.1). Then the space $(\mathcal{P}_2(M), W_2)$ satisfies

$$W_2^2(\mu, \sigma) \geq (1 - t)W_2^2(\mu_0, \sigma) + tW_2^2(\mu_1, \sigma) - Ct(1 - t)W^2_2(\mu_0, \mu_1),$$

observe that the formula is one of the key tools used to build a solid analysis of the properties of geodesically convex functionals, thus the generalization of the results of [4] to the case of manifolds has to pass through this formula. In particular, to prove that in a minimizer of $\mu \mapsto F(\mu) + \frac{1}{2}W^2_2(\mu, \mu_0)$ the subdifferential is non empty, a directional derivation is needed.
where \((\mu_t)\) is a constant speed minimizing geodesic and \(\sigma\) is a generic element of \(\mathcal{P}_2(M)\).

**Proof.** Same as proposition 3.1. of [27]. \(\square\)

Recall that given \(x, y \in M\) and \(v \in T_x M\), the derivative of \(t \mapsto \frac{1}{2}d^2(\exp_x(tv), y)\) is given by

\[
\frac{d}{dt}|_{t=0} \frac{1}{2}d^2(\exp_x(tv), y) = -\sup_{w \in \exp_{\pi_2}(y), |w| = d(x, y)} \langle v, w \rangle,
\]

and that the supremum is always achieved.

**Theorem 4.2** (Directional derivative of squared distance). Let \(M\) be compact, \(\mu, \sigma \in \mathcal{P}(M)\), \(\gamma \in \mathcal{P}_2(TM)_\mu\) and define \(\mu_t := \exp_{\pi_2}(t \cdot \gamma)\). Then it holds

\[
\frac{d}{dt}|_{t=0} \frac{1}{2}W_2^2(\mu, \sigma) = -\sup \langle v_1, v_2 \rangle \, d\alpha(x, v_1, v_2),
\]

where the supremum is taken among all \(\alpha \in \mathcal{P}_2(T^2 M)\) such that

\[
(\pi^M, \pi^1) \# \alpha = \gamma, \\
(\pi^M, \pi^2) \# \alpha \in \exp_\mu^{-1}(\sigma).
\]

Observe that there are no assumptions on \(\gamma\), therefore the curve \((\mu_t)\) may not be a geodesic.

**Proof.** Observe that from proposition 4.1 we know that the map \(t \mapsto \frac{1}{2}W_2^2(\mu_t, \sigma)\) is semiconcave, therefore the right derivative at 0 exists.

We start with \(\leq\). Choose \(\alpha\) satisfying (4.3) and observe that

\[
\left( \exp_{\pi^M}(t \pi^1), \exp_{\pi^M}(\pi^2) \right) \# \alpha \in \text{Adm}(\mu_t, \sigma),
\]

therefore we have

\[
\lim_{\substack{t \downarrow 0}} \frac{W_2^2(\mu_t, \sigma) - W_2^2(\mu, \sigma)}{t} \\
\leq \lim_{\substack{t \downarrow 0}} \frac{1}{t} \left( \int d^2(\exp_x(tv_1), \exp_x(tv_2)) - |v_2|^2 d\alpha(x, v_1, v_2) \right).
\]

Now recalling inequality (4.1) we get

\[
|v_2|^2 + d^2(\exp_x(v_1), \exp_x(v_2)) - C(1 - t)|v_1|^2 \leq \frac{1}{t} \left( d^2(\exp_x(tv_1), \exp_x(tv_2)) - |v_2|^2 \right) \\
\leq t|v_1|^2 + 2|v_2||v_1|,
\]

from which we get the a uniform domination in \(t\) of the integrand in the right hand side of (4.4). Therefore we can pass the limit inside the integral and, from formula (4.2), obtain

\[
\lim_{\substack{t \downarrow 0}} \frac{W_2^2(\mu_t, \sigma) - W_2^2(\mu, \sigma)}{t} \leq \int \frac{d}{dt}|_{t=0} d^2(\exp_x(tv_1), \exp_x(tv_2)) d\alpha(x, v_1, v_2) \\
\leq -2 \int \langle v_1, v_2 \rangle \, d\alpha(x, v_1, v_2).
\]
Now we pass to the opposite inequality. Fix $t_0$ and let $\gamma_{t_0} \in \mathcal{P}_2(TM)_{\mu_{t_0}}$ be defined by

$$\gamma_{t_0} := \left( \exp_{\pi^M}(t_0 \pi^1), \tau(\pi^1) \right)_\# \gamma,$$

where $\tau$ is the parallel transport map from $x$ to $\exp_x(t_0 v)$ along the geodesic $t \mapsto \exp_x(t v)$. In particular observe that

$$\exp_\mu(t \cdot \gamma) = \exp_{\mu_{t_0}}((t - t_0) \cdot \gamma_{t_0}).$$

Now choose $\alpha_{t_0}$ such that

$$\pi_0^1 \alpha_{t_0} = \gamma_{t_0},$$

$$\pi_0^2 \alpha_{t_0} \in \exp_{\mu_{t_0}}^{-1}(\sigma),$$

and let $\mathcal{T} : T^2 M \to TM$ be the map defined by

$$\frac{d}{dt} \big|_{t=0} d^2 \left( \exp_{x}(tv_1), \exp_{x}(tv_2) \right) = -2 \left( v_1, T_{t_0}(x, v_1, v_2) \right),$$

$$\exp_{x}(T_{t_0}(x, v_1, v_2)) = \exp_x(v_2),$$

$$|T_{t_0}(x, v_1, v_2)| = |v_2|$$

i.e. $\mathcal{T}$ identifies the element of $T_x M$ which realizes the derivative in formula (4.2) with $y := \exp_x(v_2)$. Define $\alpha_{t_0}$ as

$$\tilde{\alpha}_{t_0} := \left( \pi^M, \pi^1, \mathcal{T} \right)_\# \alpha_{t_0},$$

and observe that from the definition of $\mathcal{T}$ we have

$$\exp_{\pi^M}(\pi^2 \# \tilde{\alpha}_{t_0}) = \exp_{\pi^M}(\pi^2 \# \alpha_{t_0}) = \sigma,$$

$$||v_2||_{\tilde{\alpha}_{t_0}} = ||v_2||_{\alpha_{t_0}} = W_2(\mu_{t_0}, \sigma),$$

so that $(\pi^M, \pi^2) \# \tilde{\alpha}_{t_0} \in \exp_{\mu_{t_0}}^{-1}(\sigma)$.

Now argue as in the first part of the proof to get

$$\lim_{t \to t_0} \frac{W_2^2(\mu_t, \sigma) - W_2^2(\mu_{t_0}, \sigma)}{t - t_0} \leq 2 \int (v_1, v_2) d\tilde{\alpha}_{t_0}(x, v_1, v_2)$$

$$\leq \lim_{t \to t_0} \frac{W_2^2(\mu_t, \sigma) - W_2^2(\mu_{t_0}, \sigma)}{t - t_0}.$$

By the semiconcavity of $t \mapsto W_2^2(\mu_t, \sigma)$ we know

$$\frac{d}{dt} \big|_{t=0} W_2^2(\mu_t, \sigma) = \lim_{t_0 \to 0} \frac{d}{dt} \big|_{t=t_0} W_2^2(\mu_t, \sigma) = \lim_{t_0 \to 0} \frac{d}{dt} \big|_{t=t_0} W_2^2(\mu_t, \sigma)$$

$$= -2 \lim_{t_0 \to 0} \int (v_1, v_2) d\tilde{\alpha}_{t_0}(x, v_1, v_2).$$

Observe that $(\pi^M, \pi^1) \# \tilde{\alpha}_{t_0} = \gamma_{t_0} \rightarrow \gamma$ in $\mathcal{P}_2(TM)$ and that the family $\{(\pi^M, \pi^2) \# \tilde{\alpha}_{t_0} \}_{t_0 \in (0, 1]}$ is relatively compact by proposition 1.13. Therefore by proposition 1.13 again we know that the family $\{\tilde{\alpha}_{t_0} \}_{t_0 \in (0, 1]}$ is relatively compact as well.
in \( P_2(T^2M) \). Therefore there is a sequence \( t^n \downarrow 0 \) such that \( \tilde{\alpha}_{t^n} \) converges to some \( \tilde{\alpha} \) in \( P_2(T^2M) \). By the continuity of \((\pi^M, \pi^1)\) and \((\pi^M, \pi^2)\) we know that

\[
(\pi^M, \pi^1)\# \tilde{\alpha} = \gamma,
\]

\[
(\pi^M, \pi^2)\# \tilde{\alpha} \in \exp^{-1}(\sigma).
\]

Since the function \( \langle \cdot, \cdot \rangle : T^2M \to \mathbb{R} \) given by \((x, v_1, v_2) \mapsto \langle v_1, v_2 \rangle \) has quadratic growth, the convergence in \( P_2(T^2M) \) gives

\[
\lim_{t^n \to 0} \int \langle v_1, v_2 \rangle d\tilde{\alpha}_{t^n}(x, v_1, v_2) = \int \langle v_1, v_2 \rangle d\tilde{\alpha}(x, v_1, v_2),
\]

therefore the conclusion follows from equation (4.5).

5. The Geometric tangent space. In this section we will use the formula for the directional derivative of the squared distance to provide an explicit representation of the tangent space.

We know that the abstract tangent space \( \text{AbstrTan}_\mu \) is defined as the completion w.r.t. to the distance \( D \) of the set of constant speed geodesics \( \text{Dir}_\mu \) emanating from \( \mu \). Now, proposition 1.12 tells that to each (equivalence class of) geodesic \((\mu_t) \in \text{Dir}_\mu \) is canonically associated a unique plan \( \gamma \in \mathcal{P}_2(TM)_\mu \) via the formula

\[
(5.1) \quad \mu_t = (\exp_{\pi^M}(t\pi^1))\# \gamma, \quad \forall t \ll 1.
\]

The point we want to address here is to understand whether the distance \( D \) between geodesics can be read hopefully in a simple way - in terms of the plans associated.

To understand how this distance between plans should look like, observe that if we have two plans induced by vector fields, then the arguments introduced in [28] suggest that their distance should be the distance between the corresponding vector fields in \( L^2_\mu \). A natural way to generalize this distance to the case of general plans is via the following Wasserstein-like definition:

**Definition 5.1 (The distance \( W_\mu \)).** Let \( \mu \in \mathcal{P}_2(M) \) and \( \gamma, \eta \in \mathcal{P}_2(TM)_\mu \). Then \( W_\mu(\gamma, \eta) \) is defined by

\[
W_\mu^2(\gamma, \eta) := \int W_2^2(\gamma_x, \eta_x) d\mu(x),
\]

where \((\gamma_x)\) and \((\eta_x)\) are the disintegration w.r.t. the projection \( \pi^M \).

Before studying the relationship between the function \( W_\mu \) and the geometry of \((\mathcal{P}_2(M), W_2)\), we briefly discuss the main properties of the space \((\mathcal{P}_2(TM)_\mu, W_\mu)\).

Recall that given \( \gamma, \eta \in \mathcal{P}_2(TM)_\mu \) we defined the set \( \mathcal{A}_{\mu}(\gamma, \eta) \) of admissible couplings between them as the set of plans \( \alpha \in \mathcal{P}(T^2M) \) such that

\[
(\pi^M, \pi^1)\# \alpha = \gamma,
\]

\[
(\pi^M, \pi^2)\# \alpha = \eta.
\]

Now let the cost of a plan \( \alpha \in \mathcal{P}(T^2M) \) be defined as

\[
\int |v_1 - v_2|^2 d\alpha(x, v_1, v_2).
\]
Proposition 5.2 (Basic properties of $W_\mu$). Let $\mu \in \mathcal{P}_2(M)$, $\gamma, \eta \in \mathcal{P}_2(TM)_\mu$. Then

\begin{equation}
W_\mu(\gamma, \eta) = \inf_{\alpha \in \mathcal{A}_\mu(\gamma, \eta)} \int |v_1 - v_2|^2 \, d\alpha(x, v_1, v_2).
\end{equation}

Also, the infimum is always achieved. The function $W_\mu : [\mathcal{P}_2(TM)_\mu]^2 \to \mathbb{R}^+$ is a distance and the space $(\mathcal{P}_2(TM)_\mu, W_\mu)$ is complete and separable.

Proof. We start by proving $\leq$ in (5.2). Consider an admissible plan $\alpha \in \mathcal{A}_\mu(\gamma, \eta)$ and its disintegration $(\alpha_x)$ w.r.t. the projection $\pi^M$. It is clear that $\alpha_x \in \mathcal{A}_\mu(\gamma_x, \eta_x)$ for $\mu$-a.e. $x$. Therefore it holds

\begin{equation}
W^2_\mu(\gamma, \eta) = \int W^2_\mu(\gamma_x, \eta_x) \, d\mu(x) \leq \int \int |v_1 - v_2|^2 \, d\alpha_x(v_1, v_2) \, d\mu(x)
= \int |v_1 - v_2|^2 \, d\alpha(x, v_1, v_2).
\end{equation}

The opposite inequality follows by a measurable selection argument: basically, choose for $\mu$-a.e. $x$ an optimal plan $\alpha_x \in \mathcal{O}_{\mu}(\gamma_x, \eta_x)$ and then define $\alpha \in \mathcal{P}(T^2M)$ by $d\alpha := d\mu(x) \times d\alpha_x$ (we omit the technical details). The same argument shows that the infimum is achieved.

Completeness and separability now follow as in the classical Wasserstein case. \( \square \)

We will call a plan $\alpha$ which realizes the minimum in (5.2) an optimal plan from $\gamma$ to $\eta$, and we write $\alpha \in \mathcal{O}_{\mu}(\gamma, \eta)$. Also, we introduce the following notation

- norm of a plan: $\|\gamma\|_\mu := \int |v|^2 \, d\gamma(x, v)$, $\forall \gamma \in \mathcal{P}_2(TM)_\mu,$
- scalar product of 2 plans: $\langle \gamma, \eta \rangle_\mu := \frac{1}{2} \left( \|\gamma\|_\mu^2 + \|\eta\|_\mu^2 - W^2_\mu(\gamma, \eta) \right)$, $\forall \gamma, \eta \in \mathcal{P}_2(TM)_\mu.$

Also, recall that we defined the rescaling of a plan as

$\lambda \cdot \gamma := (\pi^M, \lambda \pi^1) \# \gamma \in \mathcal{P}_2(TM)_\mu,$ $\forall \gamma \in \mathcal{P}_2(TM)_\mu, \lambda \in \mathbb{R}.$

It is immediate to verify that

\begin{align*}
\langle \gamma, \eta \rangle_\mu &= \sup_{\alpha \in \mathcal{A}_\mu(\gamma, \eta)} \int \langle v_1, v_2 \rangle \, d\alpha(x, v_1, v_2) \\
&= \int \langle v_1, v_2 \rangle \, d\alpha(x, v_1, v_2), \quad \forall \alpha \in \mathcal{O}_{\mu}(\gamma, \eta),
\end{align*}

and that

\begin{align*}
\|\lambda \cdot \gamma\|_\mu &= |\lambda| \|\gamma\|_\mu, \quad \forall \gamma \in \mathcal{P}_2(TM)_\mu, \lambda \in \mathbb{R}, \\
\left\langle \lambda \cdot \gamma, \lambda \cdot \eta \right\rangle_\mu &= \lambda \lambda \left\langle \gamma, \eta \right\rangle_\mu, \quad \forall \gamma, \eta \in \mathcal{P}_2(TM)_\mu, \lambda, \lambda > 0.
\end{align*}

Remark 5.3. In general it is not true that $\langle \lambda \cdot \gamma, \eta \rangle_\mu = \lambda \langle \gamma, \eta \rangle_\mu$ for negative values of $\lambda$. One always has the inequality

$\langle \lambda \cdot \gamma, \eta \rangle_\mu \geq \lambda \langle \gamma, \eta \rangle_\mu$, $\lambda < 0.$
and this inequality can very well be strict. See also remark 5.8 and the proof of 6.6. 

With the notation just introduced, the formula for the directional derivative of the squared Wasserstein distance reads as:

\[
\frac{d}{dt} \frac{1}{2} W_2^2(\exp_\mu(t \cdot \gamma), \sigma) = - \sup_{\eta \in \exp^{-1}(\sigma)} \langle \gamma, \eta \rangle_{\mu}, \quad \forall \gamma \in \mathcal{P}_2(TM)_\mu, \sigma \in \mathcal{P}(M).
\]

Observe the formal analogy with equation (4.2).

Let us now define the set \( \text{Dir}_\mu \subset \mathcal{P}_2(TM)_\mu \) as

\[
\text{Dir}_\mu := \left\{ \gamma \in \mathcal{P}_2(TM)_\mu : t \mapsto (\exp_\mu(t \pi_1))_{#}\gamma \text{ is a geodesic in some right neighborhood of 0} \right\}
\]

and:

**Definition 5.4 (The Geometric tangent space).** Let \( \mu \in \mathcal{P}_2(M) \). The Geometric tangent space \( \text{Tan}_\mu(\mathcal{P}_2(M)) \) at \( \mu \) is defined as the closure of \( \text{Dir}_\mu \) w.r.t. the distance \( W_\mu \).

Observe that being \( \text{Tan}_\mu(\mathcal{P}_2(M)) \) a closed subspace of a separable and complete metric space, it is separable and complete as well.

Notice that if \( \gamma \in \text{Dir} \), then the norm \( \|\gamma\|_{\mu} \) coincides with the metric speed of the geodesic \( t \mapsto \exp_\mu(t \cdot \gamma) \) defined on some right neighborhood of 0.

We are now ready to prove one of our main results:

**Theorem 5.5 (Representation of abstract tangent space).** Let \( M \) be a compact Riemannian manifold and \( \mu \in \mathcal{P}(M) \). Consider the natural bijection \( \text{Dir}_\mu \mapsto \text{Dir}_\mu \) which associate to a plan \( \gamma \in \text{Dir}_\mu \) the (equivalence class of the) curve \( t \mapsto \exp_\mu(t \cdot \gamma) \). Then this bijection is an isometry, which therefore extends to a canonical isometry between \( \text{Tan}_\mu(\mathcal{P}_2(M)) \) and \( \text{AbstrTan}_\mu \).

**Proof.** The fact that the map considered is a bijection follows from proposition 1.12 and the definition of \( \text{Dir}_\mu \). Thus all we need to prove is that this map is an isometry. By the definition of distance on \( \text{Dir}_\mu \) and of scalar product on \( \mathcal{P}_2(TM)_\mu \), our thesis is equivalent to

\[
\lim_{t,s \downarrow 0} \frac{t^2 \|\gamma\|_{\mu}^2 + s^2 \|\eta\|_{\mu}^2}{2ts} - W_2^2(\exp_\mu(t \cdot \gamma), \exp_\mu(s \cdot \eta)) = \langle \gamma, \eta \rangle_{\mu}, \quad \forall \gamma, \eta \in \text{Dir}_\mu.
\]

By theorem 3.4, we know that the joint limit on the left hand side of this equation exists. In particular, its value is unchanged if we first take the limit w.r.t. \( s \) and then w.r.t. \( t \). Since for \( t \) sufficiently small we have \( t^2 \|\gamma\|_{\mu}^2 = W_2^2(\mu, \exp_\mu(t \cdot \gamma)) \), we have

\[
\lim_{t,s \downarrow 0} \frac{t^2 \|\gamma\|_{\mu}^2 + s^2 \|\eta\|_{\mu}^2}{2ts} - W_2^2(\exp_\mu(t \cdot \gamma), \exp_\mu(s \cdot \eta))
\]

\[
= - \lim_{s \downarrow 0} \frac{1}{2t} \frac{d}{ds} \bigg|_{s=0} W_2^2(\exp_\mu(t \cdot \gamma), \exp_\mu(s \cdot \eta)).
\]
Now we call into play the formula for the directional derivative of the squared Wasserstein distance. Observe that for $t$ sufficiently small theorem 1.11 ensures that the plan $t \cdot \gamma$ is the unique element of $\exp_\mu^{-1}(\exp_\mu(t \cdot \gamma))$, therefore we have

$$-\lim_{t \downarrow 0} \frac{1}{2t} \frac{d}{ds} |_{s=0^+} W_2^2(\exp_\mu(t \cdot \gamma), \exp_\mu(s \cdot \eta)) = \lim_{t \downarrow 0} \frac{1}{t} (t \cdot \gamma, \eta)_\mu = (\gamma, \eta)_\mu,$$

and the proof is complete. \(\square\)

**Corollary 5.6.** Let $M$ be a compact Riemannian manifold, $\mu \in \mathcal{P}(M)$ and $\gamma, \eta \in \Tan_\mu(\mathcal{P}_2(M))$. Then it holds

$$W_\mu(\gamma, \eta) = \lim_{t \downarrow 0} \frac{W_2(\exp_\mu(t \cdot \gamma), \exp_\mu(t \cdot \eta))}{t}.$$

**Proof.** The previous proof shows that the result is true if $\gamma, \eta \in \Dir_\mu$. The conclusion follows by a simple approximation argument, we omit the details. \(\square\)

**Remark 5.7 (On the topology of $\Tan_\mu(\mathcal{P}_2(M))$.** Easy examples show that the topology induced by the distance $W_\mu$ is stronger that the one of $(\mathcal{P}_2(TM), W_2)$. \(\square\)

**Example 5.8 (Weird behavior of tangent plans).** Suppose $M = \mathbb{R}$, let $\mu := \delta_0$ and consider the plan

$$\gamma := \frac{1}{2}(\delta_{0,1} + \delta_{0,-1}) \in \mathcal{P}_2(TM)_\mu.$$

Since $\mu_t := \exp_\mu(t \cdot \gamma) = \frac{1}{2}(\delta_t + \delta_{-t})$ it is immediate to verify that $\gamma \in \Dir_\mu$ (actually, in this situation $\mathcal{P}_2(TM)_\mu$ coincides with $\Dir_\mu$). Along the curve $(\mu_t)$ the mass initially in 0 is split: half goes to the left and half to the right. Now suppose we want to move from $\mu$ in the ‘opposite’ direction than the one indicated by $\gamma$. It is easy to be convinced that this means that the mass which was moving to the right now has to move to the left and vice versa, or, which is the same, that we have to consider the plan $-1 \cdot \gamma$ and then the curve $t \mapsto \exp_\mu(t \cdot (-1 \cdot \gamma))$.

Now, the point is that $-1 \cdot \gamma = \gamma$ (!). Therefore in this case ‘to move back is the same as to move forward’. In particular, it holds $(\gamma, \gamma)_\mu = (\gamma, \gamma)_\mu$ (which is a concrete example of strict inequality in remark 5.3). We will see in corollary 6.6 that this kind of behavior in some sense characterizes tangent plans which are not induced by maps. \(\square\)

6. Relation between $\Tan_\mu(\mathcal{P}_2(M))$ and the ‘space of gradients’. In the previous section we proved that the tangent space of $\mathcal{P}(M)$ at a measure $\mu$ is always given by the space $\Tan_\mu(\mathcal{P}_2(M))$. A natural question which arises is then whether this space is an Hilbert space, and whether this Hilbert space may be identified with the well known ‘space of gradients’ $\Tan^2_\mu(\mathcal{P}_2(M))$ defined as

$$\Tan^2_\mu(\mathcal{P}_2(M)) := \left\{ \nabla \varphi \mid \varphi \in C^\infty_c(M) \right\}_{L^2_\mu}.$$

Observe that we proved that $\Tan^2_\mu(\mathcal{P}_2(M))$ coincides with the abstract notion of tangent space whenever the manifold $M$ is compact. Still, the definition of $\Tan_\mu(\mathcal{P}_2(M))$
makes sense also without such compactness assumption: in this section we drop it, and deal with a generic Riemannian manifold $M$.

Observe that there is a natural embedding $\iota_\mu : L^2(\mu) \to \mathcal{P}_2(TM)_{\mu}$ given by

$$\iota_\mu(v) := (\text{Id}, v)_{\#}\mu,$$

and this embedding is also an isometry. As usual, we will say that a plan $\gamma \in \mathcal{P}_2(TM)_{\mu}$ is induced by a map, if $\gamma = \iota_\mu(v)$ for some $v \in L^2(\mu)$. A natural right inverse of $\iota_\mu$ is the barycentric projection defined by:

$$\mathcal{B}(\gamma)(x) := \int v \gamma_x(x),$$

where $\{\gamma_x\}_{x \in M}$ is the disintegration of $\gamma$ w.r.t. the projection $\pi^M$. The barycentric projection is characterized by the equality

$$\int \langle u(x), v \rangle d\gamma(x, v) = \int \left( \int u(x), \int v \gamma_x(v) \right) d\pi^M \gamma(x) = \int \langle u, \mathcal{B}(\gamma) \rangle d\mu, \quad \forall u \in L^2(\mu).$$

Notice that $\mathcal{B} : \mathcal{P}_2(TM)_{\mu} \to L^2(\mu)$ is $1$-Lipschitz, indeed for $\alpha \in \partial_{\pi^M}(\gamma, \gamma')$ it holds

$$\int |\mathcal{B}(\gamma) - \mathcal{B}(\gamma')|^2 d\mu = \int \left| \int v \gamma_x(v) - \int v' \gamma'_x(v) \right|^2 d\mu(x)$$

$$= \int \left| \int v - v' d\alpha_x(v, v') \right|^2 d\mu(x)$$

$$\leq \int |v - v'|^2 d\alpha(x, v, v') = W^2_2(\gamma, \gamma').$$

The two main results of this section are given in corollaries 6.4 and 6.6. In corollary 6.4 we exploit the relation between $\tan_{\mu}(\mathcal{P}_2(M))$ and other natural sets of ‘potential tangent’ maps, in corollary 6.6 we prove that $\tan_{\mu}(\mathcal{P}_2(M))$ is an Hilbert space if and only if $\mu$ is regular, and in this case it coincides, via the embedding $\iota_\mu$, with $\tan_{\mu}(\mathcal{P}_2(M))$.

We start with the following simple statement:

**Proposition 6.1.** Let $\mu \in \mathcal{P}_2(M)$. Then $\iota_\mu(\tan_{\mu}(\mathcal{P}_2(M))) \subset \tan_{\mu}(\mathcal{P}_2(M)).$

**Proof.** By density, it is enough to show that $\iota_\mu(\nabla \phi) \in \tan_{\mu}(\mathcal{P}_2(M))$. This is true because of lemma 2.9. \(\square\)

Now we want to prove that $\mathcal{B}(\tan_{\mu}(\mathcal{P}_2(M))) \subset \tan_{\mu}(\mathcal{P}_2(M))$. From the technical point of view, this will be the key enabler from which we will get our results. We will use the following lemma, which will end to be a particular case of proposition 6.3, but needs to be proved apart. Observe that we are going to use estimates concerning the regularization by convolution: the proof of these estimates can be found in the appendix.

We will write $\|v\|_\mu$ for the norm of the vector field $v \in L^2(\mu)$.

**Lemma 6.2.** Let $\mu \in \mathcal{P}_2(M)$ be a measure absolutely continuous w.r.t. the volume measure and $v \in \mathcal{P}_2(M)$. Let $v \in L^2(\mu)$ be the (unique) vector field such that $\exp(v)$ is the unique optimal transport map from $\mu$ to $v$ provided by McCann theorem. Then $v \in \tan_{\mu}(\mathcal{P}_2(M))$. 


Thus fix \( w \) intermediate times. This is impossible by Theorem 1.11.

Proof. Let \( n \mapsto K_n \subset M \) be an increasing sequence of compact sets such that \( M = \bigcup_n K_n \) and, for every \( n \in \mathbb{N}, \chi_n \in C_0^{\infty}(M) \) be a cut off function satisfying \( 0 \leq \chi_n \leq 1, \chi_n|_{K_n} \equiv 1 \) and \( |\nabla \chi_n(x)| \leq 1 \) for every \( x \in M \).

Let \( \varphi : M \to \mathbb{R} \) be a \( c \)-concave potential for the couple \((\mu, \nu)\). Assume for a moment that \( K = \text{supp}(\nu) \) is compact. Then from remark 1.7 we know that a choice of \( \varphi \) is given by

\[
\varphi(x) := \inf_{y \in K} \frac{d^2(x, y)}{2} + f(y),
\]

for an appropriate \( f \), so that \( \varphi \) is locally semiconcave and hence differentiable \( \mu \)-a.e.

We know that \( v = -\nabla \varphi \) belongs to \( L_2^\mu \). The fact that \( y \) is taken among the elements of a compact set, implies that \( \varphi \chi_n \) is a Lipschitz function and (recalling proposition 8.6) for any family of mollifiers \( \rho^\varepsilon \) defined as in the appendix and \( \varepsilon \) sufficiently small, we have

\[
\|\nabla (\varphi \chi_n * \rho^\varepsilon) - \nabla (\varphi \chi_n) * \rho^\varepsilon\|_\mu \to 0
\]
as \( \varepsilon \) goes to 0 (actually, we will prove 8.6 only for smooth \( \varphi \) and not for Lipschitz ones - the generalization is straightforward, we omit the details). This, together with the (obvious) fact that \( \|\nabla (\varphi \chi_n) * \rho^\varepsilon - \nabla (\varphi \chi_n)\|_\mu \to 0 \) as \( \varepsilon \to 0 \), gives

\[
\|\nabla (\varphi \chi_n * \rho^\varepsilon) - \nabla (\varphi \chi_n)\|_\mu \to 0,
\]
as \( \varepsilon \to 0 \). Since \( \varphi \chi_n * \rho^\varepsilon \in C_0^{\infty}(M) \), we have that \( v_n = -\nabla \varphi \chi_n \in \text{Tan}_\mu(\mathcal{P}_2(M)) \).

Letting \( \varepsilon \) go to \(+\infty\) and using the dominated convergence theorem we deduce \( v \in \text{Tan}_\mu(\mathcal{P}_2(M)) \).

The generalization to the case in which \( \nu \) has not compact support follows by approximation and a stability of optimality argument. \( \square \)

Let the normal space \( \text{Tan}_\mu^\perp(\mathcal{P}_2(M)) \) be the orthogonal complement of \( \text{Tan}_\mu(\mathcal{P}_2(M)) \) in \( L_2^\mu \) and \( \text{P}_\mu : L_2^\mu \to \text{Tan}_\mu(\mathcal{P}_2(M)) \) be the orthogonal projection.

Proposition 6.3. Let \( \mu \in \mathcal{P}_2(M) \). Then \( \mathcal{R}(\text{Tan}_\mu(\mathcal{P}_2(M))) = \text{Tan}_\mu(\mathcal{P}_2(M)) \).

Proof. Proposition 6.1 gives the inclusion \( \subset \), so we only need to prove the other one.

Fix \( \mu \in \mathcal{P}_2(M) \) and \( \gamma \in \text{Tan}_\mu(\mathcal{P}_2(M)) \). By density and positive 1-homogeneity we may assume that \( \gamma \in \text{Dir}_\mu \). We claim that up to a further rescaling, we can also assume that \( \gamma \) is the unique element of \( \exp_{\mu}^{-1}(\exp_{\mu}(\gamma)) \). Indeed, assume that \( t \mapsto \mu_t := \exp_{\mu}(t \cdot \gamma) \) is a geodesic on \([0, 2]\), and assume that there is a geodesic \( (\bar{\mu}_t) \) from \( \mu \) to \( \mu_1 \) different from \([0, 1] \ni t \mapsto \mu_t \). Then following first \([0, 1] \ni t \mapsto \bar{\mu}_t \) and then \([1, 2] \ni t \mapsto \mu_t \), we could build a geodesic from \( \mu \) to \( \mu_2 \) which intersect \((\mu_t)\) at intermediate times. This is impossible by Theorem 1.11.

Observe that the thesis is equivalent to

\[
\int (w(x), v) \, d\gamma(x, v) = 0, \quad \forall w \in \text{Tan}_\mu^\perp(\mathcal{P}_2(M)).
\]

Thus fix \( w \in \text{Tan}_\mu^\perp(\mathcal{P}_2(M)) \). Choose a family of mollifiers \( \rho^\varepsilon \) and define

\[
\mu^\varepsilon := \mu * \rho^\varepsilon, \quad w^\varepsilon := \frac{(w \mu) * \rho^\varepsilon}{\mu^\varepsilon},
\]
where we are identifying the measure $\mu^\epsilon$ with its density w.r.t. the volume measure.

Choose $\varphi \in C^\infty_c(M)$ and observe that it holds

$$\int \langle w^\epsilon, \nabla \varphi \rangle \, d\mu^\epsilon = \int \langle (w\mu) \ast \rho^\epsilon(x), \nabla \varphi(x) \rangle \, d\text{vol}(x)$$

$$= \int \langle w, (\nabla \varphi) \ast \rho^\epsilon \rangle \, d\mu + \text{Rem}$$

$$= \int \langle w, \nabla (\varphi \ast \rho^\epsilon) \rangle \, d\mu + \text{Rem} + \text{Rem}'$$

$$= \text{Rem} + \text{Rem}'$$

since $w \in \text{Tan}^+_\mu(\mathcal{P}_2(M))$. The reminder terms Rem and Rem' can be bounded by using propositions 8.5 and 8.6 to obtain:

$$|\text{Rem} + \text{Rem}'| \leq c_\epsilon \|w\|\|\nabla \varphi\|_{\mu^\epsilon},$$

where $c_\epsilon$ goes to 0 with $\epsilon$. Therefore we proved

(6.1) $\|P_{\mu^\epsilon}(w^\epsilon)\|_{\mu^\epsilon} \leq c_\epsilon \|w\|_{\mu}$.

Now let $v^\epsilon \in L^2_{\mu^\epsilon}$ be the unique vector field such that $\|v^\epsilon\|_{\mu^\epsilon} = W_2(\mu, \nu)$ and the optimal transport map from $\mu^\epsilon$ to $\nu$ is given by $\exp(v^\epsilon)$. In other words, the plans $\gamma^\epsilon := \iota_{\mu^\epsilon} (v^\epsilon)$ are the unique elements of $\exp^{-1}_{\mu^\epsilon}(\nu)$. By the stability of optimality, the uniqueness assumption on $\gamma$ and the uniform bound on $\int |v|^2 \, d\gamma^\epsilon(x, v) = W_2^2(\mu, \nu)$ it is immediate to verify that the following passage to the limit holds:

$$\lim_{\epsilon \to 0} \int \langle \xi(x), v \rangle \, d\gamma^\epsilon(x, v) = \int \langle \xi(x), v \rangle \, d\gamma(x, v), \quad \forall \xi \in \mathcal{V}(M).$$

Also, it is easy to check that from the validity of the such limit and the convergence of the $w^\epsilon$ to $w$ (we skip the details), that

$$\lim_{\epsilon \to 0} \int \langle w^\epsilon(x), v \rangle \, d\gamma^\epsilon(x, v) = \int \langle w(x), v \rangle \, d\gamma(x, v).$$

Using the previous proposition, we know that $v^\epsilon \in \text{Tan}_{\mu^\epsilon}(\mathcal{P}_2(M))$, therefore from (6.1) we obtain

$$\left| \int \langle w^\epsilon(x), v \rangle \, d\gamma^\epsilon(x, v) \right| = \left| \langle w^\epsilon, v^\epsilon \rangle \right|_{\mu^\epsilon} \leq c_\epsilon \|w\|_{\mu} \|v^\epsilon\|_{\mu^\epsilon} = c_\epsilon \|w\|_{\mu} W_2(\mu, \nu).$$

Passing to the limit in $\epsilon$ we obtain

$$\int \langle w(x), v \rangle \, d\gamma(x, v) = 0.$$

By the arbitrariness of $w \in \text{Tan}^+_\mu(\mathcal{P}_2(M))$ we got the thesis. □

**Corollary 6.4** (Characterization of tangent maps). Let $\mu \in \mathcal{P}_2(M)$. The following three sets are equal:

Tangent vector fields: $\text{Tan}_\mu(\mathcal{P}_2(M))$,

Closure of vector fields which are optimal in a right neighborhood of 0:

$$\left\{ v \in L^2_{\mu^\epsilon} : \exists \epsilon > 0 \text{ s.t. } (Id, \exp(tv))_{\#} \mu \text{ is optimal for } t \leq \epsilon \right\}_{\epsilon > 0},$$

Vector fields which induce tangent plans:

$$\left\{ v \in L^2_{\mu^\epsilon} : \iota_{\mu} (v) \in \text{Tan}_\mu(\mathcal{P}_2(M)) \right\}.$$
Proof. By lemma 2.9 we know that the first set is included in the second, while by definition of \( \text{Tan}_\mu(\mathcal{P}_2(M)) \) as closure of \( \text{Dir}_\mu \) we know that the second is included in the third. To conclude, pick \( v \in L^2_\mu \) such that \( \iota_\mu(v) \in \text{Tan}_\mu(\mathcal{P}_2(M)) \) and observe that by proposition 6.3 above we have \( \mathcal{B}(\iota_\mu(v)) \in \text{Tan}_\mu(\mathcal{P}_2(M)) \). Now just observe that \( \mathcal{B}(\iota_\mu(v)) = v \). □

Remark 6.5. Observe that a priori the third of the spaces above could be strictly bigger than the second one, as it may be the case that a certain plan in \( \text{Tan}_\mu(\mathcal{P}_2(M)) \) induced by a map cannot be approximated by plans in \( \text{Dir}_\mu \) induced by maps.

Also, observe that a priori both the second and the third of the spaces above could be just cones, rather than vector spaces.

What the corollary says, is that these kind of complications do not occur regardless of any assumption on \( \mu \) or on the manifold. □

Corollary 6.6 (The tangent space is an Hilbert space if and only if \( \mu \) is regular). The tangent space \( \text{Tan}_\mu(\mathcal{P}_2(M)) \) is an Hilbert space if and only if \( \mu \) is regular. In this case \( \text{Tan}_\mu(\mathcal{P}_2(M)) \) is canonically identified to \( \text{Tan}_\mu(\mathcal{P}_2(M)) \) via the map \( \iota_\mu \).

Proof. We start with if. Assume that \( \mu \) is regular. Then, since all the optimal plans are induced by maps, the space \( \text{Dir}_\mu \) is canonically identified, via \( \iota_\mu \), to the set

\[
\left\{ v \in L^2_\mu : \exists \varepsilon > 0 \text{ s.t. } (\text{Id}, \exp(\varepsilon v)) \# \mu \text{ is optimal for } t \leq \varepsilon \right\}.
\]

Since \( W^2_\mu(\iota_\mu(v), \iota_\mu(w)) = \int |v - w|^2 d\mu \), the closure of \( \text{Dir}_\mu \) w.r.t. \( W^2_\mu \) is identified to the closure of the space above w.r.t. the distance \( L^2_\mu \). By the corollary above, we get the claim.

Now we turn to the only if. Assume that \( \text{Tan}_\mu(\mathcal{P}_2(M)) \) is an Hilbert space and choose \( \gamma \in \text{Dir}_\mu \subset \text{Tan}_\mu(\mathcal{P}_2(M)) \). Since \( \text{Tan}_\mu(\mathcal{P}_2(M)) \) is an Hilbert space, it must hold \(-1 \cdot \gamma \in \text{Tan}_\mu(\mathcal{P}_2(M)) \) and

\[
\langle -1 \cdot \gamma, \gamma \rangle_\mu = - \langle \gamma, \gamma \rangle_\mu.
\]

Define \( \alpha := (\pi^M, \pi^1, \pi^1)_\# \gamma \in \mathcal{P}_2(T^2M) \) and \( \bar{\alpha} := (\pi^M, -\pi^1, \pi^1)_\# \alpha \). It is obvious that \( \alpha \) is the unique element in \( \operatorname{opt}(\gamma, \gamma) \) and that \( \bar{\alpha} \in \mathcal{A}_\mu(-1 \cdot \gamma, \gamma) \). Since

\[
\langle -1 \cdot \gamma, \gamma \rangle_\mu \geq \int \langle v_1, v_2 \rangle \, d\bar{\alpha}(x, v_1, v_2) = - \int \langle v_1, v_2 \rangle \, d\alpha(x, v_1, v_2) = - \langle \gamma, \gamma \rangle_\mu,
\]

it holds \( \langle -1 \cdot \gamma, \gamma \rangle_\mu = - \langle \gamma, \gamma \rangle_\mu \) if and only if \( \bar{\alpha} \in \partial \mu(-1 \cdot \gamma, \gamma) \). By proposition 5.2 and its proof, we know that \( \bar{\alpha} \in \partial \mu(-1 \cdot \gamma, \gamma) \) if and only if \( \bar{\alpha}_x \in \partial \mu((-1 \cdot \gamma)_x, \gamma_x) \) for \( \mu \)-a.e. \( x \), where as usual the subscript \( x \) stands for the disintegration w.r.t. the projection onto \( M \). For \( \mu \)-a.e. \( x \), the plan \( \bar{\alpha}_x \) is induced by the map \( v \mapsto -v \); it is clear that such a map is cyclically monotone if and only if it is defined on only 1 point. This means that \( \bar{\alpha} \in \partial \mu(-1 \cdot \gamma, \gamma) \) if and only if \( \gamma \) is induced by a map. By the arbitrariness of \( \gamma \) in \( \text{Dir}_\mu \), we deduce that all the plans in \( \text{Dir}_\mu \) are induced by a map. By proposition 2.10 this means that \( \mu \) is regular. The result follows. □

Remark 6.7. In the 1-dimensional case, the set of regular measures coincides with the set of measures having no atoms. Its complement has 0 mass w.r.t. the entropic measure \( \mathbb{P}^\beta \) built by vonRenesse-Sturm for any \( \beta > 0 \) in [30]. This tells that the natural measures in \( \mathcal{P}_2(\mathbb{R}) \) are concentrated on ‘nice’ measures, where ‘nice’ is
intended w.r.t. the Riemannian point of view. From a purely formal point of view, this fact has some analogies with the well known statement ‘the set of points in an Alexandrov space with curvature bonded from below whose tangent space is not an Euclidean space has 0 volume measure’. From this perspective, it would be interesting to know whether non regular measures have 0 mass also w.r.t. the Gibbs-like measures built by Sturm in [31] in dimension bigger that 1.

Remark 6.8. It can be proved that for any \( \mu \in \mathcal{P}_2(M) \) and any \( \gamma \in \text{Tan}_\mu(\mathcal{P}_2(M)) \), it holds \(-1 \cdot \gamma \in \text{Tan}_\mu(\mathcal{P}_2(TM))\). Also, there is natural notion of (multivalued) sum of plans in \( \mathcal{P}_2(TM) \). This is why we preferred to keep the wording ‘Geometric Tangent space’, rather than ‘Geometric Tangent cone’. For details on this for the case \( M = \mathbb{R}^d \) see [15], the generalization to the case of manifolds presents no difficulties.

7. Appendix A - On the regularity of the Kantorovich potential. We proved in theorem 2.10 that if a measure \( \mu \in \mathcal{P}_2(M) \) gives 0 mass to \( c - c \) hypersurfaces on \( M \), then for every other measure \( \nu \in \mathcal{P}_2(M) \) there exists and is unique the optimal transport map from \( \mu \) to \( \nu \). A natural question is then whether this map can be recovered by exponentiation of (minus) the gradient of a \( c - c \) concave Kantorovich potential.

In the recent paper [12] it is proven the following result:

**Theorem 7.1.** Let \( \varphi \) be a Kantorovich potential for some couple of measures \( \mu, \nu \in \mathcal{P}_2(M) \), set \( D := \{ \varphi > -\infty \} \) and let \( \Omega \) be the interior of \( D \). Then \( \varphi \) is locally semiconcave in \( \Omega \), \( \partial^c \varphi(x) \) is non-empty for any \( x \) in \( \Omega \), and \( \partial^c \varphi \) is locally bounded in \( \Omega \). Moreover, \( D \setminus \Omega \) is \((n - 1)\)-rectifiable (\( n \) being the dimension of \( M \)).

Since we know that \( \mu \) is concentrated on \( D \), this result almost answer the question, in the sense that if \( \mu \) does not charge \( n - 1 \) rectifiable sets, then the optimal map can be recovered as \( \exp(-\nabla \varphi) \), as discussed in [12].

However, we saw that the condition for the map to exist is that \( \mu \) gives 0 mass only to \( c - c \) hypersurfaces, and not necessarily to all \( n - 1 \) rectifiable sets. Therefore it would be better to know that, in the notation of the theorem above, the set \( D \setminus \Omega \) is a \( c - c \) hypersurface. This is the case. Actually, it can be proved that \( D \setminus \Omega \) can be locally covered by graphs of semiconvex functions (and it is trivial that such graphs are \( c - c \) hypersurfaces):

**Proposition 7.2.** With the same notation of the above theorem, the set \( D \setminus \Omega \) can be covered by charts on each of which it can be covered by a countable number of graphs of semiconvex functions.

**Proof.** We will prove that for any \( \varphi \in D \setminus \Omega \) and any \( r > 0 \) there exists an open ball \( B \) of radius \( r \) disjoint from \( D \setminus \Omega \) such that \( \varphi \in B \). This, by standard rectifiability results, will imply the thesis.

Fix \( \varphi \in D \setminus \Omega \), \( r > 0 \) and find a sequence \( (x_n) \subset M \setminus D \) converging to \( \varphi \). Recall that since \( \varphi \) is \( c - c \) concave, it can be written as

\[
\varphi(x) = \inf_{y \in M} \frac{d^2(x, y)}{2} - \psi(y),
\]
for a suitable $\psi : M \to \mathbb{R} \cup \{-\infty\}$. We know by assumption that $\varphi(x_n) = -\infty$, thus for any $n \in \mathbb{N}$ we can find $y_n \in M$ such that

$$\frac{d^2(x_n, y_n)}{2} - \psi(y_n) \leq -n, \quad \forall n \in \mathbb{N}.$$ 

This implies $\psi(y_n) \to \infty$. Also, since

$$-\infty < \varphi(x) \leq d^2(x, y_n) - \psi(y_n),$$

we get that $d^2(x, y_n) \to +\infty$ as well. Now for any $n \in \mathbb{N}$ choose a geodesic parametrized by arclength connecting $x_n$ to $y_n$, call it $\gamma_n$. Define the open ball $B_n := B_r(\gamma_n(r))$ (since $d(x_n, y_n) \to \infty$, $\gamma_n(r)$ is eventually well defined - and so is $B_n$).

We claim that $\varphi(x) \leq -n$ for any $x \in B_n$. Indeed, for such $x$ it holds

$$d(x, y_n) \leq d(x, \gamma_n(r)) + d(\gamma_n(r), y_n) \leq r + d(x_n, y_n) - r = d(x_n, y_n),$$

and therefore

$$\varphi(x) \leq \frac{d^2(x, y_n)}{2} - \varphi(y_n) \leq \frac{d^2(x_n, y_n)}{2} - \varphi(y_n) \leq -n.$$ 

By compactness, some subsequence of $(\gamma_n(r))$ converges to some $z \in M$ satisfying $d(z, x) = r$. Since it holds

$$B_r(z) \subset \bigcap_{n \in \mathbb{N}} \bigcup_{k \geq n} B_r(\gamma_k(r)),$$

we have $\varphi(x) = -\infty$ for every $x \in B_r(z)$. This shows that $B_r(z)$ is disjoint from $D$. A fortiori it is disjoint from $D \setminus \Omega$. \(\blacksquare\)

**Remark 7.3.** This proposition comes from a collaboration with A. Figalli. Actually, its proof is just a variant of the proof of the step 1 of the main theorem in [12]. Unfortunately, we realized that the result in [12] could have been improved in the way presented above, only when it was too late to modify our paper. We therefore agreed to include this new approach in this paper. \(\blacksquare\)

Adding everything up, we proved the following statement:

**Theorem 7.4.** Let $\mu, \nu \in \mathcal{P}_2(M)$ and assume that $\mu$ is regular. Then there exists a unique optimal plan, this plan is induced by a map, and this map may be written as $\exp(-\nabla \varphi)$ for any $c$-concave Kantorovich potential for the couple $(\mu, \nu)$.

**Proof.** Straightforward. \(\blacksquare\)

8. **Appendix B - reminders on the convolution on manifolds.** Here we recall some basic notions regarding how it is possible to define a convolution operator for functions and vector fields on manifolds.

Throughout this section, $\rho : \mathbb{R}^{\dim M} \to [0, +\infty)$ will be a family of radial functions which are smooth, supported in $B_2(0)$ and satisfying $\int \rho = 1$. Also, we will denote by $D(x, y) : TM \to \mathbb{R}$ the Jacobian determinant of $\exp_x^{-1}(y)$. It is clear that for every compact set $K \subset M$ there exists a constants $C(K), C(K) > 0$ such that it holds:
for any $\varepsilon < C(K)$, the function $D(x, y)$ is well defined, smooth and satisfies $\frac{1}{2} \leq D(x, y) \leq 2$ in the set $\{(x, y) : x \in K, d(x, y) < \varepsilon\}$,

- for any $\varepsilon < C(K)$ and for every $x$ such that $d(x, K) < \varepsilon$ the radius of
  injectivity of the exponential map at $x$ is bigger than $\varepsilon$

- for any $\varepsilon < C(K)$, $x \in K$ and $y$ such that $d(x, y) < \varepsilon$ it holds: $|D(x, y) - D(y, x)| < \varepsilon C(K) D(x, y)$.

Given a compact set $K \subset M$, we will denote by $K^\varepsilon \subset M$ the compact set of those $x$ such that $d(x, K) \leq \varepsilon$.

**Definition 8.1 (Convolution of functions).** Let $f : M \to \mathbb{R}$ be an integrable function with compact support and $\varepsilon < C(\text{supp}(f))$. The convolution $f * \rho : M \to \mathbb{R}$ is the function defined by:

$$\tag{8.1} (f * \rho^\varepsilon)(x) = \int_{T_x M} f(\exp_y(v)) \rho^\varepsilon(v) dv = \int_{M} f(y) \rho^\varepsilon(\exp_x^{-1}(y)) D(x, y) dv(y),$$

Note that due to the fact that $\rho^\varepsilon$ is radially symmetric, there is no ambiguity in the identification of $T_x M$ with $\mathbb{R}^{\dim M}$ (which is the domain of $\rho^\varepsilon$) in the formula above. It is immediate to verify that $f * \rho^\varepsilon \in C^\infty_c(M)$.

The convolution of a measure is defined analogously:

**Definition 8.2.** Let $\mu \in \mathcal{P}_c(M)$, $\varepsilon < C(\text{supp}(\mu))$ and $f : M \to \mathbb{R}$ such that $\|f\|_{\mu} < \infty$. Then $(f \mu) * \rho^\varepsilon \in C^\infty_c(M)$ is defined as

$$(f \mu) * \rho^\varepsilon (x) := \int_{M} f(y) \rho(\exp_x^{-1}(y)) D(x, y) d\mu(y).$$

The convolution of vector fields and vector valued measures is defined analogously.

**Definition 8.3 (Convolution of vector fields).** Let $v$ be a vector field on $M$ with compact support and with integrable norm and $\varepsilon < C(\text{supp}(v))$. The convolution $v * \rho^\varepsilon \in \mathcal{V}(M)$ is the vector field defined as

$$(v * \rho^\varepsilon)(x) := \int_{T_x M} T^\varepsilon_y(v(y)) \rho^\varepsilon(\exp_x^{-1}(y)) D(x, y) dv(y),$$

where $T^\varepsilon_y : T_y M \to T_x M$ is the parallel transport map along the unique geodesic connecting $y$ to $x$.

Similarly, if $\mu \in \mathcal{P}_c(M)$, $v \in L^2_{\mu}$ and $\varepsilon < C(\text{supp}(\mu))$, $(v\mu) * \rho^\varepsilon \in \mathcal{V}(M)$ is the vector field on $M$ defined by

$$(v\mu) * \rho^\varepsilon (x) := \int_{T_x M} T^\varepsilon_y(v(y)) \rho^\varepsilon(\exp_x^{-1}(y)) D(x, y) d\mu(y).$$

An important inequality is given in the following proposition, which is the analogous of the similar result which hold in the case $M = \mathbb{R}^d$ and was proved in [4] (lemma [8.1.10]).

**Proposition 8.4.** Let $\mu \in \mathcal{P}_c(M)$, $v \in L^2_{\mu}$ and $\varepsilon < C(\text{supp}(\mu))$ sufficiently small. Then it holds

$$\int \left( \frac{(v\mu) * \rho^\varepsilon(x)}{\mu * \rho^\varepsilon(x)} \right)^2 \mu * \rho^\varepsilon(x) dx \leq \int |v(x)|^2 d\mu(x).$$
Similarly for functions.

\textbf{Proof.} The proof of lemma[8.1.10] in [4] never uses the fact that the underlying space is \( \mathbb{R}^d \) rather than a generic Riemannian manifold, thus the conclusion follows by the same arguments used there. We omit the details. \( \square \)

The convolution on a manifold has the same smoothening and convergence properties that are valid on \( \mathbb{R}^d \). This means that \( f \ast \rho^\varepsilon \in C^\infty_c(M) \) as soon as \( \rho^\varepsilon \) is \( C^\infty \), and that \( \varphi \ast \rho^\varepsilon \to \varphi \) in \( L^2_\mu \) for any \( \varphi \in C^\infty_c(M) \) and any \( \mu \in \mathcal{P}_2(M) \). Similarly for vector fields.

What one needs to care about, is the lack of commutativity in many operations that are usually done with convolutions. This non commutativity may be estimated in terms of bounds on the curvature of \( M \), as we are going to show in the following propositions.

\textbf{Proposition 8.5.} Let \( \mu \in \mathcal{P}_c(M) \), \( v \in L^2_\mu \), \( \xi \in \mathcal{V}(M) \) and \( \varepsilon < C(\text{supp}(\mu)) \). Then it holds
\[
\left| \int \langle (v \mu) \ast \rho^\varepsilon, \xi \rangle \, d\text{vol} - \int \langle v, \xi \ast \rho^\varepsilon \rangle \, d\mu \right| \leq \varepsilon \tilde{C}(\text{supp}(\mu)) \|v\|_\mu \|\xi\|_{\mu \ast \rho^\varepsilon}.
\]

\textbf{Proof.} By definition we have
\[
\begin{align*}
\int \langle (v \mu) \ast \rho^\varepsilon \rangle \, d\text{vol} &= \int \int \langle T^\varepsilon_y(v(y)), \xi(x) \rangle \rho^\varepsilon(x) \, D(x, y) \, d\text{vol}(x) \, d\mu(y), \\
\int \langle v(y), \xi \ast \rho^\varepsilon \rangle \, d\mu(y) &= \int \int \langle v(y), T^\varepsilon_y(\xi(x)) \rangle \rho^\varepsilon(y) \, D(y, x) \, d\mu(x) \, d\mu(y).
\end{align*}
\]

Now observe that \( |\exp_{x}^{-1}(y)| = |\exp_{y}^{-1}(x)| \), and thus \( \rho^\varepsilon(\exp_{v}^{-1}(y)) = \rho^\varepsilon(\exp_{v}^{-1}(x)) \), and recall that in the domain of our integrals it holds \( |D(y, x) - D(x, y)| \leq \varepsilon \tilde{C}(\text{supp}(\mu)) |D(x, y)| \) to get
\[
\begin{align*}
\left| \int \langle (v \mu) \ast \rho^\varepsilon, \xi \rangle \, d\text{vol} - \int \langle v, \xi \ast \rho^\varepsilon \rangle \, d\mu \right| &
\leq \varepsilon \tilde{C}(\text{supp}(\mu)) \int |v(y)||\xi(x)||\rho^\varepsilon(x) \, D(x, y) \, d\text{vol}(x) \, d\mu(y) \\
&= \varepsilon \tilde{C}(\text{supp}(\mu)) \int \langle (v \mu) \ast \rho^\varepsilon, \xi \rangle \, d\text{vol}(x) \\
&= \varepsilon \tilde{C}(\text{supp}(\mu)) \int \frac{|v \mu| \ast \rho^\varepsilon(x)}{\mu \ast \rho^\varepsilon(x)} \|\xi\|_{\mu \ast \rho^\varepsilon} \\
&\leq \varepsilon \tilde{C}(\text{supp}(\mu)) \|v\|_\mu \|\xi\|_{\mu \ast \rho^\varepsilon}.
\end{align*}
\]

\textbf{Proposition 8.6.} Let \( \varphi \in C^\infty_c(M) \), \( \mu \in \mathcal{P}_c(M) \) and \( \varepsilon < C(\text{supp}(\mu)) \). Then it holds:
\[
\|\nabla(\varphi \ast \rho^\varepsilon) - (\nabla \varphi) \ast \rho^\varepsilon\|_\mu \leq C \varepsilon \|\nabla \varphi\|_{\mu \ast \rho^\varepsilon},
\]
where $C_\varepsilon$ is given by

$$C_\varepsilon := \left(1 + \varepsilon \bar{C}(\text{supp}(\mu)^\varepsilon)\right) \left(\cosh \left(\varepsilon \sqrt{\bar{C}(\text{supp}(\mu)^{2\varepsilon})}\right) - 1 \right),$$

and in particular goes to 0 with $\varepsilon$ (here $(\text{supp}(\mu))^\varepsilon$ is the $\varepsilon$-neighborhood of $\text{supp}(\mu)$).

Proof. A direct computation of the derivative of $\varphi \ast \rho^\varepsilon$ along the direction $u \in T_x M$ gives:

$$\nabla(\varphi \ast \rho^\varepsilon)(x) \cdot u = \int \langle \nabla \varphi(\exp_x(v)), J_{\nu}(u) \rangle \rho^\varepsilon(v) dv,$$

where $J_{\nu}(u) \in T_{\exp_x(v)}(v)$ is the value at $t = 1$ of the Jacobi field $j_t$ defined along the geodesic $t \mapsto \exp_x(tv)$ with initial conditions $j_0 = u$ and $j_0' = 0$.

We want to bound the distance between $J_{\nu}(u)$ and $T^y_x(u)$. To this aim, let $tr_t \in T_{\exp_x(tv)}M$ be the parallel transport of $u$ along the geodesic $t \mapsto \exp_x(tv)$ and observe that from $\frac{d}{dt}|j_t - tr_t|^2 = 2 \langle j_t', j_t - tr_t \rangle$ we get

$$\frac{d}{dt}|j_t - tr_t| \leq |j_t'|,$$

thus we have

$$|j_t'| \leq \int_0^t |j''_t| ds = \int_0^t |R(v, j_s)v| ds \leq C(\text{supp}(\mu)^{2\varepsilon})|v|^2 \int_0^t |j_s| ds \leq \sqrt{C(\text{supp}(\mu)^{2\varepsilon})} |v| |u| \sinh \left(\sqrt{C(\text{supp}(\mu)^{2\varepsilon})} |v| t \right),$$

and therefore

$$|J_{\nu}(u) - T^y_x(u)| = |j_1 - tr_1| \leq \int_0^1 |j_t'| dt \leq |u| \left(\cosh \left(\sqrt{C(\text{supp}(\mu)^{2\varepsilon})} |v| \right) - 1 \right).$$

Using this inequality with equation (8.2), we obtain

$$\nabla(\varphi \ast \rho^\varepsilon)(x) - (\nabla \varphi) \ast \rho^\varepsilon(x) \cdot u \leq C_\varepsilon |u| \int |\nabla \varphi(\exp_x(v))| \rho^\varepsilon(v) dv,$$

which is equivalent to

$$|\nabla(\varphi \ast \rho^\varepsilon) - (\nabla \varphi) \ast \rho^\varepsilon|(x) \leq C_\varepsilon \int |\nabla \varphi(\exp_x(v))| \rho^\varepsilon(v) dv.$$

Taking the squares and integrating we get

$$\|\nabla(\varphi \ast \rho^\varepsilon) - (\nabla \varphi) \ast \rho^\varepsilon\|^2_\mu \leq C_\varepsilon^2 \left(\int \int |\nabla \varphi(\exp_x(v))| \rho^\varepsilon(v) dv \, d\mu(x)\right)^2$$

$$\leq C_\varepsilon^2 \int \int |\nabla \varphi(\exp_x(v))|^2 \rho^\varepsilon(v) dv \, d\mu(x)$$

$$= C_\varepsilon^2 \int \int |\nabla \varphi(y)|^2 \rho^\varepsilon(\exp_x^{-1}(y)) D(x, y) d\mu(x) d\nu(y)$$

$$\leq (1 + \varepsilon \bar{C})C_\varepsilon^2 \int \int |\nabla \varphi(y)|^2 \rho^\varepsilon(\exp_x^{-1}(y)) D(y, x) d\mu(x) d\nu(y)$$

$$= (1 + \varepsilon \bar{C})C_\varepsilon^2 \int |\nabla \varphi(y)|^2 \mu \ast \rho^\varepsilon(y) d\nu(y)$$

$$= (1 + \varepsilon \bar{C})C_\varepsilon^2 \|\nabla \varphi\|^2_{\mu \ast \rho^\varepsilon}.$$
where $\tilde{C} = \tilde{C}(\text{supp}(\mu)^c)$. \[ \square \]
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