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SPECTRAL ASYMMETRY FOR TWO-DIMENSIONAL SCHRÖDINGER OPERATORS WITH STRONG MAGNETIC FIELDS
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Abstract. In this paper we study the perturbed quadratic Hamiltonian in two-dimensional case, 
\[ P(b, \omega) = (D_x - by)^2 + D_y^2 + \omega^2 x^2 - \sqrt{b^2 + \omega^2} + V(x, y) \]
where \( b \) is the strong constant magnetic field, \( \omega \neq 0 \) is a fixed constant, and the potential \( V \) vanishes at infinity. For \( f \in C_0^\infty((-\infty, 0); \mathbb{R}) \) and \( b \) large enough, we give a full asymptotic expansion in powers of \( b^{-1} \) of the trace of 
\[ f(P(b, \omega)) \]
Moreover, we also obtain a Weyl formula with optimal remainder estimate of the counting function of eigenvalues of \( P(b, \omega) \) as \( b \to \infty \).
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1. Introduction. We consider the two-dimensional Schrödinger operator with constant magnetic field
\[ P(b, \omega) = P_0(b, \omega) + V(x, y) \]
\[ = (D_x - by)^2 + D_y^2 + \omega^2 x^2 - \sqrt{b^2 + \omega^2} + V(x, y), \quad (x, y) \in \mathbb{R}^2, \]
where \( D_\nu = \frac{1}{i} \partial_\nu \), \( b \) is the strong constant magnetic field and \( \omega \neq 0 \) is a fixed constant.

Throughout this paper, we always assume that the electric potential \( V \) satisfies the following hypothesis:
\[ (H) \] The potential \( V \) is a real-valued smooth function, bounded with all its derivatives, and tends to zero at infinity, i.e., \( \forall \beta, \gamma \in \mathbb{N} \)
\[ |\partial_\beta^\alpha \partial_\gamma^\beta V(x, y)| \leq C_{\beta, \gamma}, \quad \forall(x, y) \in \mathbb{R}^2. \]

It is well known that the operator \( P(b, \omega) \) is essentially self-adjoint on \( C_0^\infty(\mathbb{R}^2) \) (see \([14, 21, 22]\)). For \( V \equiv 0 \), it was shown that the spectrum of the unperturbed operator \( P_0(b, \omega) \) is absolutely continuous and equal to the interval \([0, \infty) \) (see \([22]\)). Since \( V \) tends to zero at infinity, the operator \( V(P_0(b, \omega) + i) \) is compact (see \([1]\)). According to the Weyl theorem (see \([27]\)), the operators \( P(b, \omega) \) and \( P_0(b, \omega) \) have the same essential spectrum, i.e., \( \sigma_{\text{ess}}(P(b, \omega)) = \sigma_{\text{ess}}(P_0(b, \omega)) = [0, \infty) \). Thus the spectrum of \( P(b, \omega) \) in the interval \((-\infty, 0) \) is discrete.

Recently a substantial progress has been made in the analysis of the magnetic Schrödinger operators with long-range perturbations going to 0 as \( |x| \to +\infty \) and the works around the trace formulae have generated many results on the distribution of eigenvalues near Landau levels and Weyl’s formula with sharp remainder estimate of the counting function of eigenvalues (see \([1, 5, 8, 9, 11, 14, 16, 18, 19, 23, 24, 25, 26, 29]\) and the references given there).

To our best knowledge, there are only a few works concerning the model (1.1) (see \([14, 21, 22]\)). In \([22]\), the authors studied a quadratic Hamiltonian without perturbation by using the theory of metaplectic representations. In \([14]\), the authors investigated the absolutely continuous spectrum of \( P(b, \omega) \). By applying the Mourre...
theory, they proved that a part of the absolutely continuous spectrum of $P(b, \omega)$ persists. On the other hand, we can consider the model (1.1) as the quantum hall system Hamiltonian with the unbounded edge potential $W(x) = \omega^2 x^2$ (see [4, 6, 20]).

In this work, we give a complete asymptotic expansion in powers of $b^{-1}$ of the trace of the operators $f(P(b, \omega))$ and $f(P(b, \omega))F_{-1}^{b-1}\theta(\lambda - P(b, \omega))$, where $f \in C_0^\infty((-\infty, 0); \mathbb{R})$, $\theta \in C_0^\infty(-\frac{1}{2}, \frac{1}{2}; \mathbb{R})$ with $C$ large enough. Here $\alpha := \sqrt{b^2 + \omega^2}$ and $F_{-1}^{b-1}\theta(x) = \frac{\alpha}{2\pi} \int_{\mathbb{R}} e^{i\alpha x} \theta(t) dt$. The proof is based on the effective Hamiltonian method and the stationary techniques developed by M. Dimassi [7] (see also M. Dimassi-J. Sjöstrand [12]). More precisely, we reduce the spectral study of the operator $P(b, \omega)$ near a fixed energy $z$ to the study of a $\frac{1}{\sqrt{z}}$- pseudodifferential operator $E_{-+}(z)$ called the effective Hamiltonian. Then we apply to the operator $E_{-+}(z)$ the time independent approach. Furthermore, thanks to a Tauberian theorem (see [8, 28]), we deduce Weyl’s formula with optimal remainder estimate of the counting function of isolated eigenvalues of $P(b, \omega)$ in $(-\infty, \lambda]$, where $\lambda < 0$ is a fixed constant.

The paper is organized as follows. In Section 2 we recall some notations and definitions for symbols and pseudodifferential operators. Our main results are announced in Section 3. In Subsection 4.1, we establish and study the effective Hamiltonian. Then we prove some trace formulae in Subsection 4.2. The proofs of our main results are given in Section 5 and Section 6. Finally, we construct some linear canonical transformations in Appendix A.

2. Notations and definitions. In this paper, we will use the notations in [12, 13] for symbols and $h$ - pseudodifferential operators. Here $h$ is the semiclassical parameter.

**Definition 2.1.** A function $m : \mathbb{R}^{2n} \to (0, \infty)$ is called an order function if there exist constants $C, N$ such that

$$m(w) \leq C(\tilde{w} - w)^N m(\tilde{w}),$$

for all $\tilde{w}, w \in \mathbb{R}^{2n}$.

**Definition 2.2.** Let $m$ be an order function on $\mathbb{R}^{2n}$. For $k \in \mathbb{R}$, $0 \leq l < \frac{1}{2}$, we define the class of symbols:

$$S^k_l(m, \mathbb{R}^{2n}) := \left\{ a \in C^\infty(\mathbb{R}^{2n}) \mid \forall \beta \in \mathbb{N}^{2n}, \exists C_\beta > 0 \text{ s.t. } |\partial^\beta a| \leq C_\beta h^{-k - l|\beta|} m \right\}.$$

If $m = 1$ (resp. $l = 0$), we write $S^k_l(\mathbb{R}^{2n}) := S^k_l(1, \mathbb{R}^{2n})$ (resp. $S^k(m, \mathbb{R}^{2n}) := S^k_0(m, \mathbb{R}^{2n})$).

**Definition 2.3.** Let $a(\cdot; h) \in S^{l_0}_0(m, \mathbb{R}^{2n})$ depend on $h$. We say that $a(\cdot; h)$ admits an asymptotic expansion in powers of $h$, if there exists a sequence of symbols of $S^{l_0}_0(m, \mathbb{R}^{2n})$, $(a_j)_{j \in \mathbb{N}}$, such that for any $N \in \mathbb{N}$, and for any $\beta \in \mathbb{N}^{2n}$, there exists $C_{N, \beta} > 0$, s.t.

$$|\partial^\beta (a(\cdot; h) - \sum_{j=0}^N h^j a_j)| \leq C_{N, \beta} h^{N + 1 - l_0 - l|\beta|} m.$$

We write $a(\cdot; h) \sim \sum_{j=0}^\infty h^j a_j$ in $S^{l_0}_0(m, \mathbb{R}^{2n})$. 
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Definition 2.4. (see [2]) We denote by $S^0(\mathbb{R}^{2n}; \mathcal{L}(L^2(\mathbb{R}^n)))$ the set of operator-valued functions $a \in C^\infty(\mathbb{R}^{2n}; \mathcal{L}(L^2(\mathbb{R}^n)))$ satisfying:

For $\beta \in \mathbb{N}^{2n}$, there exists $C_\beta > 0$ such that

$$\|\partial^\beta a(x, \xi)\|_{\mathcal{L}(L^2(\mathbb{R}^n))} \leq C_\beta, \forall (x, \xi) \in \mathbb{R}^{2n}.$$

We will use the standard Weyl quantization of symbols. More precisely, if $a(x, \xi), (x, \xi) \in \mathbb{R}^{2n}$, is a symbol in $S^k_m(\mathbb{R}^{2n})$ (resp. $S^0(\mathbb{R}^{2n}; \mathcal{L}(L^2(\mathbb{R}^n)))$), then $a^w(x, hD_x)$ is the operator defined by

$$a^w(x, hD_x)u(x) := \frac{1}{(2\pi h)^n} \int_{\mathbb{R}^n} \int_{\mathbb{R}^n} e^{\frac{i}{h} (x-y, \xi)} a(x+y/2, \xi) u(y) dy d\xi,$$

for $u \in S(\mathbb{R}^n)$ (resp. $u \in S(\mathbb{R}^n; L^2(\mathbb{R}^n))$). Sometimes, we write $Op^w(h)(a)$ instead of $a^w(x, hD_x)$. For the theory of $h-$ pseudodifferential operators with operator-valued symbols, we refer to [2, 3, 15].

Let $g(\alpha)$ be a function depending on a large parameter $\alpha$. We say that $g$ has a complete asymptotic expansion in powers of $\alpha^{-1}$, and we write

$$g(\alpha) \sim \sum_{j=0}^{\infty} c_j \alpha^{-j}, \text{ as } \alpha \to \infty,$$

if and only if, for all $N \in \mathbb{N},$

$$\lim_{\alpha \to \infty} \left[ g(\alpha) - \sum_{j=0}^{N} c_j \alpha^{-j} \right] \alpha^N = 0.$$

We write $g(\alpha) = O(\alpha^{-\infty})$ if for all $N \in \mathbb{N}$, $g(\alpha) = O_N(\alpha^{-N})$.

3. Main results. In this section, we state our main results:

**Theorem 3.1.** Let $f \in C^\infty_0((-\infty, 0); \mathbb{R})$ and assume that $V$ satisfies the assumption (H). Then, the following full expansion holds:

$$\text{tr}(f(P(b, \omega))) \sim b \sum_{j=0}^{\infty} B_j(f) b^{-j}, \text{ as } b \to \infty.$$

Moreover,

$$B_0(f) = \frac{1}{2\pi\omega} \int \int f(x^2 + V(x, \omega)) dxdy,$$

$$B_1(f) = \frac{1}{8\pi\omega} \int \int [\partial_x^2 V(x, \omega) + \partial_y^2 V(x, \omega)] f'(x^2 + V(x, \omega)) dxdy.$$

**Theorem 3.2.** Fix $\lambda < 0$. In addition to the assumption (H) suppose that $\nabla_{x,y}(x^2 + V(x, \omega)) \neq 0$ on the surface

$$\{(x, y) \in \mathbb{R}^2 | x^2 + V(x, \omega y) = \lambda\}.$$
Then, there exist $\sigma > 0$ small enough and $C > 0$ large enough such that, for $f \in C^\infty_0((\lambda - \sigma, \lambda + \sigma); \mathbb{R})$ and $\theta \in C^\infty_0((-\frac{1}{c_0}, \frac{1}{c_0}); \mathbb{R})$, there exist functions $C_j(\tau) \in C^\infty(\mathbb{R})$, $\forall M, N \in \mathbb{N}$, we have

$$\text{(3.4)} \quad \text{tr} \left( f(\bar{P}(b, \omega)) \frac{\nabla}{\nabla \omega} \right) = b \left( \sum_{j=0}^{M} C_j(\tau) b^{-j} + O \left( \frac{b^{-M-1}}{(\tau)^N} \right) \right), \quad \text{as } b \to \infty,$$

uniformly in $\tau \in \mathbb{R}$. Here $\langle \tau \rangle = (1 + \tau^2)^{1/2}$.

$$\text{(3.5)} \quad C_0(\tau) = \frac{1}{2\pi} f(\tau) \theta(0) \int_{\{(x, y) \in \mathbb{R}^2 \mid x^2 + V(\frac{x}{\omega}, \omega y) = \lambda\}} \frac{dS_x}{|\nabla x, y(x^2 + V(\frac{x}{\omega}, \omega y))|},$$

and $S_x$ is the surface measure on $\{(x, y) \in \mathbb{R}^2 \mid x^2 + V(\frac{x}{\omega}, \omega y) = \lambda\}$.

**Theorem 3.3.** Fix $\lambda < 0$, and let $N_\alpha(\lambda)$ be the number of eigenvalues of $P(b, \omega)$ in $(-\infty, \lambda]$ counted with their multiplicities. Under the assumptions of Theorem 3.2, we have

$$\text{(3.6)} \quad N_\alpha(\lambda) = b \left( M_0 + O(b^{-1}) \right), \quad \text{as } b \to \infty,$$

where

$$\text{(3.7)} \quad M_0 = \frac{1}{2\pi\omega} \int_{\{(x, y) \in \mathbb{R}^2 \mid x^2 + V(\frac{x}{\omega}, \omega y) \leq \lambda\}} dx dy.$$

**Remark 3.4.** Since $\alpha = \sqrt{b^2 + \omega^2}$, and $\omega \neq 0$ is fixed, it follows that

$$\alpha^{-1} \sim \sum_{j=1}^{\infty} c_j(\omega) b^{-j} \quad \text{and} \quad b^{-1} \sim \sum_{j=1}^{\infty} d_j(\omega) \alpha^{-j}.$$

Thus, we only need to prove that the left hand sides of (3.1), (3.4) and (3.6) have asymptotic expansions in powers of $\alpha^{-1}$.

**Outline of the proof.** Using linear changes of variables, we prove in Appendix A that the operator $P(b, \omega)$ is unitarily equivalent to the operator $\bar{P}(\alpha) := \bar{P}(\alpha) + V^w(\alpha)$, where $\bar{P}(\alpha) := \alpha(D_y^2 + y^2) + x^2 - \alpha$ and $V^w(\alpha) := V^w(\sqrt{\frac{\omega}{\alpha}} D_y + \frac{\omega}{\alpha^2} x, \frac{x}{\omega} D_x + \frac{b\sqrt{\alpha}}{\omega} y)$. By constructing a suitable Grushin problem (see Lemma 4.3) we reduce the spectral study of $(\bar{P}(\alpha) - z)$ for $z \in (\frac{\alpha}{\omega}, \alpha) \subset (-\infty, 0]$ to the study of a $\frac{1}{c_0}$ pseudodifferential operator $E_{-\alpha}(z)$ called effective Hamiltonian. Here we notice that, in our case ($\omega \neq 0$), the effective Hamiltonian is no longer a bounded operator from $L^2(\mathbb{R})$ to $L^2(\mathbb{R})$, because of the presence of the edge potential $W(x) = \omega^2 z^2$ (see Lemma 4.3). This is the main difference from the work of M. Dimassi [8] where $\omega$ is assumed to be equal to zero. To overcome this difficulty, we show that if $f \in C^\infty_0((-\infty, 0); \mathbb{R})$, we have $\text{tr}(f(\bar{P}(\alpha))) = \text{tr}(f(\bar{P}(\alpha)) \chi^w) + O(\alpha^{-\infty})$ for some compactly supported function $\chi$ (see formula (4.47)). Thus, by using the Helffer-Sjöstrand formula, we prove that (see formula (4.47))

$$\text{(3.8)} \quad \text{tr}(f(\bar{P}(\alpha)) \chi^w) = \text{tr} \left( -\frac{1}{\pi} \int \partial_z \bar{f}(z) E_{-\alpha}(z)^{-1} \partial_z E_{-\alpha}(z) \chi \frac{w}{L}(dz) \right).$$
Here, \( \tilde{f} \in C_c^\infty(\mathbb{C}) \) is an almost analytic extension of \( f \). Then, we only need to study \( E_{-+}(z) \) in the right hand side of (3.8) on the support of \( \chi \). Next, by applying the \( \frac{1}{\alpha} \)-pseudodifferential calculus, modulo \( \mathcal{O}(\alpha^{-\infty}) \) we can replace \( E_{-+}(z) \) in (3.8) by a bounded operator \( \tilde{E}(z) \) (see Proposition 4.7) such that

\[
(3.9) \quad \text{tr}(f(\tilde{P}(\alpha))\chi^w) = \text{tr}\left(-\frac{1}{\pi} \int \tilde{\partial}_z \tilde{f}(z)\tilde{E}(z)^{-1}\partial_z \tilde{E}(z)\chi^wL(dz)\right) + \mathcal{O}(\alpha^{-\infty}).
\]

Moreover, we show that \( \tilde{E}(z) \) has a complete asymptotic expansion in powers of \( \frac{1}{\alpha} \) (see Proposition 4.5). Then by applying the time independent method used by M. Dimassi [7] (see also [12]), we prove Theorem 3.1 and Theorem 3.2.

By combining Theorems 3.1 and 3.2 with Tauberian arguments, we obtain the proof of Theorem 3.3.

4. The effective Hamiltonian and trace formulae. In this section, we construct the effective Hamiltonian \( E_{-+}(z) \) and we give a trace formula linking the operators \( \tilde{P}(\alpha) \) and \( E_{-+}(z) \). Without loss of generality we may assume that \( \omega = 1 \).

4.1. The effective Hamiltonian. Let \( g \) be a positive function satisfying \( g(\alpha) \to \infty \) as \( \alpha \to \infty \). Set

\[
(4.1) \quad \Omega_\alpha := \{z \in \mathbb{C} | \text{Re} z \leq 2\alpha - g(\alpha)\}.
\]

We denote by \( \phi(y) := \pi^{-\frac{1}{4}}e^{-\frac{y^2}{2}} \) the normalized eigenfunction of the one-dimensional harmonic operator corresponding to the ground state energy \( E = 1 \) (i.e., \( (\partial_y^2 + y^2)\phi(y) = \phi(y) \) and \( \|\phi\|_{L^2(\mathbb{R})} = 1 \)). The following lemma is well known:

**Lemma 4.1.** The following statements hold:

i) \( \phi \) is an even function.

ii) \( \langle D_y^k \phi(y), y^l \phi(y) \rangle = 0 \), when \( k + l \) is an odd number.

iii) \( \|\phi(y)\|_{L^2(\mathbb{R})}^2 = g(\phi(y)) = \frac{1}{2} \).

We now consider the following operators

\[
R_- : L^2(\mathbb{R}) \to L^2(\mathbb{R}), \quad u(x) \mapsto u(x)\phi(y),
\]

\[
R_+ : L^2(\mathbb{R}) \to L^2(\mathbb{R}), \quad v(x, y) \mapsto \int v(x, y)\phi(y)dy.
\]

\[
\Pi := R_- R_+ : L^2(\mathbb{R}) \to L^2(\mathbb{R}),
\]

\[
v(x, y) \mapsto \int v(x, t)\phi(t)dt\phi(y).
\]

From the definition of \( R_- \) and \( R_+ \), we have

\[
R_+ R_- u(x) = R_+(u(x)\phi(y)) = \int u(x)\phi(y)\phi(y)dy = u(x).
\]

**Lemma 4.2.** There exists \( \alpha_0 > 0 \) large enough such that, for \( \alpha \geq \alpha_0 \), and \( z \in \Omega_\alpha \), the operator

\[
(I - \Pi)\tilde{P}(\alpha)(I - \Pi) - z : (I - \Pi)L^2(\mathbb{R}) \to (I - \Pi)L^2(\mathbb{R}).
\]
is invertible. In addition, there exists $C > 0$ such that

$$(4.2) \quad \|R(z)\| \leq \frac{C}{g(\alpha)} \text{ uniformly in } z \in \Omega_\alpha,$$

where $R(z) := \left( (I - \Pi)\tilde{P}(\alpha)(I - \Pi) - z \right)^{-1} (I - \Pi) : L^2(\mathbb{R}^2) \to L^2(\mathbb{R}^2)$.

**Proof.** In the following, we denote by $\sigma(A)$ (resp. $\rho(A)$) the spectrum (resp. resolvent set) of the operator $A$. It is clear that $\sigma((I - \Pi)\tilde{P}(\alpha)(I - \Pi)) = [2\alpha, +\infty)$ (see [17, Proposition 6.9]). Hence, for $z \in \Omega_\alpha$, we have

$$(4.3) \quad \text{dist} \left( z, \sigma((I - \Pi)\tilde{P}(\alpha)(I - \Pi)) \right) \| (I - \Pi)u \| \leq \| (I - \Pi)\tilde{P}(\alpha)(I - \Pi) - z \| (I - \Pi)u \|.$$

On the other hand, for $z \in \Omega_\alpha$, one has $g(\alpha) \leq \text{dist} \left( z, \sigma((I - \Pi)\tilde{P}(\alpha)(I - \Pi)) \right)$. Thus,

$$(4.4) \quad g(\alpha) \| (I - \Pi)u \| \leq \| (I - \Pi)\tilde{P}(\alpha)(I - \Pi) - z \| (I - \Pi)u \|.$$ 

Moreover, since $V$ is bounded simultaneously with all its derivatives, it follows from the Calderón-Vaillancourt theorem (see [12, Theorem 7.11]) that there exists $C_1 > 0$ such that

$$\| V^w(\alpha)(I - \Pi)u \| \leq C_1 \| (I - \Pi)u \|.$$ 

Combining this with (4.2), we have

$$(4.5) \quad (g(\alpha) - C_1) \| (I - \Pi)u \| \leq \| (I - \Pi)\tilde{P}(\alpha)(I - \Pi) - z \| (I - \Pi)u \|$$

uniformly in $z \in \Omega_\alpha$, which yields (4.2). We recall that $\lim_{\alpha \to \infty} g(\alpha) = +\infty$. 

Next, we construct a Grushin problem for the perturbed Hamiltonian:

$$\mathcal{P}(z) = \begin{pmatrix} \tilde{P}(\alpha) - z & R_- \\ R_+ & 0 \end{pmatrix} : \mathcal{D} \times L^2(\mathbb{R}) \to L^2(\mathbb{R}^2) \times L^2(\mathbb{R}),$$

where $\mathcal{D}$ is the domain of $\tilde{P}(\alpha)$.

**Lemma 4.3.** For $\alpha$ large enough, the operator $\mathcal{P}(z)$ is uniformly invertible for $z \in \Omega_\alpha$. The inverse of $\mathcal{P}(z)$ is holomorphic in $z$ and given by

$$(4.6) \quad \mathcal{E}(z) = \begin{pmatrix} E(z) & E_+(z) \\ E_-(z) & E_-(z) \end{pmatrix},$$

where

$$(4.7) \quad E_-(z) = z - x^2 - R_+ V^w(\alpha) R_- - R_+ a(z) [V^w(\alpha), \Pi] R_-,$$

with $a(z) = (I + [\Pi, V^w(\alpha)] R(z))^{-1}$. Moreover,

$$(4.8) \quad E(z) = R(z) a(z) ; E_+(z) = R_+ a(z),$$

$$(4.9) \quad E_+(z) = R_- - R(z) a(z) [V^w(\alpha), \Pi] R_-. $$

Here $[A, B] = AB - BA$ is the commutator of $A$ and $B$. 
\textbf{Proof.} We claim that $[V^w(\alpha), \Pi] = O(\alpha^{-1/2})$ in $\mathcal{L}(L^2(\mathbb{R}^2))$. Indeed, the natural restriction of $\Pi$ on $L^2(\mathbb{R}^2)$ is the projection onto the eigenspace associated to the eigenvalue 1 of the operator $D_y^2 + y^2 : L^2(\mathbb{R}) \to L^2(\mathbb{R})$. Let $f \in C_0^\infty((0, 2); \mathbb{R})$, $f(y) = 1$ for $y$ near 1. Then one has $\Pi = f(D_y^2 + y^2)$.

According to [12, Theorem 8.7], $\Pi$ is a pseudodifferential operator whose symbol belongs to $S^0((y)^{-\infty} \langle \eta \rangle^{-\infty}, \mathbb{R}^4)$. By using the pseudodifferential calculus, it follows that $[V^w(\alpha), \Pi]$ has an asymptotic expansion of the form

\begin{equation}
[V^w(\alpha), \Pi] = \sum_{j=1}^{N} a_j^w \left( b_{\alpha} \frac{1}{\sqrt{\alpha}} x, \frac{1}{\alpha} D_x \right) b_j^w(y, D_y) \alpha^{-\frac{j}{2}} + O(\alpha^{-\frac{N+1}{2}}), \forall N \in \mathbb{N},
\end{equation}

where $a_j, b_j \in S^0(\mathbb{R}^2)$. Consequently, one has

\begin{equation}
[V^w(\alpha), \Pi] = O(\frac{1}{\sqrt{\alpha}}), \text{ in } \mathcal{L}(L^2(\mathbb{R}^2)),
\end{equation}

which yields the claim.

Next we construct an approximate inverse of $\mathcal{P}(z)$ as follows:

$$
\tilde{E}(z) = \begin{pmatrix} R(z) & R_\alpha \\ R_\alpha & z - x^2 - R_+ V^w(\alpha) R_- \end{pmatrix}.
$$

A straightforward computation gives

\begin{equation}
\mathcal{P}(z) \tilde{E}(z) = \begin{pmatrix} \tilde{P}(\alpha) - z & R_- \\ R_+ & 0 \end{pmatrix} \begin{pmatrix} R(z) & R_- \\ R_+ & z - x^2 - R_+ V^w(\alpha) R_- \end{pmatrix} = \begin{pmatrix} A_1 & A_2 \\ A_3 & A_4 \end{pmatrix},
\end{equation}

with

\begin{align*}
A_4 &= R_+ R_- = I_{L^2(\mathbb{R})}, \\
A_3 &= 0 \text{ (here we used } R_+ (I - \Pi) = R_+ - R_+ R_- R_+ = 0\text{),} \\
A_2 &= (\tilde{P}(\alpha) - z) R_- + R_- (z - x^2 - R_+ V^w(\alpha) R_-), \\
A_1 &= (\tilde{P}(\alpha) - z) R(z) + R_- R_+.
\end{align*}

Using the fact that $\tilde{P}(\alpha)$ commutes with $\Pi$ and $\Pi R(z) = 0$, one has $(\tilde{P}(\alpha) - z) R(z) = I - \Pi + IV^w(\alpha) R(z)$. Thus,

$$
A_1 = I - \Pi + IV^w(\alpha) R(z) + \Pi = I + [\Pi, V^w(\alpha)] R(z).
$$

On the other hand, since $(\alpha(D_y^2 + y^2) - \alpha) R_- = 0$ and $V^w(\alpha) R_- - R_- R_+ V^w(\alpha) R_- = [V^w(\alpha), \Pi] R_-$, it follows that $A_2 = [V^w(\alpha), \Pi] R_-$. Consequently,

$$
\begin{pmatrix} A_1 & A_2 \\ A_3 & A_4 \end{pmatrix} = I_2 + O(\frac{1}{\sqrt{\alpha}}),
$$

where $I_2$ is the identity matrix from $L^2(\mathbb{R}^2) \times L^2(\mathbb{R})$ to $L^2(\mathbb{R}^2) \times L^2(\mathbb{R})$. Therefore, for $\alpha$ large enough, $\begin{pmatrix} A_1 & A_2 \\ A_3 & A_4 \end{pmatrix}$ is uniformly invertible for $z \in \Omega_\alpha$ and

\begin{equation}
\tilde{E}_1(z) := \begin{pmatrix} A_1 & A_2 \\ A_3 & A_4 \end{pmatrix}^{-1} = \begin{pmatrix} a(z) & -a(z)[V^w(\alpha), \Pi] R_- \\ 0 & I_{L^2(\mathbb{R})} \end{pmatrix},
\end{equation}
where \( a(z) = (I + [\Pi, V^w(\alpha)]R(z))^{-1} \).

Hence, for \( \alpha \) large enough, \( \mathcal{P}(z) \) is uniformly invertible for \( z \in \Omega_\alpha \) with inverse \( \mathcal{E}(z) = \tilde{\mathcal{E}}(z)\mathcal{E}_1(z) \). Using the explicit expressions of \( \tilde{\mathcal{E}}(z) \) and \( \mathcal{E}_1(z) \), we obtain (4.6).

\[
\begin{align*}
\text{REMARK 4.4.} & \quad \text{The following standard properties are well known (see [8, 10, 13, 16])} \\
& \quad \text{i) } z \in \sigma(\tilde{\mathcal{P}}(\alpha)) \iff 0 \in \sigma(\mathcal{E}_{-+}(z)). \\
& \quad \text{ii) } (z - \tilde{\mathcal{P}}(\alpha))^{-1} = -\mathcal{E}(z) + \mathcal{E}_1(z)(\mathcal{E}_{-+}(z))^{-1}\mathcal{E}_-(z), \text{ for } z \in \rho(\tilde{\mathcal{P}}(\alpha)). \\
& \quad \text{iii) } (\mathcal{E}_{-+}(z))^{-1} = -R_+(z - \tilde{\mathcal{P}}(\alpha))^{-1}R_-, \text{ for } z \in \rho(\tilde{\mathcal{P}}(\alpha)). \\
& \quad \text{iv) } \partial_z\mathcal{E}_{-+}(z) = E_-(z)\mathcal{E}_+(z).
\end{align*}
\]

We denote \( h = \alpha^{-1} \), which plays the role of semiclassical parameter. From now on, we write \( \tilde{\mathcal{P}}(h) \) (resp. \( V^w(h^{\frac{1}{2}}) \)) instead of \( \tilde{\mathcal{P}}(\alpha) \) (resp. \( V^w(\alpha) \)). The symbol of \( V^w(h^{\frac{1}{2}}) \) is denoted by \( V(h^{\frac{1}{2}}) \). In the next proposition, we obtain the main properties of \( \mathcal{E}_{-+}(z) \).

**Proposition 4.5.** Let \( \Omega \) be a bounded open set in \( \mathbb{C} \) (independent of \( h \)). Then for \( h \in (0, h_0) \) (\( h_0 > 0 \) small enough), the following assertions hold:

i) 
\[
(4.14) \quad \mathcal{E}_{-+}(z) = \left( z - x^2 - V^w((1 - h^2)^{\frac{1}{2}}x, hD_x) \right) \in \text{Op}_h^w(S^{-1}(\mathbb{R}^2)).
\]

ii) For \( \psi \in C_0^\infty(\mathbb{R}) \), the symbol of the operator \( \psi(x)\left( \mathcal{E}_{-+}(z) - (z - x^2) \right) \) has a complete asymptotic expansion in powers of \( h \) in \( S^0(\mathbb{R}^2) \). More precisely, there exists \( a(x, \xi, z; h) \sim \sum_{j=0}^\infty a_j(x, \xi, z)h^j \) in \( S^0(\mathbb{R}^2) \) such that

\[
(4.15) \quad \psi(x)\left( \mathcal{E}_{-+}(z) - (z - x^2) \right) = a^w(x, hD_x, z; h),
\]

with

\[
(4.16) \quad a_0(x, \xi, z) = a_0(x, \xi) := -\psi(x)V(x, \xi),
\]

\[
(4.17) \quad a_1(x, \xi, z) = a_1(x, \xi) := -\frac{1}{4} \psi(x)\left( \partial_\xi^2V(x, \xi) + \partial_x^2V(x, \xi) \right) + \frac{1}{2i} \partial_x\psi(x)\partial_\xi V(x, \xi).
\]

**Proof.** i) According to Lemma 4.3, one has

\[
(4.18) \quad \mathcal{E}_{-+}(z) - (z - x^2) = -R_+V^w(h^{\frac{1}{2}})R_- - R_+a(z)[V^w(h^{\frac{1}{2}}), \Pi]]R_-.
\]

We first demonstrate that \( \mathcal{E}_{-+}(z) - (z - x^2) \) is an \( h \)-pseudodifferential operator with bounded symbol. To do this we use the Beals’s characterization of \( h \)-pseudodifferential operators (see [12, Chapter 8] or [13, Chapter 8]).

Let \( l(x, \xi) \) be a linear form on \( \mathbb{R}^2 \) and let \( l^w(x, hD_x) \) be the corresponding \( h \)-pseudodifferential operator. Using the fact that \( R_+, R_- \) commute with \( l^w(x, hD_x) \) and that \( V^w(h^{\frac{1}{2}}) \) is an \( h \)-pseudodifferential operator in \( x \) whose symbol is bounded operator in \( y \), we obtain

\[
\begin{align*}
[l^w(x, hD_x), R_+V^w(h^{\frac{1}{2}})R_-] &= R_+[l^w(x, hD_x), V^w(h^{\frac{1}{2}})]R_- \quad = O(h),
\end{align*}
\]
where in the last equality, we have used \( \| R_+ \| = \mathcal{O}(1) \) and \( \| R_- \| = \mathcal{O}(1) \).

Similarly, for \( N \in \mathbb{N} \) and linear forms \( l_1(x, \xi), \ldots, l_N(x, \xi) \) on \( \mathbb{R}^2 \), we also obtain
\[
(4.20) \quad \llbracket w \rrbracket_1(x, hD_x), \ldots, \llbracket w \rrbracket_2(x, hD_x), R_+ V^w(h^{\frac{1}{2}}) R_- \llbracket \ldots \rrbracket = \mathcal{O}(h^N).
\]

According to [12, Proposition 8.3], \( R_+ V^w(h^{\frac{1}{2}}) R_- \) is an \( h \)- pseudodifferential operator with bounded symbol.

Using the same arguments, we also obtain that the operator
\[
R_+ a(z) [V^w(h^{\frac{1}{2}})], R_- h \quad \text{is an \( h \)- pseudodifferential operator with bounded symbol. Therefore,} \quad E_+(z) - (z - x^2) \quad \text{is an \( h \)- pseudodifferential operator with bounded symbol denoted by} \quad a(x, \xi, z; h).
\]

Now we will prove that \( \hat{a}(x, \xi, z; h) \) has an asymptotic expansion like (4.34). First, we consider the operator
\[
R_+ V^w(h^{\frac{1}{2}}) R_- : L^2(\mathbb{R}) \to L^2(\mathbb{R}).
\]

Recall that \( V(h^{\frac{1}{2}}) = V(h^{\frac{1}{2}}) + (1 - h^{\frac{1}{2}}) \frac{r}{2} x, h\xi + h^{\frac{1}{2}}(1 - h^{\frac{1}{2}}) \frac{r}{2} y). \) Applying Taylor’s formula to \( V(h^{\frac{1}{2}}) \) at \( X := ((1 - h^{\frac{1}{2}}) \frac{r}{2} x, h\xi), \) we get
\[
V(h^{\frac{1}{2}}) = V(X) + \left[ \partial_1 V(X) \eta + \partial_2 V(X)(1 - h^{\frac{1}{2}}) \frac{r}{2} y \right] h^{\frac{1}{2}}
\]
\[
(4.21) \quad + \frac{1}{2} \left[ \partial_1^2 V(X) \eta^2 + \partial_2^2 V(X)(1 - h^{\frac{1}{2}}) \frac{r}{2} y)^2 + 2\partial_1 \partial_2 V(X) \eta(1 - h^{\frac{1}{2}}) \frac{r}{2} y \right] h + ... + \mathcal{O}_{N,X} \left( (\eta(1 - h^{\frac{1}{2}}) \frac{r}{2} y)^N \right) h^{\frac{1}{2}},
\]
where \( \partial_j \) is the partial derivative with respect to the \( j \)-th variable, \( j = 1, 2, \) and \( \mathcal{O}_{N,X} \) depends on \( N, X \).

Notice that
\[
R_+ \left[ \partial_1 \partial_2 V(X) \eta^k y^l \right] w(x, y, D_x, D_y) R_- u(x)
\]
\[
= \partial_1 \partial_2 V^w((1 - h^{\frac{1}{2}}) \frac{r}{2} x, hD_x) u(x) \langle (\eta^k y^l) w(y, D_y) \phi(y), \phi(y) \rangle.
\]

A simple computation shows that
\[
(\eta^k y^l) w(y, D_y) \phi(y) = \frac{1}{k!} \sum_{j=0}^{\min(k, l)} C_k^l \frac{1}{2^j} y^j (\phi^{(k-j)})(y),
\]
where \( \phi^{(k-j)}(y) \) is the derivative of order \( k-j \) of \( \phi(y) \). When \( k + l \) is an odd number, it follows from Lemma 4.1 that \( \langle (\phi^{(k-j)})(y), y^{(k-j)} \phi(y) \rangle = 0 \) for all \( 0 \leq j \leq \min(k, l) \).

Therefore, for \( k + l \) odd,
\[
(4.24) \quad \langle (\eta^k y^l) w(y, D_y) \phi(y), \phi(y) \rangle = 0, \quad \text{for all} \quad 0 \leq j \leq \min(k, l).
\]

Since \( \phi'(y) = -y \phi(y) \), one has \( \langle (\eta y) w(y, D_y) \phi(y) = \frac{1}{2} \phi(y) + y \phi'(y) = \frac{1}{2} \phi(y) - y^2 \phi(y). \)

Combining this with Lemma 4.1, we obtain
\[
(4.25) \quad \langle (\eta y) w(y, D_y) \phi(y), \phi(y) \rangle = 0.
\]

Putting together (4.21), (4.22), (4.24) and (4.25), we get \( \forall N \in \mathbb{N} \),
\[
(4.26) \quad R_+ V^w(h^{\frac{1}{2}}) R_- = \sum_{j=0}^{N} r_j^w((1 - h^{\frac{1}{2}}) \frac{r}{2} x, hD_x) h^j + \mathcal{O}(h^{N+1}),
\]
where \( r_j \in S^0(\mathbb{R}^3) \). In particular, \( r_0((1 - h^2)^\frac{1}{2} x, \xi) = V((1 - h^2)^\frac{1}{2} x, \xi) \) and \( r_1((1 - h^2)^\frac{1}{2} x, \xi) = \frac{1}{2} \left( \partial_\xi^2 V((1 - h^2)^\frac{1}{2} x, \xi) + \partial_x^2 V((1 - h^2)^\frac{1}{2} x, \xi) \right) \).

Next we study the operator \( R_+ a(z)[V^w(h^\frac{1}{2})], \Pi R_- \). From the definition of \( a(z) \) (see Lemma 4.3), one has

\[
R_+ a(z)[V^w(h^\frac{1}{2})], \Pi R_- = R_+ (I + \Pi, V^w(h^\frac{1}{2})] R(z) - 1[V^w(h^\frac{1}{2})], \Pi R_-
\]

\[
(4.27) = R_+ \sum_{j \geq 0} (-1)^j [(\Pi, V^w(h^\frac{1}{2})] R(z)]^j[V^w(h^\frac{1}{2})], \Pi R_-
\]

\[
(4.28) = R_+[V^w(h^\frac{1}{2})], \Pi R_- + R_+ \sum_{j \geq 1} (-1)^j [(\Pi, V^w(h^\frac{1}{2})] R(z)]^j[V^w(h^\frac{1}{2})], \Pi R_-
\]

\[
(4.29) = R_+ \sum_{j \geq 1} (-1)^j [(\Pi, V^w(h^\frac{1}{2})] R(z)]^j[V^w(h^\frac{1}{2})], \Pi R_-, \text{where we have used}\ R_+ \Pi = R_+ \text{ and } \Pi R_- = R_- \text{ to deduce } R_+ [V^w(h^\frac{1}{2})], \Pi R_- = 0. \]

We write

\[
R(z) = \left( (I - \Pi)[h^{-1}(D_y^2 + y^2 - 1) + x^2 + V^w(h^\frac{1}{2})](I - \Pi) - z \right)^{-1}(I - \Pi) - h(I - \Pi)
\]

\[
(4.30) = h \left( (I - \Pi)[(D_y^2 + y^2 - 1) + hx^2 + V^w(h^\frac{1}{2})](I - \Pi) - hz \right)^{-1}(I - \Pi) - h(I - \Pi)
\]

\[
(4.31) = hH_1 [I + h(I - \Pi)(V^w(h^\frac{1}{2}) - z)(I - \Pi)H_1]^{-1}(I - \Pi)
\]

\[
(4.32) = H_1 \sum_{j \geq 0} (-1)^j [(I - \Pi)(V^w(h^\frac{1}{2}) - z)H_1]^{j}(I - \Pi)h^{j+1},
\]

where \( H_1 = \left( (I - \Pi)[(D_y^2 + y^2 - 1) + hx^2](I - \Pi) \right)^{-1}(I - \Pi) \) is a bounded operator since \( (I - \Pi)[(D_y^2 + y^2 - 1) + hx^2](I - \Pi) \geq (I - \Pi) \). Moreover, if we consider \( H_1 \) as an operator from \( L^2(\mathbb{R}_y) \) to \( L^2(\mathbb{R}_y) \) and \( x \) as a parameter, we have

\[
\|H_1\|_{\mathcal{L}(L^2(\mathbb{R}_y))} \leq C
\]

for some constant \( C \) independent of both \( x \) and \( h \). Since \( \partial_x H_1 = -H_1(2hx)H_1 \), there also exists \( C_1 > 0 \) such that

\[
\|\partial_x H_1\|_{\mathcal{L}(L^2(\mathbb{R}_y))} \leq C_1.
\]

Similarly, we can show that

\[
\|\partial^\beta_x H_1\|_{\mathcal{L}(L^2(\mathbb{R}_y))} \leq C_\beta
\]

for all \( \beta \in \mathbb{N} \) and \( C_\beta \) is also independent of \( x \). Combining this with the fact that \( H_1 \) does not depend on the dual variable \( \xi \) of \( x \), we conclude that \( H_1 \) is an \( h \)-pseudodifferential operator in the \( x \)-variable whose symbol is bounded operator in the \( y \)-variable.

Making use of the symbolic calculus of pseudodifferential operators with operator-valued symbols (see [2]), and using (4.10), (4.29) and (4.32), we deduce that, \( \forall N \in \mathbb{N}, \)

\[
(4.33) R_+ a(z)[V^w(h^\frac{1}{2})], \Pi R_- = \sum_{j = 0}^{N} \tilde{r}_j(x, \xi, z; h x^2, (1 - h^2)^\frac{1}{2} x) h^{\frac{1}{2} + j} + O(h^{\frac{1}{2} + j + 2}),
\]
where \( \tilde{r}_j \in S^0(\mathbb{R}^2) \).

As a consequence of (4.26) and (4.33), the operator \( E_{+-}(z) - \left( z - x^2 - V_w \right) \) is an \( h^- \) pseudodifferential operator with symbol belonging to \( S^{-1}(\mathbb{R}^2) \).

ii) It follows from (4.26) and (4.33) that the symbol \( \tilde{a}(x, \xi, z; h) \) of \( E_{+-}(z) - (z - x^2) \) can be written as follows:

\[
\tilde{a}(x, \xi, z; h) \sim \sum_{j \geq 0} \tilde{a}_j(x, \xi, z; h) h^{\frac{\eta}{2}},
\]

where \( \tilde{a}_j(x, \xi, z; h) \) is of the form \( r_j(x, \xi, z; h) x^j (1 - h^2)^{\frac{j}{2}} x \) with \( r_j \in S^0(\mathbb{R}^2) \). In particular, \( \tilde{a}_0(x, \xi, z; h) = V((1 - h^2)^{\frac{1}{2}} x, h\xi) \), \( \tilde{a}_1(x, \xi, z; h) = 0 \) and \( \tilde{a}_2(x, \xi, z; h) = \frac{1}{4}(\partial^2_x V((1 - h^2)^{\frac{1}{2}} x, h\xi) + \partial^2_{\xi} V((1 - h^2)^{\frac{1}{2}} x, h\xi)) \).

Now we prove (4.15). Let \( \psi \in C^\infty_0(\mathbb{R}) \), we claim that the symbol \( a(x, \xi, z; h) \) of the operator \( \psi(x)(E_{+-}(z) - (z - x^2)) \) has an asymptotic expansion in powers of \( h^{\frac{\eta}{2}} \) in \( S^0(\mathbb{R}^2) \)

\[
a(x, \xi, z; h) \sim \sum_{j \geq 0} \tilde{a}_j(x, \xi, z) h^{\frac{\eta}{2}}.
\]

Indeed, let \( \tilde{\psi} \in C^\infty_0(\mathbb{R}) \) such that \( \tilde{\psi} = 1 \) on the support of \( \psi \). We set \( \tilde{V}(h^{\frac{\eta}{2}}) := \tilde{\psi}(x) V(h^{\frac{\eta}{2}}) \) and \( \tilde{R}(z; h^{\frac{\eta}{2}}) := \left( (I - \Pi)[h^{-1}(D_y^2 + y^2) - 1] + x^2 \tilde{\psi}(x) + \tilde{V}(h^{\frac{\eta}{2}}) \right)(I - \Pi) - z \) \( - \tilde{\Pi} \). Applying the \( h^- \) pseudodifferential calculus, one obtains

\[
a^w(x, hD_x, z; h) = \psi(x) \left( \left[ - R_{+} \tilde{V}(h^{\frac{\eta}{2}}) R_{-} - R_{+} (I + [\Pi, \tilde{V}(h^{\frac{\eta}{2}})] R_{-}) \right] \left[ \tilde{V}(h^{\frac{\eta}{2}}), \Pi R_{-} \right] \right) + O(h^{2(N+1)}).
\]

We apply Taylor’s formula to \( \tilde{V}(h^{\frac{\eta}{2}}) \) at \( (h^{\frac{\eta}{2}} \eta + x, h\xi + h^{\frac{\eta}{2}} (1 - h^2) \frac{\eta}{2} y) \) to obtain

\[
\tilde{V}(h^{\frac{\eta}{2}}) = \sum_{j=0}^{N} V_j (h^{\frac{\eta}{2}} \eta + x, h\xi + h^{\frac{\eta}{2}} (1 - h^2) \frac{\eta}{2} y) \psi_j(x) h^{\eta} + O(h^{2(N+1)}),
\]

where \( V_j \in S^0(\mathbb{R}^2) \) and \( \psi_j \in C^\infty_0(\mathbb{R}) \). We next use the same arguments as (4.21), (4.26) where \( \tilde{V}(h^{\frac{\eta}{2}}) \) is replaced by the right hand side of (4.37). Then we obtain, for all \( N \in \mathbb{N} \),

\[
-R_{+} \tilde{V}(h^{\frac{\eta}{2}}) R_{-} = \sum_{j=0}^{N} v_j^w(x, hD_x) h^{\eta} + O(h^{N+1}),
\]

where \( v_j \in S^0(\mathbb{R}^2) \) is independent of \( h \). In particular,

\[
v_0(x, \xi) = -\tilde{\psi}(x) V(x, \xi); \quad v_1(x, \xi) = -\frac{1}{4}\left( \partial^2_x (\tilde{\psi}(x) V(x, \xi)) + \partial^2_{\xi} (\tilde{\psi}(x) V(x, \xi)) \right).
\]

As (4.32), it is easy to see that

\[
\tilde{R}(z; h^{\frac{\eta}{2}}) = \tilde{H}_{1} \sum_{j \geq 0} (-1)^j [((I - \Pi)(\tilde{\psi}(x)x^2 + \tilde{V}(h^{\frac{\eta}{2}}) - z)\tilde{H}_{1})]^{j} (I - \Pi) h^{j+1},
\]

where \( \tilde{H}_{1} \in S^0(\mathbb{R}^2) \).
where \( \tilde{H}_1 = (I - \Pi)(D_y^2 + y^2 - 1)(I - \Pi)^{-1}(I - \Pi) \). The operator \( \tilde{H}_1 \) is independent of both \( x \) and \( h \). Then making use of the symbolic calculus of pseudodifferential operators with operator-valued symbols, we obtain for all \( N \in \mathbb{N} \),

\[
- R_+ (I + [\Pi, \tilde{V}^w(h\frac{\partial}{\partial z})]) R(z; h\frac{\partial}{\partial z}))^{-1} [\tilde{V}^w(h\frac{\partial}{\partial z}), \Pi] R_-
\]

\[
\sum_{j=0}^{N} \tilde{v}_j^w(x, hD_x, z) h^{\frac{j}{2}} + O(h^{\frac{N+1}{2}}),
\]

where \( \tilde{v}_j \in S^0(\mathbb{R}^2) \) is also independent of \( h \). Thus, (4.35) follows from (4.36), (4.38) and (4.41).

Put \( J(h\frac{\partial}{\partial z}) := R_+ (I + [\Pi, \tilde{V}^w(h\frac{\partial}{\partial z})]) R(z; h\frac{\partial}{\partial z}))^{-1} [\tilde{V}^w(h\frac{\partial}{\partial z}), \Pi] R_- \). We construct the following bounded operator, \( \Sigma : L^2(\mathbb{R}^2) \to L^2(\mathbb{R}^2), \Sigma u(x, y) = u(x, -y) \). Obviously, one has \( \Sigma^2 = I, \Sigma^* = \Sigma \). The following lemma shows that \( J(h\frac{\partial}{\partial z}) = J(-h\frac{\partial}{\partial z}) \) which completes the proof of (4.15):

**Lemma 4.6.** The following assertions hold:

i) \( \Sigma \tilde{V}^w(h\frac{\partial}{\partial z}) \Sigma = \tilde{V}^w(-h\frac{\partial}{\partial z}) \).

ii) \( [\Sigma, \Pi] = 0 \).

iii) \( R_+ \Sigma = R_+ \) and \( \Sigma R_- = R_- \).

iv) \( \Sigma R(z; h\frac{\partial}{\partial z}) \Sigma = R(z; -h\frac{\partial}{\partial z}) \).

**Proof.** i) Let \( u(x, y, \xi, \eta) \in S^0(\mathbb{R}^4) \) arbitrarily. By a change of variables, one has

\[
\Sigma u(x, y, D_x, D_y, \Pi) u(x, y) = \frac{1}{(2\pi)^2} \iiint e^{i((x-x')\xi + (y-y')\eta)} a_i(x, y') dx' dy' d\xi d\eta u(x', -y') dx' dy' d\xi d\eta
\]

\[
= \frac{1}{(2\pi)^2} \iiint e^{i((x-x')\xi + (y-y')\eta)} a_i(x, y') dx' dy' d\xi d\eta u(x', y') dx' dy'' d\xi d\eta
\]

\[
= a^w(x, -y, D_x, -D_y) u(x, y).
\]

Applying this to \( \tilde{V}(h\frac{\partial}{\partial z}) \), we obtain \( \Sigma \tilde{V}^w(h\frac{\partial}{\partial z}) \Sigma = \tilde{V}^w(-h\frac{\partial}{\partial z}) \).

ii) By using the definition of \( \Sigma \) and \( \Pi \), one has

\[
[S, \Pi] u(x, y) = [\Pi u(x, y) - \Pi u(x, -y)]
\]

(4.42) \[
= \int u(x, t) \phi(t) dt \phi(y) - \int u(x, -t) \phi(t) dt \phi(y)
\]

(4.43) \[
= \int (u(x, t) - u(x, -t)) \phi(t) dt \phi(y).
\]

However, since the integrand in the right hand side of (4.43) is an odd function with respect to \( t \), we obtain \( [\Sigma, \Pi] u(x, y) = 0 \) for all \( u \in L^2(\mathbb{R}^2) \). Therefore, \( [\Sigma, \Pi] = 0 \).

iii) The same arguments give (iii).

iv) The assertion (iv) is an easy consequence of (i) and (ii). [\[]

---

### 4.2. Trace formulae

Assume that the hypotheses in Theorem 3.1 hold and let \( \bar{a} < a < 0 \) such that \( \text{supp} f \subseteq (\bar{a}, \bar{a}) \). Then we can find an almost analytic extension \( \tilde{f} \) of \( f \) satisfying \( \tilde{f} \in C_0^\infty(\Omega), \tilde{f} = f, \bar{a} \tilde{f}(z) = O(|\text{Im} z|^{\infty}), \) where \( \Omega := (\bar{a}, \bar{a}) + i(-1, 1) \) and \( \tilde{\partial}_z = \frac{1}{2}(\frac{\partial}{\partial x} + i\frac{\partial}{\partial y}) \) for \( z = x + iy \) (see [12]). Notice that we can take \( f \) with
Moreover, since

\[(4.44) \Sigma_{[\omega, a]} := \{(x, \xi) \in \mathbb{R}^2 | x^2 + V(x, \xi) \in [\omega, a]\}\]

is a compact set in \(\mathbb{R}^2\).

Next we are going to prove that \(f(\tilde{P}(h))\) is of trace class and give a priori estimate of \(\text{tr} \left( f(\tilde{P}(h)) \right)\).

**Proposition 4.7.** The operator \(f(\tilde{P}(h))\) is of trace class. Moreover, for all functions \(\chi \in C_0^\infty(\mathbb{R}^2; \mathbb{R})\) such that \(\chi = 1\) near \(\Sigma_{[\omega, a]}\), we have

\[
(4.45) \quad \text{tr} \left( f(\tilde{P}(h)) \right) = \text{tr} \left( -\frac{1}{\pi} \int \partial_z \tilde{f}(z)(\tilde{E}(z))^{-1} \partial_z \tilde{E}(z) L(dz) \chi^w(x, hD_x) \right) + O(h^\infty).
\]

Here, \(f\) is an almost analytic extension of \(f\) and \(\tilde{E}(z) = z - x^2 + \psi(x) + \psi(x)(E_{-+}(z) - (z - x^2))\) for some \(\psi \in C_0^\infty(\mathbb{R}; [0, 1])\) such that \(\psi(x) = \chi(x, \xi)\), \(V(x, \xi) \in \mathbb{R}^2\).

**Proof.** Suppose that \(\chi \in C_0^\infty(\mathbb{R}^2; \mathbb{R})\), \(\chi = 1\) near \(\Sigma_{[\omega, a]}\). Then we can choose a function \(\tilde{V} \in S^0(\mathbb{R}^2)\) such that

- \(\tilde{V}(x, y) = V(x, y)\) outside a small neighbourhood of \(\Sigma_{[\omega, a]}\);
- \(\chi = 1\) on the support of \((\tilde{V} - V)\);
- \(|z - x^2 - \tilde{V}((1 - h^2)\hat{x}, y)| \geq \varepsilon_0(x)^2\) for all \((x, y) \in \mathbb{R}^2\), \(z \in \Omega\) and \(h\) small enough.

Indeed, let \(U\) be a neighbourhood of \(\Sigma_{[\omega, a]}\) such that \(\Sigma_{[\omega, a]} \subset U\) and \(\chi = 1\) on \(U\). Now for \((x, y) \in \mathbb{R}^2 \setminus U\), one has either \(x^2 + V(x, y) < \omega\) or \(x^2 + V(x, y) > \omega\). However, since \(x^2 + V(x, y)\) is a continuous function and \(\lim_{|(x, y)| \to \infty} V(x, y) = 0\), one obtains \(x^2 + V(x, y) > \omega\) for all \((x, y) \in \mathbb{R}^2 \setminus U\). From this, there also exists \(\varepsilon > 0\) such that \(x^2 + V(x, y) \geq \omega + \varepsilon\) (or in other words \(V(x, y) \geq \omega + \varepsilon - x^2\)) for all \((x, y) \in \mathbb{R}^2 \setminus U\).

Hence, it suffices to choose \(\tilde{V}\) such that \(\tilde{V}(x, y) \geq \omega + \varepsilon - x^2\) for \((x, y) \in \Sigma_{[\omega, a]}\) and \(\tilde{V}(x, y) = V(x, y)\) for \((x, y) \in \mathbb{R}^2 \setminus U\). Then we obtain \(\tilde{V}(x, y) \geq \omega + \varepsilon - x^2\) for \((x, y) \in \mathbb{R}^2\) and \(\text{supp}(\tilde{V} - V) \subset U\). In particular, \(\tilde{V}((1 - h^2)\hat{x}, y) \geq \omega + \varepsilon - (1 - h^2)x^2 > \omega + \varepsilon - x^2\) uniformly for \((x, y) \in \mathbb{R}^2\) and \(h\) small. This shows that \(|z - x^2 - \tilde{V}((1 - h^2)\hat{x}, y)| \geq \varepsilon\) for \((x, y) \in \mathbb{R}^2\).

Combining this with the fact that \(\tilde{V}\) vanishes at infinity, one obtains that there exists \(\varepsilon_0 > 0\) such that \(|z - x^2 - \tilde{V}((1 - h^2)\hat{x}, y)| \geq \varepsilon_0(x)^2\) for \((x, y) \in \mathbb{R}^2\).

The we have constructed the function \(\tilde{V}\) satisfying the above conditions.

Set \(\tilde{E}_{-+}(z) = E_{-+}(z) + V^w((1 - h^2)\hat{x}, hD_x) - V^w((1 - h^2)^2\hat{x}, hD_x)\). Then the principal symbol of the symbol of \(\tilde{E}_{-+}(z)\) is \(z - x^2 - \tilde{V}((1 - h^2)\hat{x}, \xi)\) satisfying \(|z - x^2 - \tilde{V}((1 - h^2)\hat{x}, \xi)| \geq \varepsilon_0(x)^2\) uniformly in \(z \in \Omega\) and \((x, \xi) \in \mathbb{R}^2\).

Therefore, for \(h\) small enough, the symbol of \(\tilde{E}_{-+}(z)\) is elliptic and then \(\tilde{E}_{-+}(z)\) is invertible. Moreover, \(z \mapsto \tilde{E}_{-+}(z)^{-1}\) is holomorphic on \(\Omega\).

Applying the so-called Helffer-Sjöstrand formula and Remark 4.4, one has

\[
f(\tilde{P}(h)) = -\frac{1}{\pi} \int \partial_z \tilde{f}(z)(z - \tilde{P}(h))^{-1} L(dz)
= -\frac{1}{\pi} \int \partial_z \tilde{f}(z)(- E(z) + E_+(z)(E_{-+}(z))^{-1} E_-(z)) L(dz)
= -\frac{1}{\pi} \int \partial_z \tilde{f}(z) E_+(z)(E_{-+}(z))^{-1} E_-(z) L(dz).
\]
Here we have employed the fact that $E(z)$ is analytic to get $-\frac{1}{\pi} \int \partial_z \tilde{f}(z) E(z)L(dz) = 0$.

On the other hand, the following decomposition

$$E_{-+}(z)^{-1} = \tilde{E}_{--}(z)^{-1} + E_{-+}(z)^{-1}(\tilde{E}_{--}(z) - E_{-+}(z))\tilde{E}_{-+}(z)^{-1}$$

yields

$$-\frac{1}{\pi} \int \partial_z \tilde{f}(z) E_{-+}(z)(E_{-+}(z))^{-1}E_{--}(z)L(dz)$$

$$= -\frac{1}{\pi} \int \partial_z \tilde{f}(z) E_{-+}(z)\tilde{E}_{--}(z)^{-1}E_{--}(z)L(dz)$$

$$-\frac{1}{\pi} \int \partial_z \tilde{f}(z) E_{-+}(z)E_{-+}(z)^{-1}(\tilde{E}_{--}(z) - E_{-+}(z))\tilde{E}_{-+}(z)^{-1}E_{--}(z)L(dz)$$

$$= -\frac{1}{\pi} \int \partial_z \tilde{f}(z) E_{-+}(z)E_{-+}(z)^{-1}(\tilde{E}_{--}(z) - E_{-+}(z))\tilde{E}_{-+}(z)^{-1}E_{--}(z)L(dz).$$

In the last equality, we have employed the analyticity of $E_{+}(z)\tilde{E}_{-+}(z)^{-1}E_{--}(z)$ on the support of $\tilde{f}$ to deduce $\frac{1}{\pi} \int \partial_z \tilde{f}(z) E_{-+}(z)\tilde{E}_{--}(z)^{-1}E_{--}(z)L(dz) = 0$.

By the construction of $\tilde{E}_{--}(z)$, the support of symbol of $E_{--}(z) - E_{-+}(z)$ is compact. Hence, $\tilde{E}_{--}(z) - E_{-+}(z)$ is a trace operator (see [12, 28]). Thus, $f(\tilde{P}(h))$ is of trace class. Furthermore, making use of the cyclicity of the trace, one has

$$\text{tr}(f(\tilde{P}(h))) = \text{tr}\left(-\frac{1}{\pi} \int \partial_z \tilde{f}(z) E_{-+}(z)^{-1}(\tilde{E}_{--}(z) - E_{-+}(z))\tilde{E}_{-+}(z)^{-1}\partial_z E_{-+}(z)L(dz)\right).$$

Now, by choosing $h$ small enough, we have $\chi = 1$ near support of $V((1-h^2)^{1/2}x, \xi) - \tilde{V}((1-h^2)^{1/2}x, \xi)$ which is the symbol of $(\tilde{E}_{--}(z) - E_{-+}(z))$. It follows from [12, Proposition 9.5] that

$$\text{(4.46)}$$

$$||f(\tilde{P}(h))(1 - \chi^{w}(x, hDx))||_{\text{tr}} = O(h^{\infty}).$$

Consequently,

$$\text{(4.47)}$$

$$\text{tr}(f(\tilde{P}(h))) = \text{tr}(f(\tilde{P}(h))\chi^{w}(x, hDx)) + O(h^{\infty})$$

$$= \text{tr}\left(-\frac{1}{\pi} \int \partial_z \tilde{f}(z) E_{-+}(z)^{-1}\partial_z E_{-+}(z)\chi^{w}(x, hDx)L(dz)\right) + O(h^{\infty}).$$

Let $\psi$ be in $C^{\infty}_{0}(\mathbb{R}; [0, 1])$ such that $\psi(x)\chi(x, \xi) = \chi(x, \xi)$. If we consider the function $\psi$ as a constant function with respect to $\xi$, then $\text{supp}(1 - \psi) \cap \text{supp}\chi = \emptyset$. Let us put

$$\tilde{E}(z) = z - x^2 \psi(x) + \psi(x)(E_{-+}(z) - (z - x^2)).$$

According to [7, Lemma 1.1], there exists $\epsilon > 0$ such that

- $\tilde{E}(z)^{-1}$ exists and is holomorphic on \{z $\in \tilde{\Omega}$ $|$ $|\text{Im} z| \neq 0$\}, where $\tilde{\Omega} := (\mathbb{R}, 0) + i(-\epsilon, \epsilon)$,
- $\|\tilde{E}(z)^{-1}\| = O(|\text{Im} z|^{-1})$ for $z \in \tilde{\Omega}$, $|\text{Im} z| \neq 0$.

Choosing $\tilde{f}$ with support in $\tilde{\Omega}$, we get $\tilde{E}(z)^{-1}$ exists and is holomorphic on \{z $\in \text{supp}\tilde{f}$ $|$ $|\text{Im} z| \neq 0$\}.
It follows from the resolvent identity that
\[
E_{-+}(z)^{-1} - \tilde{E}(z)^{-1} \\
= E_{-+}(z)^{-1}(\tilde{E}(z) - E_{-+}(z))\tilde{E}(z)^{-1} \\
= E_{-+}(z)^{-1}((1 - \psi(x))x^2 + (\psi(x) - 1)(E_{-+}(z) - (z - x^2)))\tilde{E}(z)^{-1}.
\]

Following the proof of [12, Proposition 8.6], we obtain for \( z \in \text{supp} \tilde{f}, \ Imz \neq 0 \), that \( \tilde{E}(z)^{-1} \) is an \( h \)--pseudodifferential operator with symbol \( e(x, \xi, z; h) \) satisfying, for all \( \beta \in \mathbb{N}^2 \),
\[
|\partial^\beta e| \leq C_\beta \max(1, \frac{h^\frac{1}{\beta}}{|Imz|})^6|Imz|^{-1}.\]

Moreover \( \partial_z \tilde{f}(z) = O(|Imz|^{-1}) \), then we obtain the symbol of \( |Imz|^{-1}\partial_z \tilde{f}(z)\tilde{E}(z)^{-1} \) belongs to \( S^0(\mathbb{R}^2) \). Since \( \text{supp}(1 - \psi) \cap \text{supp} \chi = \emptyset \), it follows that
\[
\|((\psi(x) - 1)x^2 + (1 - \psi(x))(E_{-+}(z) - (z - x^2)))|Imz|^{-1}\partial_z \tilde{f}\tilde{E}(z)^{-1}\partial_z E_{-+}(z)\chi^w(z)\|_\tau = O(h^\infty).
\]

From this and the fact that \( \|E_{-+}(z)^{-1}\| = \|R_+(z - \tilde{P}(h))^{-1}R_-\| = O(\frac{1}{|Imz|}) \), we get
\[
(4.49) \quad \text{tr} \left( -\frac{1}{\pi} \int \partial_z \tilde{f}(z)(E_{-+}(z)^{-1} - \tilde{E}(z)^{-1})\partial_z E_{-+}(z)\chi^w(x, hD_x)L(dz) \right) = O(h^\infty).
\]

Thus, (4.47) and (4.49) imply
\[
(4.50) \quad \text{tr}(f(\tilde{P}(h))) = \text{tr} \left( -\frac{1}{\pi} \int \partial_z \tilde{f}(z)\tilde{E}(z)^{-1}\partial_z E_{-+}(z)\chi^w(x, hD_x)L(dz) \right) + O(h^\infty)
\]
\[
= \text{tr} \left( -\frac{1}{\pi} \int \partial_z \tilde{f}(z)\tilde{E}(z)^{-1}\partial_z \tilde{E}(z)\chi^w(x, hD_x)L(dz) \right) + O(h^\infty).
\]

In the last equality of (4.50), we have used \( \partial_z E_{-+}(z)\chi^w(x, hD_x) = \partial_z \tilde{E}(z)\chi^w(x, hD_x) + O(h^\infty) \) which follows from the fact that \( \psi(x)\chi(x, \xi) = 1 \). This ends the proof of Proposition 4.7. \( \square \)

By combining the arguments in the proof of Proposition 4.7 and the techniques in [12, Chapter 12] (see also [7]), one obtains the following result:

**Lemma 4.8.** Under assumptions of Theorem 3.1, we have
\[
(4.51) \quad \text{tr} \left( f(\tilde{P}(h))F_h^{-1}\theta(\tau - \tilde{P}(h)) \right) = \text{tr} \left( -\frac{1}{\pi} \int \partial_z \tilde{f}(z)F_h^{-1}\theta(\tau - z)(\tilde{E}(z)^{-1}\partial_z \tilde{E}(z)L(dz)\chi^w) \right) + O(h^\infty),
\]

where \( \chi, \tilde{E}(z) \) are constructed in the proposition 4.7

We recall that \( z - \psi(x)(x^2 + V(x, \xi)) \) is the principal symbol of the symbol of \( \tilde{E}(z) \). It is a linear function with respect to \( z \). Furthermore, \( V \) tends to zero at infinity. Then for \( z \) in some compact set of \(( -\infty, 0 ) \) and \( |(x, \xi)| \) large enough, \( |z - \psi(x)(x^2 + V(x, \xi))| \geq \text{const} > 0 \). Thus, the following proposition is a consequence of [7, Lemma 1.2] (see also [12, Chapter 8]):
Proposition 4.9. Let \( f \) be as in Proposition 4.7. Let \( a_f(x,\xi;h) \) be the symbol of the operator
\[
A_f = -\frac{1}{\pi} \int \partial_z \hat{f}(z) \hat{E}(z)^{-1} \partial_z \hat{E}(z) L(dz).
\]
Then there exists a sequence of symbols \((c_j(x,\xi))_{j \in \mathbb{N}} \) in \( S^0(\mathbb{R}^2) \) such that
\[
a_f(x,\xi;h) \sim \sum_{j=0}^{\infty} c_j(x,\xi) h^j.
\]
Moreover,
\[

c_0(x,\xi) = f(\psi(x)(x^2 + V(x,\xi))),
\]
\[

c_1(x,\xi) = -a_1(x,\xi) f'(\psi(x)(x^2 + V(x,\xi))).
\]
Here \( a_1(x,\xi) \) is given in Proposition 4.5.

5. Proofs of Theorem 3.1 and Theorem 3.2. We start by proving Theorem 3.1. It results from Propositions 4.7 and 4.9 that for all \( N \in \mathbb{N} \),
\[
(5.1) \quad \text{tr}(f(\tilde{P}(h))) = \sum_{j=1}^{N} \text{tr}(c_j^w(x,hD_x)\chi^w(x,hD_x))h^j + O(h^{N+1}).
\]
Since the support of \( \chi \) is compact, one has (see [28, Proposition II-56] )
\[
(5.2) \quad \text{tr}(c_j^w(x,hD_x)\chi^w(x,hD_x)) = \frac{1}{2\pi h} \iint c_j(x,\xi)\chi(x,\xi)dxd\xi.
\]
Thus, for all \( N \in \mathbb{N} \)
\[
(5.3) \quad \text{tr}(f(\tilde{P}(h))) = \sum_{j=1}^{N} A_j(f)h^j + O(h^{N+1}),
\]
where
\[
A_j(f) = \frac{1}{2\pi} \iint c_j(x,\xi)\chi(x,\xi)dxd\xi.
\]
Remark that \( \psi = 1 \) on \( \text{supp} \chi \), and \( \chi = 1 \) on the set \( \{(x,\xi) \in \mathbb{R}^2 | x^2 + V(x,\xi) \in \text{supp} f\} \). Therefore, \( c_0(x,\xi)\chi(x,\xi) = f(x^2 + V(x,\xi)) \) and
\[
(5.4) \quad A_0(f) = \frac{1}{2\pi} \iint f(x^2 + V(x,\xi)) dxd\xi.
\]
On the other hand \( \psi'(x)\chi(x,\xi) = 0 \) for all \( (x,\xi) \in \mathbb{R}^2 \). Consequently, \( c_1(x,\xi)\chi(x,\xi) = \frac{1}{4}(\partial^2_x V(x,\xi) + \partial^2_\xi V(x,\xi))f'(x^2 + V(x,\xi)) \) and
\[
(5.5) \quad A_1(f) = \frac{1}{8\pi} \iint \left(\partial^2_x V(x,\xi) + \partial^2_\xi V(x,\xi)\right) f'(x^2 + V(x,\xi)) dxd\xi.
\]
Theorem 3.1 is proved.

The following corollary is a simple consequence of Theorem 3.1. We recall that \( \omega = 1 \).
COROLLARY 5.1. Let \( \lambda \) be a negative real number. Let \( N_h(\lambda) \) be the number of eigenvalues below \( \lambda \) of \( \bar{P}(h) \). Assume that the hypotheses in Theorem 3.1 hold and that

\[
(5.6) \quad \text{Vol}\left(\{(x, y) \in \mathbb{R}^2| x^2 + V(x, y) = \lambda\}\right) = 0.
\]

Then,

\[
(5.7) \quad \lim_{h \to 0} hN_h(\lambda) = M_0,
\]

where

\[
(5.8) \quad M_0 = \frac{1}{2\pi} \iint_{\{(x, y) \in \mathbb{R}^2| x^2 + V(x, y) \leq \lambda\}} dxdy.
\]

Proof. It is clear that the operator \( \bar{P}(h) \) is bounded from below. Then there exists \( M > 0 \) such that \( \bar{P}(h) > -\frac{M}{h} \). For \( \varepsilon > 0 \) small enough such that \( \lambda + \varepsilon < 0 \), we put \( I(\pm \varepsilon) = [-M \mp \varepsilon, \lambda \pm \varepsilon] \). Let us choose \( f_{\pm \varepsilon} \in C_0^\infty(\mathbb{R}; [0, 1]) \), where \( f_{\pm \varepsilon} = 1 \) on \( I(\pm \varepsilon) \), \( f_{+ \varepsilon} = 0 \) outside \( I(\varepsilon) \) and \( f_{- \varepsilon} = 1 \) on \( I(-\varepsilon) \). \( f_{- \varepsilon} = 0 \) outside \( I(-\frac{\varepsilon}{2}) \). It is easy to see that

\[
(5.9) \quad f_{- \varepsilon}(\bar{P}(h)) \leq 1_{[-M, \lambda]}(\bar{P}(h)) \leq f_{+ \varepsilon}(\bar{P}(h)).
\]

Here \( 1_{[-M, \lambda]} \) is the characteristic function of the interval \([-M, \lambda]\) and \( A \geq B \Leftrightarrow A - B \) is a positive operator.

From Theorem 3.1, one has

\[
\lim_{h \to 0} h\text{tr} \left( f_{+ \varepsilon}(\bar{P}(h)) \right) = \frac{1}{2\pi} \iint f_{+ \varepsilon}(x^2 + V(x, y))dxdy
\]

and

\[
\lim_{h \to 0} h\text{tr} \left( f_{- \varepsilon}(\bar{P}(h)) \right) = \frac{1}{2\pi} \iint f_{- \varepsilon}(x^2 + V(x, y))dxdy.
\]

Combining this with (5.9), one gets

\[
(5.10) \quad \frac{1}{2\pi} \iint f_{- \varepsilon}(x^2 + V(x, y))dxdy \leq \lim_{h \to 0} hN_h(\lambda) \leq \frac{1}{2\pi} \iint f_{+ \varepsilon}(x^2 + V(x, y))dxdy.
\]

On the other hand

\[
\left| \iint \left( f_{+ \varepsilon}(x^2 + V(x, y)) - 1_{[-M, \lambda]}(x^2 + V(x, y)) \right) dxdy \right|
\]

\[
\leq \iint 1_{[\lambda, \lambda+\varepsilon]}(x^2 + V(x, y))dxdy + \iint 1_{[-M-\varepsilon,M]}(x^2 + V(x, y))dxdy
\]

\[
= \iint 1_{[\lambda, \lambda+\varepsilon]}(x^2 + V(x, y))dxdy \xrightarrow{\varepsilon \to 0} \text{Vol}(\{(x, y) \in \mathbb{R}^2| x^2 + V(x, y) = \lambda\}) = 0.
\]

Here we used the fact that \( x^2 + V(x, y) > M \) for all \((x, y) \in \mathbb{R}^2\) to deduce \( \iint 1_{[-M-\varepsilon,M]}(x^2 + V(x, y))dxdy = 0 \). Similarly, one also obtains

\[
\left| \iint \left( f_{+ \varepsilon}(x^2 + V(x, y)) - 1_{[-M, \lambda]}(x^2 + V(x, y)) \right) dxdy \xrightarrow{\varepsilon \to 0} 0.\right.
\]
Now let $\varepsilon$ tend to zero in (5.10) one obtains (5.7). \[ \square \]

**Remark 5.2.** It follows from the corollary 5.1 that $N_h(\lambda) = \frac{1}{\pi}(M_0 + o(1))$. Naturally we want to give a more precise estimate for the term $o(1)$. The optimal estimate is actually given in Theorem 3.3.

Now, we are going to prove Theorem 3.2. We choose $\chi$ in Lemma 4.8 such that $\{ (x, \xi) \in \mathbb{R}^2 \mid x^2 + V(x, \xi) \leq \lambda + \sigma_0 < 0 \}$ is a subset of $\text{supp} \chi$, for some $\sigma_0 > 0$, and choose $\psi \in C_0^\infty(\mathbb{R}; [0, 1])$, $\psi(x) \chi(x, \xi) = \chi(x, \xi)$. Then, for $\tau \leq \lambda + \sigma_0$, we have

\begin{equation}
(5.11) \quad \psi(x)(x^2 + V(x, \xi)) = \tau \iff x^2 + V(x, \xi) = \tau.
\end{equation}

On the other hand, under the hypotheses of Theorem 3.2, there exists $0 < \sigma < \sigma_0$, such that

\begin{equation}
(5.12) \quad \nabla_{x, \xi}(x^2 + V(x, \xi)) \neq 0 \text{ for all } (x, \xi) \in \{ (x, \xi) \in \mathbb{R}^2 \mid \lambda - \sigma < x^2 + V(x, \xi) < \lambda + \sigma \}.
\end{equation}

It follows that the principal symbol of $\tilde{E}(z)$, $z - \psi(x)(x^2 + V(x, \xi))$, is strictly microhyperbolic (in the sense of [7]) in $(\lambda - \sigma, \lambda + \sigma)$. Let $f \in C_0^\infty((\lambda - \sigma, \lambda + \sigma); \mathbb{R})$, we apply [7, Theorem 1.8] to obtain: For $M \geq 1$, uniformly in $\tau \in (\lambda - \sigma, \lambda + \sigma)$

\begin{equation}
(5.13) \quad \text{tr} \left( -\frac{1}{\pi} \int \partial_z f(z) \mathcal{F}_\tau^{-1}(\theta(\tau - z)(\tilde{E}(z))^{-1}\partial_z \tilde{E}(z) L(dz)\chi^w) \right) = \sum_{j=0}^{M} C_j(\tau) h^{j-1} + \mathcal{O}(h^M),
\end{equation}

where $C_j$ is a smooth function. In particular,

$$
C_0(\tau) = \frac{1}{2\pi} f(\tau) \theta(0) \int_{\{ (x, \xi) \in \mathbb{R}^2 \mid \psi(x)(x^2 + V(x, \xi)) = \tau \}} \frac{dS_\tau}{|\nabla_{x, \xi}(\psi(x)(x^2 + V(x, \xi))|}.
$$

Combining this with (5.11), one has

$$
C_0(\tau) = \frac{1}{2\pi} f(\tau) \theta(0) \int_{\{ (x, \xi) \in \mathbb{R}^2 \mid x^2 + V(x, \xi) = \tau \}} \frac{dS_\tau}{|\nabla_{x, \xi}(x^2 + V(x, \xi))|}.
$$

Let us denote by $\mu_j(h)$, $j = 1, \ldots, m_0$ the eigenvalues of $\tilde{P}(h)$ in $(\lambda - \sigma, \lambda + \sigma)$. Then there exists a positive constant $\varepsilon_0$ such that $\min_{0 \leq j \leq m_0} |\tau - \mu_j(h)| \geq \varepsilon_0(\tau)$ for all $\tau \in \mathbb{R} \setminus (\lambda - \sigma, \lambda + \sigma)$. From the spectral theorem and Theorem 3.1, we have

$$
\mathcal{O}
\left(
\frac{1}{h}
\right) = \text{tr}(f(\tilde{P}(h))) = \sum_{j=1}^{m_0} f(\mu_j(h)).
$$

Since $\mathcal{F}^{-1} \theta \in \mathcal{S}(\mathbb{R})$ ($\mathcal{F}^{-1}$ is the classical inverse Fourier transformation), we get, for all $N \geq 1$,

\begin{equation}
(5.14) \quad \text{tr} \left( f(\tilde{P}(h)) \mathcal{F}_h^{-1} \theta(\tau - \tilde{P}(h)) \right) = \sum_{j=1}^{m_0} f(\mu_j(h)) \frac{1}{h} \mathcal{F}^{-1} \theta \left( \frac{\tau - \mu_j(h)}{h} \right)
\end{equation}

$$
= \mathcal{O} \left( \frac{1}{h^2} \max_{0 \leq j \leq m_0} \left| \frac{\tau - \mu_j(h)}{h} \right|^{-N} \right)
$$

$$
= \mathcal{O} \left( h^{N-2} / \langle \tau \rangle^N \right),
$$
uniformly in \( \tau \in \mathbb{R} \setminus (\lambda - \sigma, \lambda + \sigma) \). Therefore, it results from (4.51), (5.13) and (5.14) that, uniformly in \( \tau \in \mathbb{R} \),
\[
\text{tr}
\left(f(\tilde{P}(h))F^{-1}_h\theta(\tau - \tilde{P}(h))\right) = \sum_{j=0}^{M} C_j(\tau)h^{j-1} + O(h^{M/\langle \tau \rangle^N}).
\]
This ends the proof of Theorem 3.2.

6. Proof of Theorem 3.3. In this section, we give the proof of Theorem 3.3 which is based on Theorems 3.1, 3.2 and some Tauberian arguments.

Let \( \sigma \) be given in (5.12). Choosing \( f_1 \in C_0^\infty((-\infty, \lambda - \sigma/2); [0,1]) \) and \( f_2 \in C_0^\infty((\lambda - \sigma, \lambda + \sigma); [0,1]) \) such that \( f_1 + f_2 = 1 \) on \([-M, \lambda + \sigma/2]\), where \( M > \sup_{(x,y)\in\mathbb{R}^2} |V(x,y)| \). Let \( \mu_0(h) \leq \mu_1(h) \leq ... \) be the eigenvalues of \( \tilde{P}(h) \) in \((-\infty, 0)\).

Then,
\[
N(h) = \sum_{\mu_j(h) \leq \lambda} (f_1 + f_2)(\mu_j(h)) = \sum_{\mu_j(h)} f_1(\mu_j(h)) + \sum_{\mu_j(h) \leq \lambda} f_2(\mu_j(h)).
\]
It follows from Theorem 3.1 that
\[
\sum_{\mu_j(h)} f_1(\mu_j(h)) = \text{tr}(f_1(\tilde{P}(h))) = \frac{1}{2\pi h} \int \int f_1(x^2 + V(x,y))dxdy + O(1).
\]
Set
\[
M(\tau, h) = \sum_{\mu_j(h) \leq \tau} f_2(\mu_j(h)).
\]
Replacing \( \theta \) by \( \theta \ast \theta \ast \theta \) if necessary, for \( C > 0 \) large enough, we can choose a function \( \theta \in C_0^\infty((-\frac{1}{C}, \frac{1}{C}); \mathbb{R}) \) such that:
\begin{itemize}
  \item \( \theta(0) = 1 \),
  \item \( F^{-1}\theta \geq 0 \) on \( \mathbb{R} \),
  \item \( F^{-1}\theta \geq \varepsilon_0 \) on \([-\varepsilon_1, \varepsilon_1]\) for some small constants \( \varepsilon_0, \varepsilon_1 \).
\end{itemize}
Since \( M(\tau, h) \) is monotone with respect to \( \tau \), we use the Tauberian arguments (see [28, Theorem V-13]) to obtain the following result:

**Proposition 6.1.** Uniformly in \( h \) small and \( \lambda \in \mathbb{R} \) one has
\[
M(\lambda, h) = \int_{-\infty}^{\lambda} \text{tr}(f_2(\tilde{P}(h))F^{-1}_h\theta(\tau - \tilde{P}(h)))d\tau + O(1),
\]
where \( \theta \) is constructed as above.

Applying Proposition 6.1 and Theorem 3.2, we get
\[
M(\lambda, h) = h^{-1} \int_{-\infty}^{\lambda} C_0(\tau)d\tau + O(1),
\]
where
\[
\int_{-\infty}^{\lambda} C_0(\tau)d\tau = \int_{\lambda - \sigma}^{\lambda} \frac{1}{2\pi} f_2(\tau)d\tau \int_{\{(x,y)\in\mathbb{R}^2| x^2 + V(x,y) = \tau \}} \frac{dS_\tau}{|\nabla x,y(x^2 + V(x,y))|}.
\]
Then the new symbol is given by
\[ \tilde{p} = p \cdot \kappa. \]

\[ f_2(\tau) \int_{\{(x,y) \in \mathbb{R}^2 : x^2 + V(x,y) = \tau \}} \frac{dS_\tau}{|\nabla_{x,y}(x^2 + V(x,y))|} = \partial_\tau \left( \int_{\{(x,y) \in \mathbb{R}^2 : x^2 + V(x,y) \leq \tau \}} f_2(x^2 + V(x,y)) \, dx \, dy \right), \quad \forall \tau \in (\lambda - \sigma, \lambda). \]

Thus,
\[ \int_{-\infty}^\lambda C_0(\tau) \, d\tau = \frac{1}{2\pi} \int_{\{(x,y) \in \mathbb{R}^2 : x^2 + V(x,y) \leq \lambda \}} f_2(x^2 + V(x,y)) \, dx \, dy. \]

Finally, one obtains from (6.2), (6.3) and (6.5)
\[ N_h(\lambda) = \frac{1}{2\pi h} \int_{\{(x,y) \in \mathbb{R}^2 : x^2 + V(x,y) \leq \lambda \}} (f_1 + f_2)(x^2 + V(x,y)) \, dx \, dy + O(1) \]
\[ = \frac{1}{2\pi h} \int_{\{(x,y) \in \mathbb{R}^2 : x^2 + V(x,y) \leq \lambda \}} dx \, dy + O(1). \]

Theorem 3.3 is now proved.

**A. Appendix.** Let \( a \in S^0(m, \mathbb{R}^4) \). Suppose that \( \kappa : \mathbb{R}^4 \to \mathbb{R}^4 \) is a linear canonical transformation. According to [12, Theorem A2, Chapter 7], there exists an associated unitary operator \( U_\kappa \) such that \( U_\kappa^{-1} a^w U_\kappa = (a \circ \kappa)^w \).

As mentioned in the last of section 3, we construct some linear canonical transformations to prove the unitary equivalence of \( P(b, \omega) = (D_x - by)^2 + D_y^2 - \sqrt{b^2 + \omega^2} + \omega^2 x^2 + V(x, y) \) and \( \tilde{P}(\alpha) = \alpha(D_\alpha^2 + y^2) - \alpha + x^2 + V^{w}(\frac{1}{\omega^2} D_y + \frac{\omega}{\alpha^2} x, \frac{\omega}{\alpha^2} y) \).

Let \( p(x, y, \xi, \eta) = (\xi - by)^2 + \eta^2 - \alpha + \omega^2 x^2 + V(x, y) \) which is the symbol of \( P(b, \omega) \), we construct the following linear canonical transformations \( \kappa_0, \kappa_1, \kappa_2 \):

The first one is
\[ \kappa_0 : (x, y, \xi, \eta) \mapsto (x + \frac{1}{b} \eta, y + \frac{1}{b} \xi, \xi, \eta). \]

Then the new symbol is given by \( p_1(x, y, \xi, \eta) = p \circ \kappa_0(x, y, \xi, \eta) = (by)^2 + \eta^2 - \alpha + \omega^2(x + \frac{1}{b} \eta)^2 + V(x + \frac{1}{b} \eta, y + \frac{1}{b} \xi). \)

The second one is given by
\[ \kappa_1 : (x, y, \xi, \eta) \mapsto (x, y, \xi - \frac{\omega^2 b}{\alpha^2} x, \eta - \frac{\omega^2 b}{\alpha^2} y). \]

The new symbol is \( p_2(x, y, \xi, \eta) = p_1 \circ \kappa_1(x, y, \xi, \eta) = (by)^2 + \frac{\alpha^2}{b^2} \eta^2 - \alpha + \frac{\omega^2 b^2}{\alpha^2} x^2 + V\left(\frac{b^2}{\alpha^2} x + \frac{1}{b} \eta, \frac{b^2}{\alpha^2} y + \frac{1}{b} \xi\right). \)

The last one is constructed as follows
\[ \kappa_2 : (x, y, \xi, \eta) \mapsto \left( \frac{\alpha}{\omega b} x, \frac{\sqrt{\alpha}}{b} y, \frac{\omega b}{\alpha} x, \frac{b}{\sqrt{\alpha}} \eta \right). \]

then the new symbol is \( \tilde{p}(x, y, \xi, \eta) = p_2 \circ \kappa_2(x, y, \xi, \eta) = \alpha(\eta^2 + y^2) - \alpha + x^2 + V(\frac{\omega^2 b^2}{\alpha^2} x + \frac{1}{b} \eta, \frac{\omega b}{\alpha} x, \frac{b}{\sqrt{\alpha}} \eta). \) Therefore, \( P(b, \omega) = \tilde{p}^w(x, y, D_x, D_y) \) is unitarily equivalent to \( \tilde{P}(\alpha) = \tilde{p}^w(x, y, D_x, D_y) \).
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