A VECTORIAL TOTAL VARIATION MODEL FOR DENOISING HIGH ANGULAR RESOLUTION DIFFUSION IMAGES CORRUPTED BY RICIAN NOISE∗
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Abstract. The presence of noise in High Angular Resolution Diffusion Imaging (HARDI) data of the brain can limit the accuracy with which fiber pathways of the brain can be extracted. In this work, we present a variational model to denoise HARDI data corrupted by Rician noise. We formulate a minimization model composed of a data fidelity term incorporating the Rician noise assumption and a regularization term given by the vectorial total variation. Although the proposed minimization model is non-convex, we are able to establish existence of minimizers. Numerical experiments are performed on three types of data: 2D synthetic data, 3D diffusion-weighted Magnetic Resonance Imaging (DW-MRI) data of a hardware phantom containing synthetic fibers, and 3D real HARDI brain data. Experiments show that our model is effective for denoising HARDI-type data while preserving important aspects of the fiber pathways such as fractional anisotropy and the orientation distribution functions.
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\[ S(x, \theta, \phi) = S_0(x) \exp(-b \cdot d(x, \theta, \phi)), \]

where \( S(x, \theta, \phi) \) and \( d(x, \theta, \phi) \) are the MR signal and corresponding diffusion at position \( x \) and direction on the sphere given by

\[ (\cos(\theta)\sin(\phi), \sin(\theta)\sin(\phi), \cos(\phi)). \]

\( d(x, \theta, \phi) \) is also known as the spherical apparent diffusion coefficient (sADC). \( S_0(x) \) is the MR signal at \( x \) when no diffusion gradient is applied, and \( b \geq 0 \) is a parameter used in collecting the data.
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The true MR signal cannot be larger than the MR signal when no diffusion gradient is applied. That is, we have the constraints

\[ S(x, \theta, \phi) \leq S_0(x) \quad \text{or} \quad d(x, \theta, \phi) \geq 0. \]

HARDI data is a collection of diffusion weighted MR images (DW-MRI), meaning that for each diffusion direction considered, we have a corresponding MR signal. As the number of diffusion directions increases, the angular resolution increases as well. The number of diffusion directions used in typical HARDI data is \( \approx 100 \) explaining the “High Angular Resolution” part of HARDI. For more details about HARDI, we refer to [6, 11].

HARDI data is often contaminated by noise. The level of noise present varies as a function of the collection parameter \( b \), with larger \( b \) values leading to more noise but more accurate diffusivity information [4]. Thus, there is a tradeoff between more accurate information and less noise. However, with any choice of \( b \), the introduction of noise will likely cause violations of the constraint (2) and change important characteristics measured from the HARDI data such as fractional anisotropy (FA) [16, 1, 20] of the fiber pathways. Given this knowledge, it may be beneficial to denoise the HARDI data prior to the extraction of fibers.

During the DW-MR data collection process, a complex valued signal is collected and its magnitude forms the DW-MRI signal. Since the real and imaginary parts of this raw complex signal is corrupted by Gaussian distributed noise, the resulting magnitude signal will have Rician distributed noise [28, 29, 30, 31, 3].

An underlying clean signal \( u \) is said to be corrupted with Rician distributed noise if the resulting noisy signal \( S \) follows a Rician probability distribution. The Rician probability distribution is given by

\[ Pr(S|u) = \frac{S}{\sigma^2} \exp \left( -\frac{S^2 + u^2}{2\sigma^2} \right) I_0 \left( \frac{Su}{\sigma^2} \right), \]

where \( \sigma \) is the standard deviation of the noise, and \( I_0 \) is the zeroth-order modified Bessel function of the first kind [3]. In other words, if at a particular voxel, the underlying clean signal has value \( u \), then \( Pr(S|u) \) gives the probability of getting a noisy signal with value \( S \).

As mentioned earlier, a DW-MR signal is formed by taking the magnitude of the raw complex valued signal collected by a DW-MR imaging machine. If the collection process is perfect, then we start with the machine collected complex valued signal

\[ z = z_{\text{real}} + iz_{\text{imag}} = \nu \cos(\theta) + i\nu \sin(\theta), \]

where \( \nu \) is the magnitude of \( z \) and \( \theta \) is the phase of \( z \). The resulting DW-MR signal is simply the magnitude \( \nu \). However, in real applications, the collection process corrupts \( z \) with noise. More specifically, the real and imaginary components of \( z \) are corrupted with Gaussian distributed noise with some standard deviation \( \sigma \) [28, 29, 30, 31, 3]:

\[ z = z_{\text{real}} + iz_{\text{imag}} \rightarrow (z_{\text{real}} + G(\sigma)) + i(z_{\text{imag}} + G(\sigma)). \]

The corrupted DW-MR signal is the magnitude of the corrupted complex valued signal:

\[ \text{magnitude} = \sqrt{(z_{\text{real}} + G(\sigma))^2 + (z_{\text{imag}} + G(\sigma))^2}. \]
As a result, a DW-MR signal is the magnitude of two independent normal random variables, with distributions $N(\nu \cos \theta, \sigma^2)$ and $N(\nu \sin \theta, \sigma^2)$. It is easy to see from the discussion above that the resulting DW-MR signal is corrupted by Rician distributed noise.
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**Fig. 1.** Comparison of Gaussian and Rician noise with $\sigma = 1$ on input values $\nu = 0$ (left square) and $\nu = 5$ (right square). Left of each square: additive Gaussian noise; right of each square: Rician noise. For $\nu = 0$, mean of Gaussian: -0.0041, mean of Rician: 1.2550. For $\nu = 5$, mean of Gaussian: 5.0155, mean of Rician: 5.1066.

In Fig. 1, we start with two squares of constant intensity $\nu = 0$ and $\nu = 5$. We add Gaussian noise to the left half of the squares and Rician noise to the right half of the squares, where the standard deviation of the noise $\sigma = 1$ in all cases. We note that for input values $\nu$ that are small compared to the standard deviation $\sigma$, we see a difference between Gaussian and Rician noise.

We compare the probability distributions for these two cases in Fig. 2. When the standard deviation $\sigma$ of the Rician probability distribution is small compared to $\nu$ (e.g. $\nu > 2\sigma$), the Rician probability distribution is approximately Gaussian. This case occurs when the signal to noise ratio (SNR) is high (low noise level). However, when $\sigma$ is larger or on the order of the value of $\nu$ (e.g. $\nu \leq \sigma$), the Gaussian probability distribution is a bad approximation to the Rician one. This occurs when the SNR is low and the noise level is high. Therefore, a Gaussian distribution is a good approximation to the Rician distribution in areas corrupted with small amounts of noise but not in areas corrupted with large amounts of noise.

As noted in Fig. 1, for both these examples, the mean of the images corrupted with Rician noise is larger than the mean of the images corrupted with Gaussian noise. In general, let us suppose that the true intensity at a pixel of an image has value $\nu$. If we consider many such identical pixels and independently add Gaussian noise, the mean value of the corrupted intensity values would approach $\nu$. If we independently add Rician noise, the mean value of the corrupted intensity values would approach

$$
\text{Rician}_{\text{mean}}(\nu, \sigma) = \sigma \left( \frac{\pi}{2} \right)^{1/2} \exp \left( -\frac{\nu^2}{4\sigma^2} \right) \times \left( 1 + \frac{\nu^2}{2\sigma^2} \right) I_0 \left( \frac{\nu^2}{4\sigma^2} \right) + \left( \frac{\nu^2}{2\sigma^2} \right) I_1 \left( \frac{\nu^2}{4\sigma^2} \right).
$$

Here, $I_1$ is the first-order modified Bessel function of the first kind. In Fig. 3, we illustrate the difference ($\text{Rician}_{\text{mean}}(\nu, \sigma) - \text{Gaussian}_{\text{mean}}(\nu, \sigma)$). For any true intensity $\nu$ and standard deviation $\sigma$, the mean of the corrupted intensity values due to Rician
noise will be larger than the mean of the corrupted intensity values due to Gaussian noise. With an underlying true image, we would have many pixels of varying intensity values. However, if we repeat the argument above for each pixel and its corresponding intensity, hopefully one can see that the mean value of the Rician noise corrupted mean image is larger than the mean value of the Gaussian noise corrupted mean image. This allows us to furthermore conclude that the mean of the means of the Rician noise corrupted images is larger than the mean of the means of the Gaussian noise corrupted images.

In [13], the authors propose a variational restoration model to denoise HARDI data that utilizes a Gaussian probability distribution as an approximation to the Rician probability distribution, assuming high signal to noise ratio. This leads to a simple $L^2$ fidelity term, where the standard deviation of the noise $\sigma$ does not appear explicitly. In [9, 10], an $L^1$ fidelity term is utilized, which is more suitable than an $L^2$ fidelity term while being simpler to model than Rician noise. Again, $\sigma$ does not appear explicitly in the variational denoising model.

Recently, [14, 15] look for sparse representations of HARDI signals using spherical ridglets and learned dictionaries, respectively. These approaches are similar to modeling HARDI signals using high-order spherical harmonics series [5] in that the goal is to represent the HARDI signal as a linear combination of some basis functions, but differ in that a sparse representation is sought.

In [3], the authors propose a related anisotropic diffusion model to denoise diffusion tensor imaging (DTI) data corrupted by Rician noise. The Rician noise assumption is incorporated in the data fidelity term but without imposing additional necessary constraints on the denoised vector-valued signal.

Of the previous works, the most relevant to ours are [3, 13, 9, 10]. Our proposed model is different from [3, 13] in that we incorporate the data acquisition model (1) and from [9, 10] in that we impose a more accurate noise model, the Rician distributed one. A short and very preliminary version of this work was presented at the 2012 IEEE International Symposium on Biomedical Imaging [23]. The present work can be seen as a continuation of [7, 8], where total variation restoration of scalar-valued
MR images corrupted by Rician noise has been proposed and analyzed in theory and practice. However, unlike [7, 8], this work proposes a restoration model that works directly with the sADC instead of the corresponding MR images.

2. Proposed variational HARDI denoising model. We propose a variational denoising model motivated by a maximum a posteriori (MAP) estimate which attempts to find the most likely sADC, \(d = (d_1, ..., d_n)\) to have generated a given observed noisy signal \(S = (S_1, ..., S_n)\). Here, \(n\) represents the number of diffusion directions and \(d_i\) and \(S_i\) represent the sADC and noisy signal in direction \(i\) on the sphere. The unknown \(d\) is the minimizer of an energy composed of two terms:

\[
\begin{align*}
\inf_{d: \Omega \to \mathbb{R}^n} \left\{ F(d) = \int_{\Omega} |D(d)| + \lambda \sum_{i=1}^{n} \left( - \log I_0 \left( \frac{S_i S_0 e^{-P(d_i)}}{\sigma^2} \right) + \frac{(S_0 e^{-P(d_i)})^2}{2\sigma^2} \right) dx \right\},
\end{align*}
\]

where \(\Omega \subset \mathbb{R}^N\) (\(N = 2\) for 2D synthetic HARDI data and \(N = 3\) for volumetric real HARDI data), \(\lambda > 0\) is a tuning parameter, \(\sigma\) is the standard deviation of the noise, \(S_i\) is the observed noisy HARDI signal measured in the spherical direction \(i\), and \(d_i\) is the denoised unknown sADC in the same direction. We denote by \(u_i = S_0 \exp(-P(d_i))\) the recovered denoised HARDI signal (here, we use the data acquisition model (1) with \(b = 1\), which rescales \(d\); the tuning parameter \(\lambda\) accounts for this rescaling). \(P\) is a projection operator given by

\[
P(z) = \begin{cases} 
z & \text{if } z \geq 0 \\
0 & \text{if } z < 0, \end{cases}
\]
which is introduced to satisfy the constraint $d_i \geq 0$, and $\int_\Omega |D(d)|$ is the vectorial total variation of $d$ defined by

$$
\int_\Omega |D(d)| = \sup \left\{ \sum_{i=1}^{n} \int_{\Omega} d_i \text{div}(\phi_i) dx \mid \phi = (\phi_1, \ldots, \phi_n) \text{ and } \phi_i \in C^1_c(\Omega; \mathbb{R}^3), \|\phi\|_\infty \leq 1 \right\},
$$

where $\|\phi\|_\infty = \text{ess sup}_{x \in \Omega} \sqrt{\phi_1^2(x) + \cdots + \phi_n^2(x)}$, which reduces to

$$
\int_\Omega |D(d)| = \int_\Omega \sqrt{\sum_{i=1}^{n} |\nabla d_i|^2} dx.
$$

when $d$ is differentiable.

The first term of the energy, $\int_\Omega |D(d)|$, is a prior on $d$ which provides edge-preserving regularization, making the minimization problem well-posed. This prior is suitable for denoising as it provides smoothing effects while preserving edges. This is the vectorial extension of the well known total variation regularization used in image processing and introduced in [18].

The second term of the energy is the fidelity term. Up to a constant, it is equal to the sum of $-\log P r(S_i \mid S_0 \exp(-P(d_i)))$ over $\Omega$ and diffusion directions $i = 1, \ldots, n$, where $P r(\cdot \mid \cdot)$ is the Rician probability density function. This term encourages $P r(S_i \mid S_0 \exp(-P(d_i)))$ to be large so that the contribution of

$$
-\log P r(S_i \mid S_0 \exp(-P(d_i)))
$$

is small. This is equivalent to finding $d_i$ such that the probability of generating the noisy $S_i$ given this $d_i$ is large, assuming that the noisy signal $S_i$ is the result of an underlying clean signal $u_i = S_0 \exp(-P(d_i))$ corrupted with Rician distributed noise.

3. Existence of a minimizer. Although the second (fidelity) term in the proposed energy (4) to be minimized is not convex, we can still establish in this section existence of minimizers $d$.

Throughout this section, $\Omega$ is a bounded open subset of $\mathbb{R}^N$ with Lipschitz boundary $\partial \Omega$ for $N \geq 2$ unless otherwise stated. We will also use only in this section different notations for the input data, $f_i$ for $S_i$ and $f$ for $S$, for all $1 \leq i \leq n$.

**Definition 1.** Let $d = (d_1, \ldots, d_n) \in L^1(\Omega; \mathbb{R}^n)$. We define

$$
|Dd|(\Omega) = \sup \left\{ \sum_{i=1}^{n} \int_{\Omega} d_i \text{div}(\psi_i) \mid \psi = (\psi_1, \ldots, \psi_n) \text{ and } \psi_i \in C^1_c(\Omega; \mathbb{R}^N), \|\psi\|_\infty \leq 1 \right\}.
$$

The space of functions of bounded variation $BV(\Omega; \mathbb{R}^n)$ is defined by

$$
BV(\Omega; \mathbb{R}^n) = \left\{ d \in L^1(\Omega; \mathbb{R}^n) \mid |Dd|(\Omega) < \infty \right\}
$$

with the norm

$$
\|d\|_{BV(\Omega; \mathbb{R}^n)} = |Dd|(\Omega) + \sum_{i=1}^{n} \|d_i\|_{L^1(\Omega)}.
$$
We will use \( BV(\Omega) \) when \( n = 1 \).

Consider the following minimization problem

\[
\inf_{d \in BV(\Omega; \mathbb{R}^n)} \left\{ F(d) = |Dd|(\Omega) - \lambda \sum_{i=1}^{n} \int_{\Omega} \left[ \log \left( \frac{f_i}{\sigma^2} \right) + \log I_0 \left( \frac{f_i e^{-P(d_i)}}{\sigma^2} \right) - \frac{f_i^2 e^{-2P(d_i)}}{2\sigma^2} \right] dx \right\},
\]

where \( \log \) is the natural logarithm and \( I_0 \) is the modified Bessel function of the first kind of order 0. Note that if \( d \) is differentiable, then

\[
|Dd|(\Omega) = \int_{\Omega} \sqrt{|Dd_1(x)|^2 + \cdots + |Dd_n(x)|^2} dx.
\]

The minimization problem above is equivalent to

\[
\inf_{d \in BV(\Omega; \mathbb{R}^n)} \left\{ F(d) = |Dd|(\Omega) - \lambda \sum_{i=1}^{n} \int_{\Omega} \left[ \log I_0 \left( \frac{f_i f_0 e^{-P(d_i)}}{\sigma^2} \right) - \frac{f_i^2 e^{-2P(d_i)}}{2\sigma^2} \right] dx \right\}.
\]

If we define

\[
G(x, A) = \log I_0(x) - Ax^2,
\]

then (7) can be rewritten as

\[
\inf_{d \in BV(\Omega; \mathbb{R}^n)} \left\{ F(d) = |Dd|(\Omega) - \lambda \sum_{i=1}^{n} \int_{\Omega} G \left( \frac{f_i f_0 e^{-P(d_i)}}{\sigma^2}, \frac{\sigma^2}{2f_i^2} \right) dx \right\}.
\]

We will now investigate the function \( G(x, A) \). Note that

\[
\frac{\partial G}{\partial x}(x, A) = \frac{I_1(x)}{I_0(x)} - 2Ax \quad \text{and} \quad \frac{\partial^2 G}{\partial x^2}(x, A) = \frac{I_1(x) I_0(x) - I_1^2(x)}{I_0^2(x)} - 2A.
\]

Since \( \frac{d}{dx} I_1(x) = \frac{1}{2}(I_0(x) + I_2(x)) \), if \( 0 \leq x << 1 \) and \( 0 < A < \frac{1}{4} \), then

\[
\frac{\partial^2 G}{\partial x^2}(x, A) = \frac{1}{2} + \frac{I_2(x)}{2I_0(x)} - \frac{(I_1(x))^2}{I_0(x)} - 2A > 0.
\]

Then, since \( \frac{\partial G}{\partial x}(0, A) = 0 \), if \( 0 < A < \frac{1}{4} \), then

\[
\frac{\partial G}{\partial x}(x, A) \geq 0 \quad \text{and} \quad \frac{\partial G}{\partial x}(x, A) \quad \text{is strictly increasing for} \quad 0 \leq x << 1,
\]

which also implies that

\[
G(x, A) \geq 0 \quad \text{and} \quad G(x, A) \quad \text{is strictly increasing for} \quad 0 \leq x << 1.
\]

**Theorem 1.** Given nonnegative functions \( f_0, f_1, \ldots, f_n \) on \( \Omega \), we assume that \( f_i \in L^\infty(\Omega) \) for \( i = 0, 1, \ldots, N \) and

\[
\inf_{i=1,2,\ldots,n} \text{ess inf}_{x \in \Omega} f_i(x)^2 > 2\sigma^2.
\]

Then (8) has a minimizer in \( BV(\Omega; \mathbb{R}^n) \).
Proof. Let
\[ M = \sup_{i=0,1,\ldots,n} ||f_i||_{\infty} < \infty. \]

First of all, note that given any \( A > 0, B > 0 \), there exists \( K > 0 \) such that
\[ |G(x,A)| < K \quad \text{for} \quad 0 \leq x < B. \]
Hence, the functional \( F \) in (8) is bounded below and the infimum exists. Let
\[ \{d^k = (d^k_1, d^k_2, \ldots, d^k_n)\}_{k \in \mathbb{N}} \]
be a minimizing sequence. Since
\[ F(P(d)) \leq F(d) \quad \text{for any} \quad d = (d_1, \ldots, d_n), \]
we may assume that
\[ d^k_i \geq 0 \quad \text{for} \quad i = 1, \ldots, n, \quad \text{and} \quad k \in \mathbb{N}. \]
Note that there exists \( 0 < A < \frac{1}{4} \) such that for all \( i \),
\[ \text{ess sup}_{x \in \Omega} \frac{\sigma^2}{2f^2_i(x)} < A, \]
and, hence, there exists \( \delta > 0 \) such that
\[ -G(y,A) \text{ is decreasing on } [0,\delta]. \]
As a matter of fact,
\[ -G(y,B) \text{ is decreasing for any } B < A \text{ on } [0,\delta]. \]
Therefore, if we choose \( M_1 > 0 \) satisfying
\[ \frac{M^2 e^{-M_1}}{\sigma^2} < \delta, \]
then it is easy to see that
\[ |D(d \land M_1)|(\Omega) \leq |Dd|(\Omega) \]
and
\[ -G\left( \frac{f_1 f_0 e^{-P(d \land M_1)}}{\sigma^2}, \frac{\sigma^2}{2f^2_1} \right) \leq -G\left( \frac{f_1 f_0 e^{-P(d_i)}}{\sigma^2}, \frac{\sigma^2}{2f^2_1} \right), \]
where \( (d \land M_1)(x) = (\min(d_1(x), M_1), \ldots, \min(d_n(x), M_1)) \). Therefore,
\[ F(d \land M_1) \leq F(d), \]
in other words,
\[ \{d^k \land M_1\}_{k \in \mathbb{N}} \]
is a minimizing sequence that is bounded in the BV norm, $\| \cdot \|_{BV(\Omega)}$. We now define $\tilde{d}^k = d^k \wedge M_1$ for $k \in \mathbb{N}$. Then, there exists $\tilde{d} \in BV(\Omega; \mathbb{R}^n)$ such that, up to a subsequence,

$$\tilde{d}^k \to \tilde{d} \text{ in } L^1(\Omega; \mathbb{R}^n) \text{ as } k \to \infty.$$  

Furthermore, up to a subsequence, it is also true that

$$\lim_{k \to \infty} \tilde{d}^k(x) = \tilde{d}(x) \text{ a.e. } x \in \Omega.$$  

By the lower-semicontinuity property of the total variation, we obtain

$$|D\tilde{d}|(\Omega) \leq \liminf_{k \to \infty} |D\tilde{d}^k|(\Omega)$$

and by the dominant convergence theorem, we obtain

$$\lim_{k \to \infty} \int_{\Omega} G\left(f_i f_0 e^{-P(\tilde{d}^k)} \frac{\sigma^2}{2f_i^2} f_i^2 \right) dx = \int_{\Omega} G\left(f_i f_0 e^{-P(\tilde{d})} \frac{\sigma^2}{2f_i^2} f_i^2 \right) dx.$$  

Therefore,

$$F(\tilde{d}) \leq \liminf_{k \to \infty} F(\tilde{d}^k) = \lim_{k \to \infty} F(d^k),$$

that is,

$$\tilde{d} \in BV(\Omega; \mathbb{R}^n) \text{ is a minimizer of (8).}$$

**Remark 1.** If

$$\sup_{i=1,2,\ldots,N} \text{ess sup}_{x \in \Omega} f_i(x)^2 < 2\sigma^2,$$

then there may not exist a minimizer of (8) since the fact that $G(x, A)$ for $A > \frac{1}{4}$ is strictly decreasing on $0 \leq x < 1$ and $G(0, A) = 0$ implies that if $P(d_i), i = 1, \ldots, n$, are large enough for some $d \in BV(\Omega; \mathbb{R}^n)$, then we could have

$$F(d + c) < F(d) \text{ for any } c \in \mathbb{R}^n_+.$$  

In case that (9) is not satisfied, we have an alternative theorem below.

**Theorem 2.** Given nonnegative functions $f_0, f_1, \ldots, f_n$ on $\Omega$, we assume that $f_i \in L^\infty(\Omega)$ for $i = 0, 1, \ldots, n$ and

$$\min_{i=1,2,\ldots,n} \sup_{\alpha \geq 0} \int_{\Omega} G\left(f_i f_0 e^{-\alpha} \frac{\sigma^2}{2f_i^2} f_i^2 \right) dx > 0.$$  

Then (8) has a minimizer in $BV(\Omega; \mathbb{R}^n)$.

**Remark 2.** Note that the supremum in (11) for each $i = 1, 2, \ldots, n$ is attained if it is positive since the integrand is continuous in $\alpha$ and

$$G\left(f_i f_0 e^{-\alpha} \frac{\sigma^2}{2f_i^2} f_i^2 \right) \to 0 \text{ as } \alpha \to \infty.$$
Proof. The main step is to prove that there exists a bounded minimizing sequence in \(BV(\Omega; \mathbb{R}^n)\). Once we have a bounded minimizing sequence, then it follows from the discussion given in Theorem 1 that there exists a minimizer in \(BV(\Omega; \mathbb{R}^n)\). First of all, we let

\[
M = \sup_{i=0,1,\ldots,n} ||f_i||_\infty < \infty.
\]

and define for \(i = 1, 2, \ldots, n\),

\[
H_i(\alpha) = \int_\Omega G\left(\frac{f_i f_0 e^{-\alpha}}{\sigma^2}, \frac{\sigma^2}{2 f_i^2}\right) dx.
\]

By assumption (11) and Remark 2, for each \(i = 1, 2, \ldots, n\), we have

\[
\alpha_i = \arg\max_{\alpha \geq 0} H_i(\alpha) \geq 0.
\]

Since \(\log I_0(x)\) is nonnegative and strictly increasing for \(x \geq 0\), we have, for each \(i = 1, 2, \ldots, n\),

\[
\left\| G\left(\frac{f_i f_0 e^{-\alpha}}{\sigma^2}, \frac{\sigma^2}{2 f_i^2}\right) \right\|_{L^\infty(\Omega)} = \left\| \log I_0\left(\frac{f_i f_0 e^{-\alpha}}{\sigma^2}\right) - \frac{f_0^2 e^{-2\alpha}}{2\sigma^2} \right\|_{L^\infty(\Omega)}
\leq \log I_0\left(\frac{M^2 e^{-\alpha}}{\sigma^2}\right) + \frac{M^2 e^{-2\alpha}}{2\sigma^2} := \tilde{M}_\alpha.
\]

Note that \(\tilde{M}_\alpha \leq \tilde{M}_0\) for all \(\alpha \geq 0\). Hence, the functional \(F\) in (8) is bounded below and the infimum exists. Moreover,

\[
F(d) < 0 \text{ for } d = (\alpha_1, \alpha_2, \ldots, \alpha_n)
\]

implies that the infimum in (8) is negative. Now let

\[
\{d^k = (d_1^k, d_2^k, \ldots, d_n^k)\}_{k \in \mathbb{N}}
\]

be a minimizing sequence. We may assume that

\[
d_i^k \geq 0 \text{ for } i = 1, 2, \ldots, n, \text{ and } k \in \mathbb{N}.
\]

Suppose that

\[
(12) \sup_{i=1,2,\ldots,n} \sup_{k \in \mathbb{N}} \int_\Omega d_i^k(x) dx = \infty.
\]

Without loss of generality, we may assume that

\[
\int_\Omega d_i^k(x) dx \uparrow \infty \text{ as } k \to \infty.
\]

By the Poincaré-Wirtinger inequality, we have

\[
||d_i^k - (d_i^k)_\Omega||_{L^\infty(\Omega)} \leq C |Dd_i^k|_{\Omega},
\]

where \(C\) is a constant and

\[
(d_i^k)_\Omega = \frac{1}{|\Omega|} \int_\Omega d_i^k(x) dx.
\]
Let $v_k = d_k^1 - (d_k^1)_0$ for $k \in \mathbb{N}$. Then $\{v_k\}_{k \in \mathbb{N}}$ is a bounded sequence in $BV(\Omega)$, implying that there exists $v \in BV(\Omega)$ such that

\[(13) \quad v_k \to v \text{ in } L^1(\Omega).\]

For a given $T > 0$, we define

\[A_T^k = \{x \in \Omega : d_k^1 < T\}.$

Then, there exists $K_1 \in \mathbb{N}$ such that $(d_k^1)_0 > T$ if $k > K_1$ and (13) implies

\[(14) \quad \infty > \sup_{k > K_1} \|v_k\|_{L^1(\Omega)} \geq \int_{A_T^k} |v_k| dx \geq \int_{A_T^k} |(d_k^1)_0 - T| dx,
\]

which also implies

\[\lim_{k \to \infty} |A_T^k| = 0,
\]

where $|A_T^k|$ is the Lebesgue measure of $A_T^k$.

For $T >> \alpha_1$, there exits $K_2 > 0$ such that if $k > K_2$, then

\[
\begin{align*}
\int_{\Omega \setminus A_T^k} G\left(\frac{f_1 f_0 e^{-P(d_k^1)}}{\sigma^2}, \frac{\sigma^2}{2 f_1^2}\right) dx &< \frac{1}{2} \int_{\Omega} G\left(\frac{f_1 f_0 e^{-\alpha_1}}{\sigma^2}, \frac{\sigma^2}{2 f_1^2}\right) dx = \frac{1}{2} H_1(\alpha_1),
\end{align*}
\]

which implies that for $k > K_2$,

\[
F(d^k) = |Dd^k|(\Omega) - \lambda \sum_{i=2}^n \int_{\Omega} G\left(\frac{f_1 f_0 e^{-P(d_k^i)}}{\sigma^2}, \frac{\sigma^2}{2 f_i^2}\right) dx - \lambda \int_{\Omega} G\left(\frac{f_1 f_0 e^{-\alpha_1}}{\sigma^2}, \frac{\sigma^2}{2 f_1^2}\right) dx
\]

\[
\begin{align*}
&= |Dd^k|(\Omega) - \lambda \sum_{i=2}^n \int_{\Omega} G\left(\frac{f_1 f_0 e^{-P(d_k^i)}}{\sigma^2}, \frac{\sigma^2}{2 f_i^2}\right) dx
&- \lambda \int_{A_T^k} G\left(\frac{f_1 f_0 e^{-\alpha_1}}{\sigma^2}, \frac{\sigma^2}{2 f_1^2}\right) dx
&\geq |Dd^k|(\Omega) - \lambda \sum_{i=2}^n \int_{\Omega} G\left(\frac{f_1 f_0 e^{-P(d_k^i)}}{\sigma^2}, \frac{\sigma^2}{2 f_i^2}\right) dx
&- \lambda \int_{\Omega \setminus A_T^k} G\left(\frac{f_1 f_0 e^{-\alpha_1}}{\sigma^2}, \frac{\sigma^2}{2 f_1^2}\right) dx
&= F(\tilde{d}^k) - \lambda \int_{A_T^k} \tilde{M}_0 dx + \frac{1}{2} \lambda H_1(\alpha_1),
\end{align*}
\]

where $\tilde{d}^k = (\alpha_3, d_2^k, \ldots, d_n^k)$.

Therefore, we obtain

\[
\lim_{k \to \infty} F(d^k) \geq \liminf_{k \to \infty} \left( F(\tilde{d}^k) - \lambda \int_{A_T^k} \tilde{M}_0 dx + \frac{1}{2} \lambda H_1(\alpha_1) \right)
\]

\[
= \liminf_{k \to \infty} F(\tilde{d}^k) + \frac{1}{2} \lambda H_1(\alpha_1) > \liminf_{k \to \infty} F(\tilde{d}^k).
\]
This contradicts that
\[ \{d^k = (d^k_1, d^k_2, \ldots, d^k_n)\}_{k \in \mathbb{N}} \]
is a minimizing sequence. Therefore, we can conclude that
\[ \sup_{i=1,2,\ldots,n} \sup_{k \in \mathbb{N}} \int_{\Omega} d^k_i(x) dx < \infty. \]

Since we have now a minimizing sequence bounded in \( BV(\Omega; \mathbb{R}^n) \), there exists a minimizer in \( BV(\Omega; \mathbb{R}^n) \).

**Remark 3.** For numerical computations on HARDI brain data, it is common to mask out the region outside the brain without information by setting \( f_0, f_1, \ldots, f_n \) to be equal to 0 in that region. Note that in this case, where \( \Omega_1 \subset \Omega \) is the brain region of interest, then (11) becomes
\[ \min_{i=1,2,\ldots,n} \sup_{\alpha \geq 0} \int_{\Omega_1} G(\frac{f_i f_0 e^{-\alpha}}{\sigma^2}, \frac{\sigma^2}{2 f_i^2}) dx > 0 \]
since \( G \equiv 0 \) in \( \Omega \setminus \Omega_1 \).

**Remark 4.** Theorem 2 also covers Theorem 1 because if (9) is true, then for each \( i = 1, 2, \ldots, n \),
\[ \int_{\Omega} G(\frac{f_i f_0 e^{-\alpha}}{\sigma^2}, \frac{\sigma^2}{2 f_i^2}) dx = \int_{\Omega} \left[ \log I_0(\frac{f_i f_0 e^{-\alpha}}{\sigma^2}) - \frac{\sigma^2}{2 f_i^2} (\frac{f_i f_0 e^{-\alpha}}{\sigma^2}) \right] dx \]
\[ > \int_{\Omega} \left[ \log I_0(\frac{f_i f_0 e^{-\alpha}}{\sigma^2}) - A(\frac{f_i f_0 e^{-\alpha}}{\sigma^2}) \right] dx \]
for some \( 0 < A < \frac{1}{4} \). In particular, \( G(x, A) \) is strictly increasing on \([0, \delta]\) for some \( \delta > 0 \) with \( G(0, A) = 0 \). Hence, for \( M_1 \) in (10), we have
\[ \int_{\Omega} \left[ \log I_0(\frac{f_i f_0 e^{-M_1}}{\sigma^2}) - A(\frac{f_i f_0 e^{-M_1}}{\sigma^2}) \right] dx > 0. \]
Therefore, (11) is satisfied. However, note that (9) is easier to check than (11).

**4. Numerical implementation.** To solve the minimization problem (4) numerically, we consider the Euler-Lagrange equations in combination with the \( L^2 \) gradient descent method. The resulting evolution equations are
\[ \frac{\partial d_i}{\partial t} = \lambda P'(d_i) \left( \frac{u_i^2}{\sigma^2} - \frac{I_1(\frac{S_i u_i}{\sigma^2})}{I_0(\frac{S_i u_i}{\sigma^2})} \frac{S_i u_i}{\sigma^2} \right) + \nabla \cdot \left( \frac{\nabla d_i}{\sqrt{\sum_{j=1}^n |\nabla d_j|^2}} \right) \]
for \( i = 1, \ldots, n \). We use forward and backward differencing to discretize the second term and take a fully explicit scheme to obtain an iterative method from (15). As mentioned earlier, the projection operator \( P \) is used to help satisfy the constraint \( d_i \geq 0 \). In the evolution equations (15), we see that the contribution of \( P \) appears as a derivative factor, \( P' \), multiplying the term in the Euler-Lagrange equations corresponding to the fidelity term of the energy. Since \( P \) is the projection operator, then theoretically
$P'$ is the Heaviside function. However, for numerical purposes, we will use a smooth approximation to the Heaviside function

\[
P'(z) = \begin{cases} 
1 & \text{if } z \geq a \\
0.5 \left(1 + \frac{1}{a} z + \frac{1}{\pi} \sin \left(\frac{\pi}{a} z\right)\right) & \text{if } |z| < a \\
0 & \text{if } z \leq -a,
\end{cases}
\]

where $a$ is a small positive parameter.

More explicitly, for three-spatial dimensions $p = 0, \ldots, N_x$, $q = 0, \ldots, N_y$, $r = 0, \ldots, N_z$, iterations $m = 1, 2, \ldots$ and timestep $\Delta t$, the numerical algorithm is given by

\[
d_{i+1}^{m+1}(p, q, r) - d_i^m(p, q, r) = \Delta t \chi P'(d_i^m(p, q, r)) \left( \frac{(u_i^m(p, q, r))^2}{\sigma^2} - \frac{I_1\left(\frac{S_i(p, q, r)u_i^m(p, q, r)}{\sigma^2}\right)}{I_0\left(\frac{S_i(p, q, r)u_i^m(p, q, r)}{\sigma^2}\right)} S_i(p, q, r)u_i^m(p, q, r) \right)
\]

\[+ c_i^m(p, q, r)(d_i^m(p + 1, q, r) - d_i^m(p, q, r))
\]
\[+ c_i^m(p - 1, q, r)(d_i^m(p, q, r) - d_i^m(p - 1, q, r))
\]
\[+ c_i^m(p, q + 1, r)(d_i^m(p, q + 1, r) - d_i^m(p, q, r))
\]
\[+ c_i^m(p, q - 1, r)(d_i^m(p, q, r) - d_i^m(p, q - 1, r))
\]
\[+ c_i^m(p, q, r + 1)(d_i^m(p, q, r + 1) - d_i^m(p, q, r))
\]
\[+ c_i^m(p, q, r - 1)(d_i^m(p, q, r) - d_i^m(p, q, r - 1)),
\]

where

\[
c_i^m(p, q, r) = \left( \sum_{j=1}^{n} (d_j^m(p + 1, q, r) - d_j^m(p, q, r))^2 + (d_j^m(p, q + 1, r) - d_j^m(p, q, r))^2 \right)^{-1/2},
\]

and

\[
u_i^m(p, q, r) = S_0(p, q, r) \exp \left(-P(d_i^m(p, q, r))\right).
\]

For places where $d_i$ is positive, then $P'(d_i) = 1$, and we get both the contribution of the fidelity and regularization terms in the evolution equations. However, if $d_i$ is negative (violating the constraint that $d_i \geq 0$), then $P'(d_i) = 0$, and only the regularization term appears in the evolution equations. As mentioned, the regularization term provides smoothing; at voxels where $d_i$ is negative, the value of $d_i$ at these voxels will depend on the values of the surrounding $d_i$’s in space. Considering a specific voxel where $d_i < 0$, its new value will be determined by a “weighted averaging” of the surrounding $d_i$’s in a small neighborhood of this voxel. If the values of the surrounding $d_i$’s are positive, then this “weighted averaging” will influence the negative $d_i$ to increase. This is the motivation for the initial guess that we chose:

\[
d_i(x) = \begin{cases} 
0.005 & \text{if } S_i(x) > S_0(x) \\
- \log \left(\frac{S_i(x)}{S_0(x)}\right) & \text{if } S_i(x) \leq S_0(x).
\end{cases}
\]
The combination of a positive initial guess and the role of the projection operator \( P \) helps satisfy the constraint \( d_i \geq 0 \). Decreasing the constant 0.005 results in more violations of \( d_i \geq 0 \) and increasing it may lead to less satisfactory numerical results. As a note, using a sufficiently small timestep in the iterative method will guarantee \( d_i \geq 0 \) but will lead to a longer computation time.

We implement Neumann boundary conditions \( \frac{\partial d_i}{\partial \eta} = 0 \) where \( \eta \) is the normal to the boundary \( \partial \Omega \). Iterations are stopped when the energy \( F(d) \) decreases and stabilizes to an approximate steady state.

Furthermore, for efficiency, we use a cubic rational polynomial approximation to \( I_1/I_0 \) introduced in prior work [7]:

\[
\frac{I_1(t)}{I_0(t)} \approx \frac{t^3 + 0.950037t^2 + 2.38944t}{t^3 + 1.48937t^2 + 2.57541t + 4.65314}.
\]

In some cases, the standard deviation of the noise \( \sigma \) is unknown. Since \( \sigma \) appears in our denoising algorithm, we must find an estimation for this parameter. As in [19], we approximate \( \sigma \) by using the equation

\[
E(X^2) = \nu^2 + 2\sigma^2
\]

for the second moment of a Rician distributed variable \( X \). Here, \( E(X^2) \) is the expected value of \( X^2 \) and \( \nu \) is the true signal. For regions of a data set where we expect \( \nu = 0 \) (e.g. background), we can use

\[
\sigma \approx \sqrt{E(X^2)/2}
\]

where \( E(X^2) \) is simply the average value of the square of the noisy signal over the region where the true signal is expected to be zero.

5. Numerical experiments and results. We perform numerical experiments on synthetic, phantom, and real data sets to demonstrate the validity of our proposed variational denoising model. With the first two experiments, we consider the root mean square error (RMSE) for vectorial data as well as a visualization of the data created by the first author of [9] as metrics of evaluation of results. The aims of these initial experiments were to understand how the different components of the model (e.g. projection operator \( P(d) \), initial condition, and tuning parameter \( \lambda \)) affect the denoised result. For the latter experiments, we compute orientation distribution functions (ODFs) and fractional anisotropy (FA) to gain a better idea of the applicability of our denoising model to real applications such as fiber tracking. In the next section, we give a brief summary of the metrics of evaluation that we use.

5.1. Metrics of evaluation. In this section, we briefly explain the metrics of evaluation that we use.

First, we use the root mean square error (RMSE) between two vectorial MR signals \( u_1 \) and \( u_2 \) given by

\[
\text{RMSE}(u_1, u_2) = \left( \frac{1}{n \cdot N} \sum_{i=1}^{N} \sum_{j=1}^{n} (u_1(x_i, s_j) - u_2(x_i, s_j))^2 \right)^{1/2}.
\]

\( x_i \in \Omega, i = 1, ..., N \) are the points of the domain and \( s_j, j = 1, ..., n \) represent the diffusion directions.
For our initial visualizations of the vectorial MR signal, we follow [9]. For an example, see Fig. 4 for a visualization of exact two dimensional data provided by McGraw et al. [13]. Every third point in the spatial domain is plotted, and 81 vectors correspond to each point. Each vector points in the direction of diffusion and its length is determined by the magnitude of the MR signal when a diffusion gradient is applied in that direction. The tips of the vectors trace out the surface of a morphed sphere. With the special case where all 81 vectors have equal length, we have a sphere with radius equal to the length of the vectors.

We will also look at fractional anisotropy (FA) of fibers and orientation distribution functions (ODFs) and associated Jensen-Shannon divergence (JSD). Fractional anisotropy (FA) is a scalar between 0 and 1 that represents the amount of anisotropy of water diffusion at a particular voxel. FA value of 0 represents isotropic diffusion, meaning equal diffusion in all directions. FA values near 1 represent a more directed diffusion, so that diffusion occurs mostly in one direction only. FA is computed from the eigenvalues, $\lambda_1, \lambda_2,$ and $\lambda_3$ corresponding to the eigenvectors of the diffusion tensor (the diffusion tensor data, a simpler representation of the HARDI data, when only three directions are used at each voxel to represent the water diffusion, thus forming a 3x3 “diffusion” tensor, is obtained from the HARDI data using the Diffusion Toolkit (http://trackvis.org/dtk/) [26])

\[
FA = \sqrt{\frac{3}{2}} \sqrt{\frac{(\lambda_1 - \hat{\lambda})^2 + (\lambda_2 - \hat{\lambda})^2 + (\lambda_3 - \hat{\lambda})^2}{\lambda_1^2 + \lambda_2^2 + \lambda_3^2}},
\]

where $\hat{\lambda} = (\lambda_1 + \lambda_2 + \lambda_3)/3$.

We compute the diffusion orientation distribution function (ODF), which is a probability density function measuring the distribution of water diffusion in different directions on the sphere; for an example, see Fig. 12. ODF’s are calculated using the tensor distribution function algorithm in [12]. We will also use the Jensen-Shannon divergence (JSD) to measure the difference between the noisy/denoised ODF and the ODF of the ground truth. JSD between two ODFs $P$ and $Q$ are given by

\[
JSD(P, Q) = \frac{1}{2} D_{KL}(P, M) + \frac{1}{2} D_{KL}(Q, M),
\]

where $M = (P+Q)/2$ and $D_{KL}(\cdot, \cdot)$ denotes the Kullback-Leibler information distance between two probability distributions [32]. For probability distributions $P_1$ and $P_2$ defined on the sphere $S^2$, $D_{KL}$ is given by

\[
D_{KL}(P_1, P_2) = \int_{S^2} \log \left( \frac{P_1(\theta, \phi)}{P_2(\theta, \phi)} \right) P_1(\theta, \phi) dS.
\]

5.2. Numerical results. For our first data set, we consider two dimensional (2D) synthetic data provided by McGraw et al. [13]. It is $16 \times 16$ in spatial dimension with 81 diffusion directions (see Fig. 4). We add Rician noise with standard deviation $\sigma = 18$ to create the noisy data, denoted $S$. Since $S_0$ is not available for this synthetic data, $S_0$ is taken to be a constant 255, and initial guess is taken to be $d_0 = -\log(S/S_0)$. Recall that the denoised MR signal is given by $u = S_0 \exp(-P(d))$. The visualization of our results is given in Fig. 4 and the corresponding error histograms are given in Fig. 5. This visualization shows every third point and all diffusion directions. To understand this visualization better, consider one of the 36 points
shown in Fig. 4. At this point, there are 81 corresponding vectors. Each of these vectors points in a diffusion direction, and its magnitude corresponds to the magnitude of the MR signal associated with this diffusion direction. The tips of the vectors will trace out the surface of a morphed sphere, which is seen in Fig. 4. For the special case where the MR signal is equal in all diffusion directions, the visualization will be a perfect sphere. The RMSE of the noisy data is 17.8147 and is reduced to 5.4968 after denoising with our model. In Table 1, we give a comparison of our results with the results from similar denoising experiments found in [13, 9]; our model gives a slight improvement in terms of RMSE.

Second, we consider real HARDI data of the brain. A healthy subject was scanned on a 4 Tesla Bruker Medspec MRI scanner with an optimized diffusion imaging sequence. DWI parameters were: echo and repetition time, TE/TR 92.3/8250 ms, 55 × 2 mm contiguous slices, field of view: FOV = 23 cm. 41 images were collected: 11 baseline ($S_0$) images with no diffusion sensitization (i.e., $T_2$- weighted images) and 30 diffusion-weighted images (b-value: 1159 s/mm$^2$) with gradient directions evenly distributed on the hemisphere. The reconstruction matrix was $128 \times 128$, yielding a $1.8 \times 1.8$ mm$^2$ in-plane resolution. The clean data was created by fitting actual HARDI data to a 6th order spherical harmonic expansion, and the resulting data set
is considered to be the “ground truth” even though this is not truly correct since it has artifacts and negative \(d\) values. The noisy data was generated by adding Rician noise with \(\sigma = 15\) to this “ground truth”. We take a subset (size \(95 \times 128 \times 55\)) of the 3D volume, and use all 30 uniformly distributed diffusion directions. Fig. 6 gives a visualization of the 29th slice of the clean data, and Fig. 7 gives \(S_0\), clean MR signal, and clean diffusion signal \(d\) corresponding to the 10th diffusion-sensitized direction. In Fig. 8 and Fig. 9, we give visualizations of the clean, noisy, and denoised images corresponding to 2 of the 30 diffusion-sensitized directions. For this particular experiment, we used \(\lambda = 0.05\). The RMSE of the noisy data is 10.5454 and the RMSE of the denoised data is 8.0845, showing some improvement after denoising. In addition, the number of points where the constraint \(d \geq 0\) is not satisfied is reduced from 815 points in the noisy data to 52 points in the denoised data. When we reduce the tuning parameter to \(\lambda = 0.001\) to introduce more smoothing, we see that the denoised solution is oversmoothed (Fig. 10 and Fig. 11), but the constraint \(d \geq 0\) is satisfied everywhere.

For the last three numerical experiments, we look at fractional anisotropy (FA), orientation distribution functions (ODFs), and Jensen-Shannon divergence (JSD). In the last experiment, we will revisit the real HARDI data set and evaluate the performance of our denoising model with ODFs and JSD values.

We consider again 2D synthetic data. The size of the data set is \(8 \times 8\) with diffusion measured in 94 uniformly distributed directions at each spatial point. \(S_0\) in this case is assumed to be a constant equal to 1. We create noisy data by adding Rician noise with standard deviation \(\sigma = 0.01, 0.02, 0.04, 0.1\) and 0.2. The same \(\sigma\) used to create the noisy data is input as a known parameter in our denoising model. Fig. 12 gives the ODFs of the clean, noisy, and denoised data corresponding to the case \(\sigma = 0.2\). In all cases, the denoised data gives lower JSD values than those of the corresponding noisy data sets, indicating an increase in similarity to the ODF of the
Fig. 6. Visualization of 29th slice of clean data. Complete volume size: 95x128x55, 30 diffusion directions.

Fig. 7. Left to right: $S_0$, clean $u$, and corresponding clean $d$ of 29th slice, 10th diffusion direction.

ground truth after denoising (Table 2). Also, RMSE values between the denoised and ground truth data are lower than the RMSE values between noisy and ground truth data (Table 2). This suggests that we have a more accurate signal after denoising.

<table>
<thead>
<tr>
<th>$\sigma$</th>
<th>JSD noisy</th>
<th>JSD denoised</th>
<th>RMSE noisy</th>
<th>RMSE denoised</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.01</td>
<td>0.0044</td>
<td>0.0004</td>
<td>0.0100</td>
<td>0.0065</td>
</tr>
<tr>
<td>0.02</td>
<td>0.0102</td>
<td>0.0008</td>
<td>0.0201</td>
<td>0.0130</td>
</tr>
<tr>
<td>0.04</td>
<td>0.0441</td>
<td>0.0133</td>
<td>0.0396</td>
<td>0.0231</td>
</tr>
<tr>
<td>0.1</td>
<td>0.1578</td>
<td>0.0431</td>
<td>0.0986</td>
<td>0.0545</td>
</tr>
<tr>
<td>0.2</td>
<td>0.5423</td>
<td>0.1736</td>
<td>0.1950</td>
<td>0.0963</td>
</tr>
</tbody>
</table>

Next, we consider DW-MRI data of a hardware phantom containing synthetic fibers created by Pullens et al. [17] (see Fig. 13). The fibers ($\approx 10 \mu m$ circular diameter) consist of polyester yarns wound into bundles, which are then interdigitated on top of each other and secured with heat shrink tubes. We have two scans of this phantom using a 7T and 3T scanner. For both these scans, the standard deviation of
the noise $\sigma$ is approximated using the method described in the end of Section 4.

The DW-MRI data represented in Fig. 14 was collected on the phantom using a Siemens MAGNETOM 7T scanner located at the CMRR at the University of Minnesota. Parameter settings were: 64 slices with FOV = 256 \times 256 mm, 2 \times 2 \times 2 \text{mm}^3 \text{voxels, TR/TE} = 5700/55 \text{ms, 128 DWI at } b = 1000 \text{ s/mm}^2, \text{and 15 } S_0 \text{ images. Furthermore, the data was distortion corrected using a field map. For computational purposes, we consider the 37th to 41st z-slices only and present the T2 ($S_0$) and FA images for the 38th z-slice. Given that the fibers are constructed with synthetic materials, the FA should be relatively constant along the fibers. A goal of denoising is to decrease the standard deviation of the FA along a fiber, indicating that the FA along a fiber lies within a smaller range of values and hence is more constant. After denoising using our proposed model, the standard deviation of FA along a fiber drops from 0.1503 to 0.1292. However, the mean FA drops slightly, which may be a result of oversmoothing (see Table 3). As a result, the denoised signal implies a less directed
Fig. 10. Visualization of 2 of 30 diffusion-sensitized MR signals of the real HARDI brain data. Left to right: clean, noisy, denoised data. With $\lambda = 0.001$ and at 100 iterations, the solution is oversmoothed. However, $d_{\text{denoised}} \geq 0$ everywhere.

Fig. 11. Visualization of small portion of clean, noisy, denoised data. With $\lambda = 0.001$ and at 100 iterations, the solution is oversmoothed. However, $d_{\text{denoised}} \geq 0$ everywhere.

diffusion along the fiber.

<table>
<thead>
<tr>
<th>Table 3</th>
<th>Mean and standard deviation values of FA along a fiber for noisy and denoised phantom data.</th>
</tr>
</thead>
<tbody>
<tr>
<td>mean</td>
<td>standard deviation</td>
</tr>
<tr>
<td>noisy</td>
<td>0.2392</td>
</tr>
<tr>
<td>denoised</td>
<td>0.2140</td>
</tr>
</tbody>
</table>

The DW-MRI data represented in Fig. 15 was also collected on the same phantom using a Siemens TIM Trio 3T scanner also located at the CMRR at the University of Minnesota. Parameter settings were: 64 slices with FOV = 256×256 mm, 2×2×2 mm$^3$ voxels, TR/TE = 9000/94 ms, 128 DWI at $b = 1500$ s/mm$^2$, and 17 $S_0$ images. For this particular dataset, all raw DWI’s were corrected for eddy current distortion using the $eddy\_correct$ function from the FSL toolbox (http://fsl.fmrib.ox.ac.uk/fsl) [21, 27].
Geometric distortions due to magnetic susceptibility were then corrected using a field map collected just prior to the DWTs, using the FSL *prelude* and *fugue* functions. Diffusion Tensor Imaging (DTI) tractography was conducted via the Diffusion Toolkit (http://trackvis.org/dtk/) [26] using the critical angle threshold = 20° and the 2nd order Runge-Kutta method [2]. The noisy and denoised fiber and fractional anisotropy visualizations of the phantom data are displayed in Fig. 15. After denoising, the bottom right of the fiber is visible.

Lastly, we denoise the same real HARDI brain data that we have described earlier (Figures 6 and 7), but in this case, we use ODFs and corresponding JSDs as metrics of evaluation. We present in Fig. 16 the ODFs of the “ground truth”, noisy, and denoised 30th z-slice of the real HARDI brain data. Fig. 17 shows the JSD between the ODF of the noisy data and ODF of the “ground truth” data, and we see that the ODFs of the denoised data and “ground truth” data are more similar than the ODFs of the noisy data and “ground truth” data. This is reflected also in the drop in the
mean JSD values from 0.5787 to 0.3297 after denoising.

6. Conclusion. We proposed and analyzed a variational denoising model of HARDI data corrupted by Rician noise. We have performed numerical experiments on multiple types of data and used a variety of metrics to evaluate the performance
VECTORIAL TOTAL VARIATION FOR HARDI DENOISING

Fig. 16. ODF visualizations of the 30th z-slice of the real HARDI brain data. Top: ODF of “ground truth” data. Left: ODF of noisy data. Right: ODF of denoised data. The color in this figure indicates the fiber direction: red for left-right, blue for superior-inferior, and green for anterior-posterior.

Fig. 17. JSD between ODFs of noisy and “ground truth” data (mean = 0.5787, std. dev. = 0.3445) and between ODFs of denoised and “ground truth” data (mean = 0.3297, std. dev. = 0.3037). In the colorbar, we have values 0 (blue) to 1 (red).

of our proposed denoising model. We see that there are improvements with both visualizations as well as RMSE and JSD values. The result in Fig. 15 is promising for the applicability of the model for fiber tracking. In addition, the use of the projection operator seems helps to enforce the constraint \( d \geq 0 \). For future work, we may test different regularization terms such as nonlocal regularization or learned priors.
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