THE RANK CONJECTURE FOR NUMBER FIELDS
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0. Introduction

The rank conjecture states that two filtrations (the $\gamma$-filtration and the rank filtration) of the $K_n$-group $K_n(k)$ of an infinite field $k$ are complementary (see [11, 4.1] or [8]). Let $E$ denote a field of characteristic zero. In the case of a number field, and in view of known results on the $\gamma$-filtration, the rank conjecture is implied by two assertions pertaining to the homomorphism

$$j_{i,m,n} : H^i(\text{GL}_m(k); E) \to H^i(\text{GL}_n(k); E) \quad (m \leq n)$$

induced by the standard inclusion

$$j_{m,n} : \text{GL}_m(k) \to \text{GL}_n(k) \quad (m \leq n),$$

namely,

$$\text{(R1)} \quad \text{Im} j_{2m-1,m,n} \supset PH_{2m-1}(\text{SL}_n(k); E),$$

$$\text{(R2)} \quad \text{Im} j_{2m-1,m-1,n} \cap PH_{2m-1}(\text{GL}_n(k); E) = \{0\}.$$  

for $n \gg m \geq 2$, where $PH_i$ is the space of primitive elements (1.4). The goal of [11] is to prove (R1) and (R2), but the argument is incomplete (see Section 6). More precisely, the proof of (R1) for quadratic fields in [11] is incorrect and the method there does not apply to $k = \mathbb{Q}$. Our first objective is to provide a complete proof (Section 5). To that effect, we first show (Theorem 2.1) that if $G$ is a simply connected, almost simple and isotropic $k$-group $G$, then $H^\bullet(G(k); \mathbb{R})$ is canonically isomorphic to the continuous (Eilenberg-MacLane) cohomology space $H^\bullet_\text{ct}(G(k \otimes \mathbb{Q}); \mathbb{R})$. This, in turn, is an immediate consequence of the main theorem of [1] on the cohomology of $S$-arithmetic congruence subgroups of $G(k)$. The rank conjecture for number fields follows easily from this theorem, applied to $\text{SL}_n$ viewed as a $k$-group and from some known facts about the continuous cohomology of $\text{SL}_n(\mathbb{R})$ or $\text{SL}_n(\mathbb{C})$ (Section 4).
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Finally, in Section 7, we describe \( H_\bullet(\text{GL}_n(k); E) \) and show that \( j_{i,m,n} \) is injective for all \( i \)'s and surjective for \( i \leq 2m - 1 \).

1. Notations and Review

1.1. In this note, \( k \) always stands for a number field, \( V_\infty \) (resp. \( V_f \)) for the set of archimedean (resp. non-archimedean) places of \( k \) and \( V = V_\infty \cup V_f \). For \( v \in V \), the completion of \( k \) at \( v \) is denoted by \( k_v \). If \( S \subset V \), then define \( S_f = S \cap V_f \).

1.2. If \( G \) is an affine \( k \)-group, and \( S \) a finite subset of \( V \), then \( r(S,G) \) is the sum of the \( k_v \)-ranks of \( G \) for \( v \in S \). Moreover, as usual, we let

\[
G_\infty = G(k \otimes \mathbb{Q} \mathbb{R}) = \prod_{v \in V_\infty} G(k_v),
\]

which is viewed as a real Lie group.

1.3. If \( E \) is a commutative ring and \( \Gamma \) a group, then \( H^i(\Gamma; E) \) and \( H_i(\Gamma; E) \) are the \( i^{th} \) cohomology and homology group of \( \Gamma \) with coefficients in the trivial \( \Gamma \)-module \( E \), in the sense of Eilenberg-MacLane, and \( H^\bullet(\Gamma; E) \) (resp. \( H_\bullet(\Gamma; E) \)) is the direct sum of the \( H^i(\Gamma; E) \) (resp. \( H_i(\Gamma; E) \)).

If \( M \) is a real Lie group and \( E \) is either \( \mathbb{R} \) or \( \mathbb{C} \), then \( H^\bullet_{\text{ct}} (M; E) \) denotes the \( i^{th} \) continuous cohomology group of \( M \) with respect to \( E \), i.e., cohomology based on continuous (or differentiable) Eilenberg-MacLane cochains (see e.g. IX in [7]). Let \( M^\delta \) be \( M \) viewed as a discrete group (forget the topology). We let

\[
f : H^\bullet_{\text{ct}} (M; E) \longrightarrow H^\bullet (M^\delta; E)
\]

be the natural map.

1.4. All fields in this paper are assumed to be commutative. Let \( E \) be a field and

\[
A^\bullet = \bigoplus_{i=0}^{\infty} A^i
\]

be a graded algebra over \( E \) which is connected, i.e., \( A^0 = E \). We let \( IA = \sum_{i \geq 1} A^i \). Then \( DA^i = A^i \cap (IA \cdot IA) \) is the space of decomposable elements in \( A^i \) and \( PA^i = A^i / DA^i \) the space of primitive elements in degree \( i \). Let \( A_i \) be the dual space to \( A^i \) over \( E \) and let

\[
A_\bullet = \bigoplus_{i=0}^{\infty} A_i.
\]
Then, by definition, the space \( PA_i \) of primitive elements in \( A_i \) is the subspace on which \( DA_i \) is zero. The duality between \( A^i \) and \( A_i \) defines one between \( PA^i \) and \( PA_i \).

2. Theorem 2.1

We first draw a consequence of the main result of [1].

**Theorem 2.1.** Let \( G \) be a connected, simply connected, almost absolutely simple \( k \)-group of strictly positive \( k \)-rank \( r_k(G) \). Then the natural homomorphism

\[
\mu : H^\bullet_{ct}(G_\infty; \mathbb{R}) \longrightarrow H^\bullet(G(k); \mathbb{R})
\]

which is a composition of \( f \) with the restriction map

\[
H^\bullet(G^\delta_\infty; \mathbb{R}) \longrightarrow H^\bullet(G(k); \mathbb{R})
\]

is an isomorphism.

**Proof.** In this proof, \( S \) is a finite subset of \( V \) containing \( V_\infty \) and at least one finite place. Let \( \Gamma_S \) be a congruence \( S \)-arithmetic subgroup of \( G(k) \). For example, if we fix an embedding \( G \hookrightarrow \text{GL}_N \) over \( k \), we may take

\[
\Gamma_S = G(O_S) := G(k) \cap \text{GL}_N(O_S),
\]

where \( O_S \) is the ring of \( S \)-integers of \( k \). Then Theorem 1 in [1] asserts:

\[
H^\bullet(\Gamma_S; \mathbb{R}) = H^\bullet_{ct}(G_\infty; \mathbb{R}) \oplus H^\bullet_{cusp}(\Gamma_S; \mathbb{R}).
\]

The second summand on the right-hand side is the so-called cuspidal cohomology ([1], [6]). The only property of \( H^\bullet_{cusp}(\Gamma_S; \mathbb{R}) \) relevant here is that it vanishes in degrees less than \( r(S_f; G) \). If \( S \) runs through a strictly increasing sequence of subsets of \( V \), then \( r(S_f; G) \to \infty \). Therefore, given \( i \in \mathbb{N} \), we have

\[
H^i(\Gamma_S; \mathbb{R}) \cong H^i_{ct}(G_\infty; \mathbb{R})
\]

if \( S \) is sufficiently large (e.g. if \( |S_f| > i/r_k(G) \)). The field \( k \) is the inductive limit of the rings \( O_S \) (\( S \subset V \)), hence \( G(k) \) is the inductive limit of the subgroups \( G(O_S) \). Therefore

\[
H_\bullet(G(k); \mathbb{R}) = \lim_{\longrightarrow S} H_\bullet(G(O_S); \mathbb{R}).
\]

By duality, equation (3) implies that for a fixed \( i \),

\[
H_i(G(O_S); \mathbb{R}) \cong H_i(G(k); \mathbb{R})
\]
for sufficiently large $S$ (depending on $i$). Dualizing the statement again, we see that
\[ H^i(G(k); \mathbb{R}) \sim H^i(G(\mathcal{O}_S); \mathbb{R}) \]
for sufficiently large $S$, whence an isomorphism
\[ H^i(G(k); \mathbb{R}) \sim H^i_{ct}(G_{\infty}; \mathbb{R}). \]
That it can be described as in the theorem can be seen by a discussion analogous to that in Section 4.8 of [11].

3. Some Remarks

3.1. For $G$ anisotropic over $k$, the isomorphism (2) and Theorem 2.1 are proved in [7, XIII, 3.5, 3.9], except that the formulation of (2) is slightly different, since all the cohomology is cuspidal in that case. The argument used to deduce the theorem from (1) is the same as above.

3.2. The first named author proved in [3] the existence of a constant $c(G)$ such that
\[ H^i_{ct}(G_{\infty}; \mathbb{R}) \longrightarrow H^i(\Gamma; \mathbb{R}) \]
is an isomorphism for $i \leq c(G)$ and any arithmetic subgroup $\Gamma$ of $G(k)$. In [4], the result is extended to $S$-arithmetic subgroups and then to $G(k)$ with the same range. The main theorem of [1] shows that in fact, for $S$-arithmetic groups, the range increases with $S$, whence the improvement over the results of [4].

3.3. The proof of equation 2.1(2) consists of two main steps. First it is shown that $H^*_{ct}(\Gamma_S; \mathbb{R})$ is equal to the $L^2$-cohomology of $\Gamma_S$. This relies on [9], which is not yet published. The second and easier step consists in computing the $L^2$-cohomology. It is also carried out in [6].

3.4. The assumption that $G$ is simply connected is probably not essential. In fact, the second step in [6] does not need that assumption. However, the theorem does not extend to connected reductive groups. For instance, $H^*_{ct}(\text{GL}_1(k); \mathbb{R})$ is dual to an exterior algebra over an infinite dimensional vector space, while $H^*_{ct}(G_{\infty}; \mathbb{R})$ is finite dimensional.

4. Application to $\text{SL}_m(k)$

In this section, we study the effect on homology and cohomology of the standard inclusion
\[ j_{m,n} : \text{SL}_m(k) \longrightarrow \text{SL}_n(k). \]
4.1. Let $G_n = \text{SL}_n$ be viewed as an algebraic group over $k$. Then
\begin{equation}
H^*_\text{ct}(G_n, \infty; \mathbb{R}) \cong \bigotimes_{v \in V_\infty} H^*_\text{ct}(\text{SL}_n(k_v); \mathbb{R}).
\end{equation}

It is known that
\begin{equation}
H^*_\text{ct}(\text{SL}_n(k_v); \mathbb{R}) = \begin{cases} 
\Lambda \langle x_n, 5, x_n, 9, \ldots, x_n, 2n-1 \rangle & n \text{ odd}, \\
\Lambda \langle x_n, 5, x_n, 9, \ldots, x_n, 2n-3, e_n \rangle & n \text{ even}.
\end{cases}
\end{equation}

The values of the right-hand side, computed in [2], are
\begin{equation}
H^*_\text{ct}(\text{SU}_n/\text{SO}_n; \mathbb{R}) = \begin{cases}
\Lambda \langle x_n, 3, x_n, 5, \ldots, x_n, 2n-1 \rangle & n \text{ even}.
\end{cases}
\end{equation}

where $\Lambda \langle \rangle$ denotes a graded exterior algebra over the generators listed in $\langle \rangle$, the second subscript of $x_{n,j}$ denotes the degree and $e_n$ is of degree $n$.

4.2. One can easily study the effect of $j^i_{m,n}$, $(m < n)$ using (3), (4). For consistent choices of the generators, we have
\begin{align}
(5) & \quad j^i_{m,n}(x_{n,i}) = x_{m,i} \quad (i \leq 2m - 1), \\
(6) & \quad j^i_{m,n}(x_{n,i}) = 0 \quad (i > 2m - 1), \\
(7) & \quad j^n_{m,n}(e_n) = 0 \quad (n \text{ even}).
\end{align}

Therefore
\begin{equation}
\tilde{j}^i_{m,n}: PH^i_{\text{ct}}(G_n, \infty; \mathbb{R}) \rightarrow PH^i_{\text{ct}}(G_m, \infty; \mathbb{R})
\end{equation}
is an isomorphism if $i$ is odd and $\leq 2m - 1$.

As a corollary, we obtain the following

**Theorem 4.3.** For any field $E$ of characteristic 0,
\begin{itemize}
  \item[(a)] $j^i_{m,n}: PH^i(\text{SL}_n(k); E) \rightarrow PH^i(\text{SL}_m(k); E)$ and
  \item[(b)] $j_{i,m,n}: PH_i(\text{SL}_m(k); E) \rightarrow PH_i(\text{SL}_n(k); E)$ are isomorphisms for $i$ odd, $i \leq 2m - 1$.
  \item[(c)] $j^{2m-1}_{m-1,n}(PH^{2m-1}(\text{SL}_n(k); E)) = \{0\}$.
\end{itemize}

The assertion (a) is a consequence of (8) and 2.1, the assertion (b) follows by duality and (c) from (2.1) and (6), with $m$ replaced by $m - 1$. 
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5. The Rank Conjecture

**Theorem 5.1.** The rank conjecture is true for all number fields.

As recalled in the introduction, we have to prove the two assertions (R1) and (R2) stated there.

By duality and 3.9 in [5], the inclusion $\text{SL}_n(k) \to \text{GL}_n(k)$ induces an isomorphism

$$(1) \quad PH_{2m-1}(\text{SL}_n(k); E) \cong PH_{2m-1}(\text{GL}_n(k); E), \quad (n \gg m \geq 2).$$

Therefore, it suffices to prove (R1) with $\text{GL}$ replaced by $\text{SL}$. Then it follows from 4.3(a).

By duality and (1), (R2) is equivalent to

$$j_{2m-1}^n(PH_{2m-1}(\text{SL}_n(k); E)) = 0 \quad (n \geq m \geq 2),$$

which follows from 4.3(c).

**Remark:** We have given a recent reference for (1) or the dual assertion, but it was known before. For instance, it can be derived from the homology stability of $\text{GL}_n$ proved by Suslin [10] and the fact that (1) is true with $n$ replaced by $\infty$, since both sides are then naturally isomorphic to $K_{2m-1}(k) \otimes E$ by the Milnor-Moore theorem.


The main goal of [11] is to prove (R1), (R2) above for $k \neq \mathbb{Q}$. The proof of (R2) given there is valid for all $k$’s, but it implicitly uses the fact that

$$PH_{2n-1}(\text{GL}_n(k); \mathbb{R}) \cong PH_{2n-1}(\text{SL}_n(k); \mathbb{R})$$

discussed above. Also the proof there made use of Proposition 4.9, which is unnecessary. Once it is known that the map

$$PH_{2n-1}(\text{GL}(k); \mathbb{R}) \to H^{2n-1}(\text{GL}(k); \mathbb{R}) \to H^{2n-1}(\text{GL}_m(k); \mathbb{R})$$

is trivial for $m < n$, the lower rank conjecture follows by duality.

The proof of (R1) for quadratic fields in [11] is not valid, however. First of all, the estimate for $\alpha(J)$ on p. 305 in the imaginary quadratic field case is incorrect. Hence the injectivity assertion for $j^{2n-1}$ on top of p. 305 is not proved for imaginary quadratic fields, and in fact is clearly false for $n = 2$. Even when the injectivity on top of p. 305 holds, the argument in 4.12 in [11], based on 4.9, does not quite give (R1). There is some confusion on the notion of primitive elements. More precisely, a subspace $DH_i$ of $H_i(\text{SL}_n(k); \mathbb{R})$ is defined, which is a supplement to $PH_i(\text{SL}_n(k); \mathbb{R})$. The argument in [11] shows that

$$j_{2m-1,m,n}(H_{2m-1}(\text{SL}_m(k); \mathbb{R}))$$
contains a supplement to $DH_i$, but not necessarily $PH_{2m-1}(\text{SL}_n(k); \mathbb{R})$ itself.

7. Homology of $\text{GL}_n(k)$ In Characteristic Zero

7.1. Given a field $F$ and $n \in \mathbb{N}$, we identify $x \in F^*$ to the diagonal matrix $d(x) \in GL_n(F)$ with all diagonal entries equal to 1, except for the first one, which is equal to $x$. The group $\text{GL}_n(k)$ is the semi-direct product of the subgroup

$$Z = \{ d(x) \mid x \in F^* \}$$

and the normal subgroup $\text{SL}_n(F)$. The group $Z$ operates by inner automorphisms on the cohomology (or homology) of $\text{SL}_n(F)$ and we let $\delta(x)$ be the automorphism so defined. In case $F$ is a topological field, we have similarly an operation $\delta(x)$ on the continuous cohomology. We first determine the $Z$-invariants in $H^{\bullet}(\text{SL}_n(F); \mathbb{R})$, when $F = k, k_v$ ($v \in V_{\infty}$).

We refer to Section 4 (2), (3), (4) for the description of $H^{\bullet}_{ct}(\text{SL}_n(k_v); \mathbb{R})$.

**Lemma 7.2.** We keep the previous notation. Then

\[ H^{\bullet}_{ct}(\text{SL}_n(k_v); \mathbb{R})^{k_v^*} = \begin{cases} H^{\bullet}_{ct}(\text{SL}_n(k_v); \mathbb{R}) & (v \text{ complex or } n \text{ odd}) \\ \Lambda \mathbb{R}\langle x_{n,5}, x_{n,9}, \ldots, x_{n,2n-3} \rangle & (v \text{ real, } n \text{ even}) \end{cases} \]

**Proof.** The spaces $\text{SU}_n/\text{SO}_n$ and $\text{SU}_n$ are deformation retracts of $\text{SL}_n(\mathbb{C})/\text{SL}_n(\mathbb{R})$ and $\text{SL}_n(\mathbb{C})$ respectively. We can therefore replace $\text{SU}_n$ and $\text{SO}_n$ by $\text{SL}_n(\mathbb{C})$ and $\text{SL}_n(\mathbb{R})$ in (2), (3), (4) of Section 4. Note that on the left-hand side of these relations we have the singular cohomology groups of some manifolds, so any connected group of homeomorphisms acts trivially on them. If $v$ is complex, then $k_v^*$ is connected, whence the lemma in that case. The same is true for the group $\mathbb{R}^*_+$ of strictly positive real numbers if $v$ is real so that, in that case, we are reduced to studying the effect of $\delta(-1)$. Since it belongs to $O_m$, we may again use the compact picture.

The map

$$p^*: H^{\bullet}(\text{SU}_n/\text{SO}_n; \mathbb{R}) \rightarrow H^{\bullet}(\text{SU}_n; \mathbb{R})$$

induced by the projection

$$p: \text{SU}_n \rightarrow \text{SU}_n/\text{SO}_n$$

is injective on odd dimensional generators (cf. [2]). Since $p^*$ commutes with $\delta(-1)$, this implies that $\delta(-1)$ acts trivially on the subalgebra of $H^{\bullet}(\text{SU}_n/\text{SO}_n; \mathbb{R})$ generated by the $x_{n,i}$. For $n$ odd, this concludes the proof.
If \( n \) is even, there remains to be seen that
\[
\delta(-1)(e_n) = -e_n.
\]
The class \( e_n \) is the image by transgression in the bundle
\[
SO_n \to SU_n \to SU_n/\SO_n,
\]
of a class \( c_{n-1} \in H^{n-1}(\SO_n; \R) \) and \( \delta(-1) \) commutes with transgression. So we are reduced to showing that
\[
\delta(-1)(c_{n-1}) = -c_{n-1}.
\]
The class \( c_{n-1} \) is the image of a generator \( d_{n-1} \) of \( H^{n-1}(\S^n; \R) \) under the map
\[
q^* : H^\bullet(\S^n; \R) \to H^\bullet(\SO_n; \R)
\]
induced by the projection
\[
q : SO_n \to \S^n.
\]
The projection \( q \) commutes with \( \delta(-1) \) acting by inner automorphism on \( SO_n \) and via \( d(-1) \) on \( \R^n \). Since \( d(-1) \) changes the orientation, our assertion follows.

7.3. For each \( v \in V_\infty \), let \( \sigma_v \) be an associated embedding. When \( v \in V_\R \), \( \sigma_v \) is unique. If \( v \) is complex, then take \( \sigma_v \) to be one of the two conjugate embeddings associated to \( v \). The homomorphism \( \mu \) of Section 2 (1) may be written as a tensor product
\[
\mu = \bigotimes_{v \in V_\infty} \mu_v,
\]
where \( \mu_v \) is the composition
\[
H^\bullet_{ct}(\SL_n(k_v); \R) \to H^\bullet(\SL_n(k_v)^{\delta}; \R) \xrightarrow{c_v^+} H^\bullet(\SL_n(k); \R).
\]
Let
\[
S^\bullet_{n,v} = \mu_v(H^\bullet_{ct}(\SL_n(k_v); \R)^{k_v})
\]
\[
S^\bullet_n = \bigotimes_{v \in V_\infty} S^\bullet_{n,v}.
\]
Then 2.1(1) may be written
\[
H^\bullet(\SL_n(k); \R) \cong S^\bullet_n \otimes \Lambda_k(\mu(e_{n,1}), \ldots, \mu(e_{n,r}))
\]
where \( e_{n,i} \) is the Euler class in the factor associated to \( v_i \), and \( V_\R = \{v_1, \ldots, v_r\} \) is the set of real places, or equivalently real embeddings, of \( k \).
Lemma 7.4. We have the equalities
(a) \( H^\bullet(SL_n(k); \mathbb{R}) \) isomorphic to \( S^\bullet_n \).
(b) \( S^m_n = j^\bullet_{m,n}(H^\bullet(SL_n(k); \mathbb{R})) \) for \( n > m \geq 2 \).

Moreover,
(c) \( j^i_{m,n} : S^i_n \rightarrow S^i_m \) is an isomorphism for \( i \leq 2m - 1 \).

Proof. We note first that
\[
\mu_v \circ \delta(\sigma_v(x)) = \delta(x) \circ \mu_v \quad (v \in V; x \in k^*)
\]
on \( H^\bullet_{ct}(SL_n(k_v); \mathbb{R}) \), as follows from the definition. Let
\[
N = \{ x \in k^* | \sigma_v(x) > 0, v \in V \}, \quad C = k^*/N.
\]
By (2) and the initial remark in the proof of 7.2, \( N \) acts trivially on \( H^\bullet(SL_n(k); \mathbb{R}) \), hence
\[
H^\bullet(SL_n(k); \mathbb{R}) = S^\bullet_n \otimes (\Lambda^\bullet(\mu(e_{1,1}), \ldots, \mu(e_{n,r})))^C.
\]
By weak approximation, \( C = (\mathbb{Z}/2\mathbb{Z})^r \), i.e., given any pattern of signs \( \epsilon_{\sigma_v} | v \in V \), there exists \( x \in k^* \) such that \( \sigma_v(x) = \epsilon_{\sigma_v} \), for \( v \in V \).
Then (2) and 7.2 show that the second factor on the right-hand side of (4) reduces to the constants, and (a) is proved. Now (b) and (c) follow from Section 4 (5), (6), (7).

REMARK: In view of 7.4(b), \( S_m \) has a natural \( \mathbb{Q} \)-structure \( S_{m,\mathbb{Q}} \), namely the image of the rational cohomology of \( SL_n(k) \). We let
\[
S_{m,E} = S_{m,\mathbb{Q}} \otimes E.
\]

Theorem 7.5. We have the isomorphisms
\[
H^\bullet(k^*; H^\bullet(SL_n(k); E)) = H^\bullet(k^*; E) \otimes S^\bullet_{m,E} = H^\bullet(GL_n(k); E).
\]

Proof. The algebra \( H^\bullet(k^*; H^\bullet(SL_n(k); E)) \) is the abutment of a spectral sequence associated to the group extension (see (3))
\[
1 \rightarrow N \rightarrow k^* \rightarrow C \rightarrow 1
\]
in which, as usual,
\[
E^p,q_2 = H^p(C; H^q(N; H^\bullet(SL_n(k); E))).
\]
Since \( N \) acts trivially on \( H^\bullet(SL_n(k); E) \), we have
\[
H^q(N; H^\bullet(SL_n(k); E)) \cong H^q(N; E) \otimes H^\bullet(SL_n(k); E).
\]
The group $C$ is finite and $E$ is of characteristic zero, hence

\begin{equation}
E_2^{p,q} = \begin{cases} 
(H^q(N; E) \otimes H^\bullet(\text{SL}_n(k); E))^C, & p = 0, \\
0, & p \neq 0.
\end{cases}
\end{equation}

But $k^*$ is commutative, hence acts trivially on the cohomology of $N$ and we get

\begin{equation}
E_2^{0,q} = H^q(N; E) \otimes (H^\bullet(\text{SL}_n(k); E))^C.
\end{equation}

Therefore by 7.4 and the remark to 7.4,

\begin{equation}
H^\bullet(k^*; H^\bullet(\text{SL}_n(k); E)) = H^\bullet(N; E) \otimes S_{n,E}.
\end{equation}

The same computation shows that the spectral sequence of (6) for the trivial $k^*$-module $E$ collapses and yields

\begin{equation}
H^\bullet(N; E) = H^\bullet(k^*; E),
\end{equation}

and the first equality follows from (11) and (12).

To prove the second equality, we consider the commutative diagram of extensions

\begin{equation}
\begin{array}{cccccc}
1 & \longrightarrow & \text{SL}_n(k) & \longrightarrow & \text{GL}_n(k) & \longrightarrow & k^* & \longrightarrow & 1 \\
\downarrow & & \downarrow & & \parallel & & \\
1 & \longrightarrow & \text{SL}(k) & \longrightarrow & \text{GL}(k) & \longrightarrow & k^* & \longrightarrow & 1
\end{array}
\end{equation}

where as usual, $\text{SL}(k)$ and $\text{GL}(k)$ are defined to be the inductive limits of $\text{SL}_n(k)$ and $\text{GL}_n(k)$ respectively, and the vertical arrows are natural inclusions.

It is known that the spectral sequence of the second row of (13) is trivial, hence

\[ H^\bullet(\text{GL}(k); E) = H^\bullet(k^*; E) \otimes H^\bullet(\text{SL}(k); E) \]

(see 3.9 in [5]). Lemma 7.4(b) and stability imply that the image of

\[ j_{n,\infty}^* : H^\bullet(\text{SL}(k); E) \rightarrow H^\bullet(\text{SL}_n(k); E) \]

is $S_{n,E}$.

Let $\{E'_p\}$ be the spectral sequence of the first row of (13). Then the previous remark and the first part of 7.5 show that

\[ j_{n,\infty} : E_2^{p,q} \rightarrow E'_2^{p,q} \]

is surjective. Since the first spectral sequence collapses at $E_2$, the same is true for the second one, whence the second part of 7.5.

A priori, there might be an extension problem since we have proved this only for $E_\infty = E_2$. However, since the “fibre factor” $S_{n,E}$ is an
exterior algebra on odd dimensional generators, hence free among graded anti-commutative algebras over $E$, this is not an issue.

**Corollary 7.6.** Let $m, n \in \mathbb{N}$, $m \leq n$. Then

(a) $j_{m,n}^i : H^i(\text{GL}_n(k); E) \to H^i(\text{GL}_m(k); E)$ is surjective for all $i$'s and injective for $i \leq 2m - 1$;

(b) $j_{i,m,n} : H_i(\text{GL}_m(k); E) \to H_i(\text{GL}_n(k); E)$ is injective for all $i$'s and surjective for $i \leq 2m - 1$.

**Proof.** The first assertion follows from 7.4, 7.5, the structure of $S_{\bullet,E}$ given by 7.2 and 4.2. The second one follows from the first by duality.

**Remark 7.7.** We see in particular that $j_{i,m,n}$ is an isomorphism for $i \leq 2m - 1$, which gives a sharper version of the “upper” rank conjecture. We recall that by 3.4 in [10], this is true for any infinite field and any trivial coefficients if $i \leq m$. We also understand that Suslin had conjectured the injectivity of $j_{i,m,n}$ for all $i$'s for infinite fields.
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