ON THE NON-EXISTENCE OF A CYCLIC HOMOLOGY THEORY WITH COEFFICIENTS

G. DONADZE AND M. LADRA

Abstract. We show that one cannot construct a cyclic homology theory with coefficients that would be related to the Hochschild homology by the Connes periodicity exact sequence. We show that this is impossible even if the ideals of a given algebra have been taken as coefficients. Despite this, the cyclic homology with coefficients can be defined by restricting the class of coefficient modules. In particular, if $\gamma : I \to A$ is a crossed module of algebras with $I$ being $H$-unital, then it is possible to define “nice” cyclic homology groups of $A$ with coefficients in $I$.

1. Formulation of a problem

Let $k$ be a commutative unital ring and $A$ be an associative unital algebra over $k$. For any bimodule $M$ over $A$ we have a non-negatively graded complex, called the Hochschild complex,

\[ C_\ast(A, M) := \cdots \to M \otimes A \otimes A \to M \otimes A \to M, \]

where $b$ is the Hochschild boundary and $\otimes = \otimes_k$. The homology groups of $C_\ast(A, M)$ define the Hochschild homologies of $A$ with coefficients in $M$, denoted by $H_n(A, M)$ in general and by $HH_n(A)$, when $M = A$, where $n \geq 0$.

Let $HC_n(A)$, $n \geq 0$, denote the $n$th cyclic homology group of $A$ (see [5] for the definition). The following exact sequence is well known

\[ \cdots \to HH_n(A) \xrightarrow{i_n} HC_n(A) \xrightarrow{s_n} HC_{n-2}(A) \xrightarrow{\delta_{n-2}} HH_{n-1}(A) \xrightarrow{i_{n-1}} \cdots, \]

and is called the Connes periodicity exact sequence (see [1,5]). Denote by $A\mathcal{M}_A$ the category of bimodules over $A$ and by $\text{Mod}$ the category of $k$-modules. Then, according to the aforementioned we have the functors $H_n(A, -) : A\mathcal{M}_A \to \text{Mod}$, $n \geq 0$.

**Question 1.1.** Is it possible to construct functors $HC_n(A, -) : A\mathcal{M}_A \to \text{Mod}$, $n \geq 0$, satisfying the following conditions?

(Q1) there exist natural transformations

\[ \mu_n : H_n(A, -) \to HC_n(A, -), \quad \nu_n : HC_n(A, -) \to HC_{n-2}(A, -) \quad \text{and} \quad \lambda_n : HC_n(A, -) \to H_{n+1}(A, -), \]

such that $\mu_n(A) = i_n$, $\nu_n(A) = s_n$, $\lambda_n(A) = \delta_n$;
(Q2) the following sequence is exact:

\[ \cdots \overset{\lambda_{n-1}}{\longrightarrow} H_n(A, -) \overset{\mu_n}{\longrightarrow} HC_n(A, -) \overset{\nu_n}{\longrightarrow} HC_{n-2}(A, -) \overset{\lambda_{n-2}}{\longrightarrow} H_{n-1}(A, -) \overset{\mu_{n-1}}{\longrightarrow} \cdots \]

In particular, Question 1.1 asks whether or not there exists cyclic homology theory with coefficients. In the very interesting paper [4], this question is studied in a different context. The answer to this question is negative in general (see Section 2), but if one specifies the class of bimodules, then one can define the functors satisfying (Q1) and (Q2). In particular, if an algebra \( A \) is fixed, then for any crossed module of algebras \( \gamma: I \to A \) with \( I \) being \( H \)-unital, one can define the cyclic homology groups \( HC_*(A, I) \) satisfying our requirement (see Proposition 2.7).

2. Non existence of the cyclic homology theory with coefficients

We show that if \( A \) is a polynomial algebra in \( n \) variables, \( n \geq 1 \), then Question 1.1 has negative answer.

Lemma 2.1. Let \( A = k[x_1, \ldots, x_n] \), \( n \geq 1 \). Then there is no natural transformation \( \eta: H_0(A, -) \to H_1(A, -) \) such that \( \eta(A) = \delta_0i_0 \), where \( i_0: HH_0(A) \to HC_0(A) \) and \( \delta_0: HC_0(A) \to HH_1(A) \) are defined from the Connes periodicity exact sequence.

Proof. To prove the lemma, assume the contrary. Then there exists a natural transformation \( \eta: H_0(A, -) \to H_1(A, -) \) such that \( \eta(A) = \delta_0i_0 \). Let \( I \) be an ideal of \( A \) generated by \( x_1, \ldots, x_n \). Denote by \( \sigma \) the natural inclusion \( I \subset A \). Then, we have the following commutative diagram:

\[
\begin{array}{ccc}
H_0(A, I) & \overset{\eta(I)}{\longrightarrow} & H_1(A, I) \\
\downarrow_{H_0(A, \sigma)} & & \downarrow_{H_1(A, \sigma)} \\
H_0(A, A) & \overset{\eta(A)}{\longrightarrow} & H_1(A, A).
\end{array}
\]

Hence, we have the following commutative diagram:

\[
\begin{array}{ccc}
I & \overset{\eta(I)}{\longrightarrow} & H_1(A, I) \\
\downarrow_{\sigma} & & \downarrow_{H_1(A, \sigma)} \\
A & \overset{\eta(A)}{\longrightarrow} & H_1(A, A).
\end{array}
\]

This implies that

\[ (\eta(A) \circ \sigma)(x_1) = (H_1(A, \sigma) \circ \eta(I))(x_1). \]

Since \( \eta(A) = \delta_0i_0 \), \( (\eta(A) \circ \sigma)(x_1) = \overline{1} \otimes x_1 \), where \( \overline{1} \otimes x_1 \) denotes the natural image of \( 1 \otimes x_1 \) in \( H_1(A, A) \). On the other hand,

\[ \text{Im}(H_1(A, \sigma) \circ \eta(I)) \subset \text{Im}(H_1(A, \sigma)) \]

implies that

\[ \overline{1} \otimes x_1 \in \text{Im}(H_1(A, \sigma)). \]

Observe that \( \text{Im}(H_1(A, \sigma)) \) is a submodule of \( H_1(A, A) \) generated by all \( c \otimes a \), where \( c \in I, a \in A \) and \( c \otimes a \) is the natural image of \( c \otimes a \) in \( H_1(A, A) \). Hence, there are
\( c_1, \ldots, c_m \in I \) and \( a_1, \ldots, a_m \in A \) such that
\[
1 \otimes x_1 = \sum_{i=1}^{m} c_i \otimes a_i.
\]
Taking into account the isomorphism between \( H_1(A, A) \) and \( \Omega^1_{A/k} \), we obtain:
\[
dx_1 = \sum_{i=1}^{m} c_i da_i.
\]
Moreover, we have
\[
da_i = \sum_{j=1}^{n} b_{ij} dx_j,
\]
where \( b_{ij} \in A \). Combining the last two equalities, we get:
\[
dx_1 = \sum_{i=1}^{m} \sum_{j=1}^{n} c_i b_{ij} dx_j.
\]
This is a contradiction, since \( c_i b_{ij} \in I \) and \( \Omega^1_{A/k} \) is a free \( A \)-module with basis \( dx_1, \ldots, dx_n \).

\begin{corollary}
Let \( A = \mathbb{k}[x_1, \ldots, x_n] \), \( n \geq 1 \). Then there are no functors satisfying (Q1).
\end{corollary}

\begin{proof}
Assume the contrary and define a natural transformation \( \eta: H_0(A, -) \to H_1(A, -) \) in the following way: \( \eta(M) = \lambda_0(M)\mu_0(M) \) for all \( M \in \mathcal{AM}_A \). So \( \eta(A) = \lambda_0(A)\mu_0(A) = i_0\delta_0 \). But this is a contradiction by Lemma 2.1.
\end{proof}

Corollary 2.2 implies that for \( A = \mathbb{k}[x_1, \ldots, x_n] \), \( n \geq 1 \), Question 1.1 has negative answer. It is even impossible to construct a functor \( HC_0(A, -): \mathcal{AM}_A \to \text{Mod} \) which admits property (Q1).

\begin{example}
Let \( A = \mathbb{k} \). Set \( HC_0(\mathbb{k}, M) = M \) and \( HC_n(\mathbb{k}, M) = 0 \), when \( n \geq 1 \) for all \( M \in \mathcal{AM}_A \). Then, the functors \( HC_n(\mathbb{k}, -): \mathcal{AM}_A \to \text{Mod}, n \geq 0 \), satisfy (Q1) and (Q2).

This trivial example is the only one (known to us) for which Question 1.1 has positive answer. One might ask what happens if in Question 1.1 the source category \( \mathcal{AM}_A \) is replaced by a specific class of bimodules over \( A \). We will consider a few examples regarding this.

Define a category \( \mathcal{A} \) in the following way: \( I \in \text{ob}(\mathcal{A}) \) if \( I \) is an ideal of \( A \), and for any \( I, I' \in \text{ob}(\mathcal{A}) \), \( f: I \to I' \) is a morphism in \( \mathcal{A} \) if \( f \) is \( \mathbb{k} \)-linear map satisfying the following conditions: \( f(ax) = af(x) \) and \( f(xa) = f(x)a \), for all \( a \in A, x \in I \). Then using the same arguments as above one can show that for \( A = \mathbb{k}[x_1, \ldots, x_n] \), \( n \geq 1 \), there are no functors \( HC_m(A, -): \mathcal{A} \to \text{Mod}, m \geq 0 \), satisfying (Q1) and (Q2). This means that we are not able to define cyclic homology groups of \( A \) even if the ideals have been taken as coefficients.

Let \( \mathcal{A}' \) be the full subcategory of \( \mathcal{A} \) consisting of all \( H \)-unital ideals of \( A \). We remind the reader that if \( \mathbb{k} \) is a field, then an algebra \( I \) is \( H \)-unital (see [5]; cf. [6] for the
definition of $H$-unital algebras in the case commutative unital ring) iff the homology groups of the bar complex $C^\mathrm{bar}_*(I)$ are trivial, where

$$C^\mathrm{bar}_*(I) : \cdots \rightarrow I \otimes^{n+1} b' \rightarrow I \otimes^n b' \rightarrow \cdots \rightarrow b' I \otimes 2 b' \rightarrow I,$$

and the differential $b' : I \otimes^{n+1} \rightarrow I \otimes^n$ is given by the formula

$$b'(x_0, x_1, \ldots, x_n) := \sum_{i=0}^{n-1} (-1)^i (x_0, x_1, \ldots, x_i, x_{i+1}, \ldots, x_n).$$

**Proposition 2.4.** Let $k$ be a field and $A$ be a unital algebra over $k$. Then there are functors $HC_n(A, -) : A' \rightarrow \mathrm{Mod}$, $n \geq 0$, satisfying $(Q1)$ and $(Q2)$.

**Proof.** Since the Hochschild and cyclic homologies are defined for non unital algebras (see [5]), we can set $HC_n(A, I) = HC_n(I)$, $n \geq 0$, for any $I \in \mathcal{A}'$. Moreover, by [2] we have a natural isomorphism $H_n(A, I) = HH_n(I)$, for all $H$-unital ideal $I \subset A$. Now the Connes periodicity exact sequence written for $I$,

$$\cdots \rightarrow HH_n(I) \rightarrow HC_n(I) \rightarrow HC_{n-2}(I) \rightarrow HH_{n-1}(I) \rightarrow \cdots,$$

gives the desired result. \hfill \Box

Thus we have proved that one can construct a cyclic homology theory of an algebra $A$ with coefficients in $H$-unital ideals. This is not as strong a result as one would desire, since $H$-unital ideals form a very restrictive class on the one hand, and on the other hand, $HC_*(A, I)$ is nothing but $HC_*(A)$, by Proposition 2.4. In the rest of the paper, we prove that we can construct a cyclic homology theory for a slightly wider class of bimodules over $A$. For this we need to recall the notion of a crossed module of algebras introduced by Ellis [3].

**Definition 2.5.** Let $I$ and $A$ be not necessarily unital algebras. Then, an algebra homomorphism $\gamma : I \rightarrow A$ is called a crossed module of algebras, if $I$ is equipped with bimodule structure over $A$ and the following conditions hold:

$$\gamma(ax) = a\gamma(x), \quad \gamma(xa) = \gamma(x)a,$$

$$\gamma(x)x' = xx' = x\gamma(x'), \quad \text{(Peiffer Identity),}$$

for all $a \in A$, $x, x' \in I$.

Let $\gamma : I \rightarrow A$ be a crossed module of algebras. Define a homomorphism of complexes $\gamma_* : C_*(I, I) \rightarrow C_*(A, I)$:

$$\gamma_n(x_0, x_1, \ldots, x_n) = (x_0, \gamma(x_1), \ldots, \gamma(x_n)),$$

for all $x_0, \ldots, x_n \in I$.

**Proposition 2.6.** Let $k$ be a field and $I$ be an $H$-unital algebra over $k$. Then $\gamma_*$ is a quasi-isomorphism for any crossed module of algebras $\gamma : I \rightarrow A$.

We will prove this proposition in the next section. As a result, we obtain that if $k$ is a field and $A$ is unital over $k$, then there is a natural isomorphism $H_n(A, I) = HH_n(I)$, $n \geq 0$, for any crossed module of algebras $\gamma : I \rightarrow A$ with $I$ being $H$-unital.

Define a category $B$ in the following way: $I \in \mathrm{ob}(B)$ if there is a crossed module of algebras $\gamma : I \rightarrow A$. Moreover, for any two crossed module of algebras $\gamma : I \rightarrow A$ and
\( \gamma': I' \to A \), a \( k \)-linear map \( f: I \to I' \) is a morphism in \( B \) if it preserves the bimodule structure over \( A \) and the following diagram is commutative:

\[
\begin{array}{ccc}
I & \xrightarrow{\gamma} & A \\
\downarrow f & & \downarrow 1_A \\
I' & \xrightarrow{\gamma'} & A.
\end{array}
\]

Denote by \( B' \) the full subcategory of \( B \) consisting of all \( I \in \text{ob}(B) \) such that \( I \) is an \( H \)-unital algebra.

**Proposition 2.7.** Let \( k \) be a field and \( A \) be a unital algebra over \( k \). Then there are functors \( HC_n(A, -): B' \to \text{Mod} \), \( n \geq 0 \), satisfying (Q1) and (Q2).

**Proof.** For any \( I \in \text{ob}(B) \), set \( HC_n(A, I) = HC_n(I) \), \( n \geq 0 \). By Proposition 2.6, we can use the same arguments as in Proposition 2.4.

We end this section by giving examples of crossed modules of algebras \( \gamma: I \to A \), where \( I \) is \( H \)-unital but not an ideal in \( A \).

**Example 2.8.** Let \( k \) be a field and \( l \geq 2 \), where \( l \) is an integer. Denote by \( J \) the augmentation ideal of the algebra \( k[t, t^{1/l}, t^{1/l^2}, \ldots] \). In other words, \( J \) is the augmentation ideal of the semigroup algebra \( k[T] \), where \( T \) is the additive semigroup generated by \( 1, 1/l, 1/l^2, \ldots \). Set \( I = J/tJ \). In [6], it is proved that \( I \) is an \( H \)-unital algebra with non trivial annihilator, in particular \( \text{Ann}(I) = (t\mathbb{Z}[t] + tJ)/tJ \). Set \( A = k \oplus (I/\text{Ann}(I)) \) and define multiplication in \( A \) by \( (k_1, x_1)(k_2, x_2) = (k_1 k_2, k_1 x_2 + k_2 x_1 + x_1 x_2) \) for each \( k_1, k_2 \in k, x_1, x_2 \in I/\text{Ann}(I) \). Then \( A \) is unital and the natural homomorphism \( \gamma: I \to A \), given by \( x \mapsto (0, x) \), is a crossed module of algebras. It is clear that \( \gamma \) is not injective, since \( \text{Ker} \gamma = \text{Ann}(I) \neq 0 \). Furthermore, it can be checked that no ideal in \( A \) is isomorphic to \( I \).

**Example 2.9.** Let \( \gamma: I \to A \) be defined as in Example 2.8. Then the natural map \( I^{\times n} \to A^{\times n}, n \geq 1 \), is a crossed module of algebras, where \( I^{\times n} \) is \( H \)-unital algebra and no ideal in \( A^{\times n} \) is isomorphic to \( I^{\times n} \).

**Example 2.10.** Let \( \gamma: I \to A \) be defined as in Example 2.8. Then the natural map \( M_n(I) \to M_n(A) \) is a crossed module of algebras, where \( M_n(I) \) and \( M_n(A) \) denote the ring of \( n \times n \) matrices over \( I \) and \( A \). Moreover, \( M_n(I) \) is \( H \)-unital algebra and no ideal in \( M_n(A) \) is isomorphic to \( M_n(I) \).

### 3. Proof of Proposition 2.6

In this section, \( k \) is supposed to be a field.

Let \( I \) be an algebra. For any submodule \( N \),

\[ N \subset \text{Ann}(I) = \{ x \in I \mid xy = 0 = yx, \text{ for all } y \in I \}, \]

we have a crossed module of algebras \( \tau: I \to I/N \) defined by natural projection. The following lemma is a special case of Proposition 2.6.

**Lemma 3.1.** If \( I \) is an \( H \)-unital algebra, then \( \tau_*: C_*(I, I) \to C_*(I/N, I) \) is a quasi-isomorphism.
Proof. Since \( \tau_* \) is onto, it suffices to show that \( \text{Ker} \, \tau_* \) is acyclic. Clearly, \( \text{Ker} \, \tau_0 = 0 \) and for \( n \geq 1 \),

\[
\text{Ker} \, \tau_n = \text{linear span of } \{ x_0 \otimes x_1 \otimes \cdots \otimes x_n \in I^{\otimes n+1} \mid \text{at least one } x_i \in N, 1 \leq i \leq n \}.
\]

Consider the following filtration of \( \text{Ker} \, \tau_n \): \( F_0(\text{Ker} \, \tau_n) = 0 \), \( F_p(\text{Ker} \, \tau_n) = \text{Ker} \, \tau_n \) when \( p \geq n \) and

\[
F_p(\text{Ker} \, \tau_n) = \text{linear span of } \{ x_0 \otimes x_1 \otimes \cdots \otimes x_n \in I^{\otimes n+1} \mid \exists i, i \in \{ n-p+1, \ldots, n \} \text{ such that } x_i \in N \},
\]

when \( p \in \{1, \ldots, n\} \). This defines a filtration of the complex \( \text{Ker} \, \tau_* \). We show that the spectral sequence induced by this filtration is trivial at first level, i.e., the homology groups of the following complex

\[
\cdots \leftarrow b_{p} F_{p}(\text{Ker} \, \tau_{n-1})/F_{p-1}(\text{Ker} \, \tau_{n-1}) \leftarrow b_{p} F_{p}(\text{Ker} \, \tau_{n})/F_{p-1}(\text{Ker} \, \tau_{n}) \leftarrow b_{p} \cdots
\]

are trivial for all \( p \geq 1 \).

Let \( X \subset N \) be a basis of \( N \) over \( k \) and \( Y \subset I \setminus N \) be a basis of \( I/N \) over \( k \). Assume that \( w \in F_p(\text{Ker} \, \tau_n) \) and \( b(w) \in F_{p-1}(\text{Ker} \, \tau_{n-1}) \) for \( n \geq 1 \) and \( p \in \{1, \ldots, n\} \). Then,

\[
w = \sum_{j=1}^{m} w_{0j} \otimes x_{n-p+1} j \otimes x_{n-p+2} j \otimes \cdots \otimes x_{nj} + w',
\]

where \( w' \in F_{p-1}(\text{Ker} \, \tau_n) \), \( w_{0j} \in I^{\otimes n-p+1} \), \( x_{n-p+1} j \in X \), \( x_{ij} \in Y \) when \( i > n-p+1 \) and

\[
(x_{n-p+1} j, x_{n-p+2} j, \ldots, x_{nj}) \neq (x_{n-p+1} j', x_{n-p+2} j', \ldots, x_{nj'}), \ j \neq j'.
\]

Since \( N \subset \text{Ann}(I) \), we obtain:

\[
b(w) = \sum_{j=1}^{m} b'(w_{0j}) \otimes x_{n-p+1} j \otimes x_{n-p+2} j \otimes \cdots \otimes x_{nj} + w'',
\]

where \( b' \) is the differential of the bar complex \( C^\text{bar}_* (I/N) \) and \( w'' \in F_{p-1}(\text{Ker} \, \tau_{n-1}). \) Since \( b(w) \in F_{p-1}(\text{Ker} \, \tau_{n-1}) \), it follows that \( b'(w_{0j}) = 0 \) for all \( j \in \{1, \ldots, m\} \). Hence there exists \( v_j \in I^{\otimes n-p+2} \) such that \( b'(v_j) = w_{0j} \). Set

\[
\bar{w} = \sum_{j=1}^{m} v_j \otimes x_{n-p+1} j \otimes x_{n-p+2} j \otimes \cdots \otimes x_{nj}.
\]

Observe that \( \bar{w} \in F_p(\text{Ker} \, \tau_{n+1}) \) and \( b(\bar{w}) \in w + F_{p-1}(\text{Ker} \, \tau_n) \), which implies that every cycle of the aforementioned complex is a boundary. \( \square \)

Definition 3.2. Let \( C^\text{bar}_* (I/N, I) \) be a non negatively graded complex defined in the following way:

\[
C^\text{bar}_* (I/N, I) := \cdots \xrightarrow{b'} I \otimes (I/N)^{\otimes 2} \xrightarrow{b'} I \otimes (I/N) \xrightarrow{b'} I,
\]

where

\[
b'(x, y_1, \ldots, y_n) := (xy_1, y_2, \ldots, y_n) + \sum_{i=1}^{n-1} (-1)^i (x, y_1, \ldots, y_i y_{i+1}, \ldots, y_n),
\]

and

\[
\bar{w} = \sum_{j=1}^{m} v_j \otimes x_{n-p+1} j \otimes x_{n-p+2} j \otimes \cdots \otimes x_{nj}.
\]

Observe that \( \bar{w} \in F_p(\text{Ker} \, \tau_{n+1}) \) and \( b(\bar{w}) \in w + F_{p-1}(\text{Ker} \, \tau_n) \), which implies that every cycle of the aforementioned complex is a boundary. \( \square \)
Lemma 3.4. Define a homomorphism of complexes \( \tau'_n : \bar{C}^\bar{k}(I) \to \bar{C}^\bar{k}(I/N, I) \),
\[
\tau'_n(x_0, x_1, \ldots, x_n) = (x_0, \tau(x_1), \ldots, \tau(x_n)),
\]
for all \( x_0, \ldots, x_n \in I \).

**Lemma 3.3.** If \( I \) is \( H \)-unital algebra, then \( \tau'_n : \bar{C}^\bar{k}(I) \to \bar{C}^\bar{k}(I/N, I) \) is a quasi-isomorphism.

**Proof.** Since this lemma can be proved essentially in the same way as the previous one, we omit its proof. \( \square \)

Let \( \gamma : I \to A \) be a crossed module of algebras. The Peiffer Identity implies \( \text{Ker} \gamma \subseteq \text{Ann}(I) \). Set \( N = \text{Ker} \gamma \). Since \( \mathbf{k} \) is a field, \( C^*_{\text{c}}(I/N, I) \) can be considered as subcomplex of \( C^*_{\text{c}}(A, I) \).

Let \( X \subseteq I/N \) be a basis of \( I/N \) over \( \mathbf{k} \) and \( Y \subseteq A \setminus (I/N) \) a basis of \( A/(I/N) \) over \( \mathbf{k} \). Assume that \( x_0 \otimes x_1 \otimes \cdots \otimes x_n \in I \otimes A^{\otimes n} \) is such that \( x_i \in X \cup Y \) for all \( i \), \( i \in \{1, \ldots, n\} \), \( x_0 \in I \) and \( x_0 \neq 0 \). We introduce a notation \( l := l(x_0 \otimes x_1 \otimes \cdots \otimes x_n) \) defined as follows: \( l = 0 \) if \( x_i \in Y \) for all \( i \), \( i \in \{1, \ldots, n\} \), and if there exists \( i \geq 1 \) such that \( x_i \in X \) then \( l = \max \{ i | x_1, \ldots, x_i \in X \text{ and } x_{i+1} \in Y \} \).

For any non trivial \( w \in C^*_{\text{c}}(A, I) \) we have
\[
w = \sum_{j=1}^{m} x_{0j} \otimes x_{1j} \otimes \cdots \otimes x_{nj},
\]
where \( x_{0j} \in I \), \( x_{0j} \neq 0 \), \( x_{ij} \in X \cup Y \) and
\[
(x_{1j}, x_{2j}, \ldots, x_{nj}) \neq (x_{1j'}, x_{2j'}, \ldots, x_{nj'}), \quad j \neq j'.
\]
Define \( l(w) \) as follows:
\[
l(w) = \min_j \{l(x_{0j} \otimes x_{1j} \otimes \cdots \otimes x_{nj})\}.
\]
Clearly if \( l(w) = n \), then \( w \in C^*_{\text{c}}(I/N, I) \). We need the following lemma.

**Lemma 3.4.** If \( w \in C^*_{\text{c}}(A, I) \) is such that \( b(w) \in C_{n-1}(I/N, I) \) and \( l(w) < n \), then either \( w \in \text{Im} \ b \) or there exists \( w' \in C^*_{\text{c}}(A, I) \) such that \( l(w') > l(w) \) and \( w - w' \in \text{Im} \ b \).

**Proof.** Without loss of generality, we can assume that
\[
w = \sum_{j=1}^{m_1} x_{0j} \otimes x_{1j} \otimes \cdots \otimes x_{nj} + \sum_{j=m_1+1}^{m} x_{0j} \otimes x_{1j} \otimes \cdots \otimes x_{nj} = w_1 + w_2,
\]
where \( l(w) = l(x_{0j} \otimes x_{1j} \cdots \otimes x_{nj}) \) when \( 1 \leq j \leq m_1 \) and \( l(w) < l(x_{0j} \otimes x_{1j} \cdots \otimes x_{nj}) \) when \( j > m_1 \). One has:
\[
w_1 = \sum_{j=1}^{m_1} x_{0j} \otimes x_{1j} \otimes \cdots \otimes x_{nj} = \sum_{s=1}^{m_2} w_{0s} \otimes x_{l+1} s \otimes \cdots \otimes x_{ns},
\]
where \( w_{0s} \in I \otimes (I/N)^{\otimes l} \), \( l = l(w) \) and \( (x_{l+1} s, \ldots, x_{ns}) \neq (x_{l+1} s', \ldots, x_{ns'}) \) when \( s \neq s' \). Since \( b(w') \in C^*_{n-1}(I/N, I) \), either \( b(w) = 0 \) or \( b(w) = n - 1 \). One can verify that
\[
(3.1) \quad \text{either } b(w) - \sum_{s=1}^{m_2} b'(w_{0s}) \otimes x_{l+1} s \otimes \cdots \otimes x_{ns} = 0 \text{ or}
\]

for all \( x \in I, y_1, \ldots, y_n \in I/N \).
Assume that there exists $s$, $1 \leq s \leq m_2$, such that $b'(w_{0s}) \neq 0$. Then

$$l \left( b(w) - \sum_{s=1}^{m_2} b'(w_{0s}) \otimes x_{l+1}^s \otimes \cdots \otimes x_{ns} \right) > l(w) - 1.$$ 

On the other hand, the following equality

$$\sum_{s=1}^{m_2} b'(w_{0s}) \otimes x_{l+1}^s \otimes \cdots \otimes x_{ns} = b(w) - \left( b(w) - \sum_{s=1}^{m_2} b'(w_{0s}) \otimes x_{l+1}^s \otimes \cdots \otimes x_{ns} \right),$$

and (3.1) implies that

$$l \left( \sum_{s=1}^{m_2} b'(w_{0s}) \otimes x_{l+1}^s \otimes \cdots \otimes x_{ns} \right) = l(w) - 1,$$

that is, a contradiction. Hence $b'(w_{0s}) = 0$ for all $s$, $1 \leq s \leq m_2$. By Lemma 3.3, there exists $v_s \in I \otimes (I/N) \otimes l^{+1}$ such that $b'(v_s) = w_{0s}$. Set

$$\overline{w} = \sum_{s=1}^{m_2} v_s \otimes x_{l+1}^s \otimes \cdots \otimes x_{ns}.$$ 

Then either $b(\overline{w}) = w$ or $l(b(\overline{w}) - w) > l(w)$. 

**Proof of Proposition 2.6.** Using Lemma 3.1, it suffices to show that $C_*(I/N, I)$ and $C_*(A, I)$ are quasi-isomorphic. Let $\tilde{C}_*(A, I)$ be a complex defined from the following short exact sequence:

$$0 \longrightarrow C_*(I/N, I) \longrightarrow C_*(A, I) \longrightarrow \tilde{C}_*(A, I) \longrightarrow 0.$$ 

Our aim is to show that $\tilde{C}(A, I)$ is acyclic. Let $w \in C_n(A, I)$, $b(w) \in C_{n-1}(I/N, I)$ and $l(w) < n$. By Lemma 3.4, either $w \in \text{Im} b$ or there exists $w' \in C_n(A, I)$ such that $l(w') = n$ and $w - w' \in \text{Im} b$. In other words, if $w \in C_n(A, I)$, $b(w) \in C_{n-1}(I/N, I)$ and $w \notin C_n(I/N, I)$, then either $w \in \text{Im} b$ or there exists $w' \in C_n(I/N, I)$ such that $w - w' \in \text{Im} b$. This means that every cycle of the complex $\tilde{C}_*(A, I)$ is a boundary. 
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