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Abstract. This paper is devoted to the characterization of the lack of compactness of the Sobolev embedding of $H^N(\mathbb{R}^{2N})$ into the Orlicz space using Fourier analysis. The approach adopted in this paper is strikingly different from the one used in 2D in [4,6,7], which consists in tracking the large values of the sequences considered. The analysis we employ in this work is inspired by the strategy of P. Gérard in [13] and is based on the notion introduced in [8] of being log-oscillating with respect to a scale.

1. Introduction and statement of the results

1.1. Setting of the problem and main result. We are interested in the nonhomogeneous Sobolev space $H^N(\mathbb{R}^{2N})$ which consists of functions $u$ in $L^2(\mathbb{R}^{2N})$ such that

$$\|u\|^2_{H^N(\mathbb{R}^{2N})} := \int_{\mathbb{R}^{2N}} (1 + |\xi|^2)^N |\hat{u}(\xi)|^2 d\xi < \infty,$$

where $\hat{u}$ denotes the Fourier transform of $u$:

$$\hat{u}(\xi) := \int_{\mathbb{R}^{2N}} e^{-ix \cdot \xi} u(x) \, dx,$$

with $x \cdot \xi$ the inner product on $\mathbb{R}^{2N}$. It is well known that $H^N(\mathbb{R}^{2N})$ is continuously embedded in all Lebesgue spaces $L^p(\mathbb{R}^{2N})$ for $2 \leq p < \infty$, but not in $L^\infty(\mathbb{R}^{2N})$. On the other hand, it is also known that $H^N(\mathbb{R}^{2N})$ embeds in $L(\mathbb{R}^{2N})$, where $L(\mathbb{R}^{2N})$ denotes the Orlicz space associated to the function $\phi(s) = e^{s^2} - 1$. Recall that the Orlicz spaces are defined as follows:

Definition 1.1. Let $\phi : \mathbb{R}^+ \to \mathbb{R}^+$ be a convex increasing function such that

$$\phi(0) = 0 = \lim_{s \to 0^+} \phi(s), \quad \lim_{s \to \infty} \phi(s) = \infty.$$

We say that a measurable function $u : \mathbb{R}^d \to \mathbb{C}$ belongs to $L^\phi$ if there exists $\lambda > 0$ such that

$$\int_{\mathbb{R}^d} \phi\left(\frac{|u(x)|}{\lambda}\right) \, dx < \infty.$$

We denote then

$$\|u\|_{L^\phi} = \inf \left\{ \lambda > 0, \quad \int_{\mathbb{R}^d} \phi\left(\frac{|u(x)|}{\lambda}\right) \, dx \leq 1 \right\}.$$
The Sobolev embedding
\[ H^N(\mathbb{R}^{2N}) \hookrightarrow \mathcal{L}(\mathbb{R}^{2N}), \]
(1.3)
stems immediately from the following sharp Moser–Trudinger type inequalities (see [1, 2, 23, 24] for further details):

**Proposition 1.2.**
\[ \sup_{\|u\|_{H^N(\mathbb{R}^{2N})} \leq 1} \int_{\mathbb{R}^{2N}} \left( e^{\beta_N |u(x)|^2} - 1 \right) dx < \infty, \]
where \( \beta_N = \frac{2N\pi^{2N}}{\omega_{2N-1}} \), with \( \omega_{2N-1} = \frac{2\pi^N}{(N-1)!} \) the measure of the sphere \( S^{2N-1} \).

The aim of this paper is to describe the lack of compactness of the Sobolev embedding of \( H^N(\mathbb{R}^{2N}) \) into \( \mathcal{L}(\mathbb{R}^{2N}) \). In [4, 6, 7], the authors studied this question in the two-dimensional (2D) particular case and characterized the lack of compactness by means of an asymptotic decomposition in terms of generalizations of the following example by Moser (\([20–22]\)):

\[
\begin{align*}
f_{\alpha_n}(x) &= \begin{cases} 
\sqrt{\frac{\alpha_n}{2\pi}} & \text{if } |x| \leq e^{-\alpha_n}, \\
-\frac{\log |x|}{\sqrt{2\alpha_n \pi}} & \text{if } e^{-\alpha_n} \leq |x| \leq 1, \\
0 & \text{if } |x| \geq 1,
\end{cases}
\end{align*}
\]
where \( (\alpha_n) \) is a sequence of positive real numbers going to infinity. In order to state in a clear way the corresponding result, let us introduce some notations as in [7].

**Definition 1.3.** We shall designate by a scale any sequence \( \alpha := (\alpha_n) \) of positive real numbers going to infinity, by a core any sequence \( x := (x_n) \) of points in \( \mathbb{R}^{2N} \) and by a profile any function \( \varphi \) belonging to \( L^2(\mathbb{R}^+ \) ). Given two scales \( \alpha, \tilde{\alpha} \), two cores \( \tilde{x}, \tilde{x} \) and two profiles \( \varphi, \tilde{\varphi} \), we shall say that the triplets \( (\alpha, \tilde{x}, \varphi) \) and \( (\tilde{\alpha}, \tilde{x}, \tilde{\varphi}) \), are orthogonal if

\[ \left| \log \left( \frac{\tilde{\alpha}_n}{\alpha_n} \right) \right| \xrightarrow{n \to \infty} \infty, \]

or \( \tilde{\alpha}_n = \alpha_n \) and

\[ -\frac{\log |x_n - \tilde{x}_n|}{\alpha_n} \xrightarrow{n \to \infty} a \in [-\infty, +\infty[, \]

with in the case when \( a \in ]0, +\infty[ \) \( \psi \) or \( \tilde{\psi} \) null for \( s < a \), where \( \psi(s) := \int_0^s \varphi(t) dt \) and \( \tilde{\psi}(s) := \int_0^s \tilde{\varphi}(t) dt \).

In [7], the following result is proved.

**Theorem 1.4.** Let \((u_n)\) be a bounded sequence in \( H^1(\mathbb{R}^2) \) such that
\[ u_n \rightharpoonup 0 \quad \text{in} \quad H^1(\mathbb{R}^2), \quad n \to \infty, \]
(1.7)
\[ \limsup_{n \to \infty} \|u_n\|_{\mathcal{L}} = A_0 > 0 \quad \text{and} \]
(1.8)
Then, up to a subsequence extraction, there exists a sequence of scales \((\alpha^{(j)})\), a sequence of cores \((x^{(j)})\) and a sequence of profiles \((\varphi^{(j)})\) such that the triplets \((\alpha^{(j)}, x^{(j)}, \varphi^{(j)})\) are pairwise orthogonal in the sense of Definition 1.3 and, we have for all \(\ell \geq 1\),

\[
\lim_{n \to \infty} \|r^{(\ell)}_n\|_{L^\infty} \to 0,
\]

where \(\psi^{(j)}(s) := \int_0^s \varphi^{(j)}(t) \, dt\). Moreover for all \(\ell \geq 1\), we have the following orthogonality equality

\[
\|\nabla u_n\|_{L^2(\mathbb{R}^2)}^2 = \sum_{j=1}^{\ell} \|\varphi^{(j)}\|_{L^2(\mathbb{R}_+)}^2 + \|\nabla r^{(\ell)}_n\|_{L^2(\mathbb{R}^2)}^2 + o(1), \quad n \to \infty.
\]

Remarks 1.5.

- The example by Moser reads as

\[
f_{\alpha_n}(x) = \sqrt{\frac{\alpha_n}{2\pi}} L \left( \frac{-\log |x|}{\alpha_n} \right),
\]

where

\[
L(s) = \begin{cases} 
0 & \text{if } s \leq 0, \\
s & \text{if } 0 \leq s \leq 1, \\
1 & \text{if } s \geq 1.
\end{cases}
\]

- It was shown in [8] that the sequence \((f_{\alpha_n})\) can be written under the form:

\[
f_{\alpha_n}(x) = \tilde{f}_{\alpha_n}(x) + r_n(x),
\]

with \(\|\nabla r_n\|_{L^2} \xrightarrow{n \to \infty} 0\) and

\[
(1.12) \quad \tilde{f}_{\alpha_n}(x) = \frac{1}{(2\pi)^2} \sqrt{\frac{2\pi}{\alpha_n}} \int_{\mathbb{R}^2} e^{i \cdot \xi} \frac{1}{|\xi|^2} \varphi \left( \frac{\log |\xi|}{\alpha_n} \right) d\xi,
\]

where \(\varphi(\eta) = 1_{[0,1]}(\eta)\).

Let us point out that the strategy adopted in [7] to build the asymptotic decomposition in terms of generalizations of the example by Moser concentrated around cores is based on capacity arguments and uses in a crucial way the fact that the Schwarz symmetrization minimizes the energy (for more details, we refer the reader to [17,19] and references therein). As the Schwarz symmetrization process does not allow to control the \(H^N\)-norm when \(N > 1\), the method developed in [7] does not apply to higher dimensions.
The strategy we adopt here to describe the lack of compactness of the Sobolev embedding (1.3) in the 2ND general case is rather inspired by the approach of P. Gérard in [13] which is based on Fourier analysis. However, unlike the framework studied by P. Gérard, the elements which are responsible of the lack of compactness of (1.3) are spread in frequency. We are therefore led to revisit the method of P. Gérard to address that issue.

Note that the description of the lack of compactness in other critical Sobolev embeddings was achieved in [5, 10, 13, 14] and has been at the origin of several developments such as regularity results for Navier–Stokes systems in [9, 12], qualitative study of nonlinear evolution equations in [3, 16, 18, 26] or estimate of the life span of focusing semi-linear dispersive evolution equations in [15]. Further applications of the characterization of the lack of compactness in critical Sobolev embeddings are available in the elliptic framework. Among others, one can mention [11, 20, 21, 25].

The main purpose of this paper is to establish the following theorem:

**Theorem 1.6.** Let \((u_n)\) be a bounded sequence in \(H^N(\mathbb{R}^{2N})\) such that

\[(1.13) \quad u_n \rightharpoonup 0 \quad \text{in} \quad H^N(\mathbb{R}^{2N}), \quad n \to \infty,\]

\[(1.14) \quad \limsup_{n \to \infty} \|u_n\|_{L^\infty} = A_0 > 0 \quad \text{and}\]

\[(1.15) \quad \lim_{R \to \infty} \limsup_{n \to \infty} \int_{|x| \geq R} |u_n|^2 \, dx = 0.\]

Then, there exists a sequence of scales \((\alpha^{(j)})\), a sequence of cores \((x^{(j)})\) and a sequence of profiles \((\varphi^{(j)})\) such that the triplets \((\alpha^{(j)}, x^{(j)}, \varphi^{(j)})\) are pairwise orthogonal in the sense of Definition 1.3 and such that, up to a subsequence extraction, we have for all \(\ell \geq 1,

\[(1.16) \quad u_n(x) = \sum_{j=1}^\ell \frac{C_N}{\alpha_n^{(j)}} \int_{|\xi| \geq 1} \frac{e^{i(x-x_n^{(j)} \cdot \xi)}}{|\xi|^{2N}} \varphi^{(j)} \left( \frac{\log |\xi|}{\alpha_n^{(j)}} \right) d\xi + r^{(\ell)}_n(x),\]

with \(C_N = \frac{1}{(2\pi)^N \sqrt{\omega_{2N-1}}}\) and \(\limsup_{n \to \infty} \|r^{(\ell)}_n\|_{L^\infty} \xrightarrow{\ell \to \infty} 0.\)

Moreover for all \(\ell \geq 1\), we have the following stability estimates

\[(1.17) \quad \|u_n\|_{H^N(\mathbb{R}^{2N})}^2 = \sum_{j=1}^\ell \|\varphi^{(j)}\|_{L^2(\mathbb{R}^+)}^2 + \|r^{(\ell)}_n\|_{H^N(\mathbb{R}^{2N})}^2 + o(1), \quad n \to \infty.\]

The following proposition the proof of which is postponed to Appendix A.2 allows us to relate in the 2D case Theorem 1.6 to Theorem 1.4.

**Proposition 1.7.** Let \((\alpha_n)_{n \geq 0}\) be a scale in the sense of Definition 1.3 and \(\varphi\) in \(L^2(\mathbb{R}^+).\) Set with the notation of Theorem 1.6

\[g_n(x) := \frac{C_N}{\sqrt{\alpha_n}} \int_{|\xi| \geq 1} \frac{e^{i x \cdot \xi}}{|\xi|^{2N}} \varphi \left( \frac{\log |\xi|}{\alpha_n} \right) d\xi.\]
Then
\[ g_n(x) = \tilde{C}_N \sqrt{\alpha_n} \psi \left( \frac{-\log |x|}{\alpha_n} \right) + t_n(x), \]
with \( \psi(y) = \int_0^y \varphi(t) \, dt \), \( \tilde{C}_N = \frac{\sqrt{\omega_{2N-1}}}{(2\pi)^N} \) and \( \|t_n\|_{L} \xrightarrow{n \to \infty} 0 \).

By this proposition, one can write the elementary concentrations
\[ f_n^{(j)}(x) := \frac{C_N}{\sqrt{\alpha_n}} \int_{|\xi| \geq 1} \frac{e^{i(x - x_n^{(j)}) \cdot \xi}}{|\xi|^{2N}} \varphi^{(j)} \left( \frac{\log |\xi|}{\alpha_n^{(j)}} \right) \, d\xi, \]
under the form
\[ f_n^{(j)}(x) = \tilde{C}_N \sqrt{\alpha_n^{(j)}} \psi^{(j)} \left( \frac{-\log |x - x_n^{(j)}|}{\alpha_n^{(j)}} \right) + t_n^{(j)}(x), \]
where \( \tilde{C}_N = \frac{\sqrt{\omega_{2N-1}}}{(2\pi)^N} \) and \( \|t_n^{(j)}\|_{L} \xrightarrow{n \to \infty} 0 \). This allows us to view Theorem 1.6 as a generalization of Theorem 1.4.

Remarks 1.8.

- Arguing exactly as in the proof of Proposition 1.15 in [4] and making use of (1.4) and (1.20), we can prove that the elementary concentrations \( f_n^{(j)} \) satisfy
\[ \lim_{n \to \infty} \|f_n^{(j)}\|_{L} = \frac{1}{\sqrt{\beta_N}} \max_{s > 0} \frac{|\psi^{(j)}(s)|}{\sqrt{s}}, \]
where \( \psi^{(j)}(s) := \int_0^s \varphi^{(j)}(t) \, dt \).

- Note that the elementary concentrations \( f_n^{(j)} \) defined above by (1.19) belong to \( H^N(\mathbb{R}^{2N}) \) while a priori the generalizations of the example by Moser:
\[ \tilde{C}_N \sqrt{\alpha_n^{(j)}} \psi^{(j)} \left( \frac{-\log |x - x_n^{(j)}|}{\alpha_n^{(j)}} \right) \]
only belong to \( H^1(\mathbb{R}^{2N}) \).

- The hypothesis of compactness at infinity (1.15) is crucial: it allows to avoid the loss of Orlicz norm at infinity; without this assumption, the result is not true.

- Note also that the lack of compactness of the Sobolev embedding (1.3) was studied in the radial framework for the 4D case in [10] by tracking the large values of the sequences studied.

1.2. Layout of the paper. The paper is organized as follows: in Section 2, we recall some useful results about profile decompositions. The proof of Theorem 1.6 is addressed in Section 3. In Appendix A, we establish Proposition 1.7 and highlight the connection between Orlicz space and some space involved in the proof of Theorem 1.6.

We mention that the letter \( C \) will be used to denote an absolute constant which may vary from line to line. We also use \( A \lesssim B \) to denote an estimate of the form
$A \leq CB$ for some absolute constant $C$. For simplicity, we shall also still denote by $(u_n)$ any subsequence of $(u_n)$ and designate by $o(1)$ any sequence which tends to 0 as $n$ goes to infinity.

2. Background material

Let us start by introducing the notions of being log-oscillating with respect to a scale and of being log-unrelated to any scale, which are a natural adaptation to our setting of the vocabulary of P. Gérard in [13].

**Definition 2.1.** Let $v := (v_n)_{n \geq 0}$ be a bounded sequence in $L^2(\mathbb{R}^d)$ and $\alpha := (\alpha_n)_{n \geq 0}$ be a sequence of positive real numbers.

- The sequence $v$ is said $\alpha$-log-oscillating if
  \[
  \limsup_{n \to \infty} \left( \int_{|\xi| \leq e^{\alpha n}} |\hat{v}_n(\xi)|^2 d\xi + \int_{|\xi| \geq e^{R_n}} |\hat{v}_n(\xi)|^2 d\xi \right) \xrightarrow{R \to \infty} 0.
  \]

- The sequence $v$ is said log-unrelated to the scale $\alpha$ if for any real numbers $b > a > 0$
  \[
  \int_{e^{a \alpha_n} \leq |\xi| \leq e^{b \alpha_n}} |\hat{v}_n(\xi)|^2 d\xi \xrightarrow{n \to \infty} 0.
  \]

**Remarks 2.2.**

- In what follows, it will be convenient for us to write in the 2ND case
  \[
  \hat{v}_n(\xi) = \frac{1}{|\xi|^N} \varphi_n(\log |\xi|, \omega).
  \]

Note that if $(v_n)_{n \in \mathbb{N}}$ is a bounded sequence in $L^2(\mathbb{R}^{2N})$ whose Fourier transform is supported in $\{ \xi \in \mathbb{R}^{2N} ; |\xi| \geq 1 \}$, then $(\varphi_n)_{n \in \mathbb{N}}$ is a bounded sequence in the space $L^2(\mathbb{R}_+ \times S^{2N-1})$. In terms of $(\varphi_n)$, the property for $(v_n)$ to be $\alpha$ log-oscillating can be written as:

\[
\limsup_{n \to \infty} \left( \int_{S^{2N-1}} \int_0^{\alpha_n} |\varphi_n(t, \omega)|^2 dt d\omega + \int_{S^{2N-1}} \int_{\alpha_n R}^\infty |\varphi_n(t, \omega)|^2 dt d\omega \right) \xrightarrow{R \to \infty} 0.
\]

We will say that $(\varphi_n)_{n \in \mathbb{N}}$ is $\frac{1}{\alpha_n}$-concentrated.

Similarly, the property for $(v_n)$ being log-unrelated to the scale $\alpha$ means that for any real numbers $b > a > 0$

\[
\int_{S^{2N-1}} \int_a^{b \alpha_n} |\varphi_n(t, \omega)|^2 dt d\omega \xrightarrow{n \to \infty} 0.
\]

The sequence $(\varphi_n)_{n \in \mathbb{N}}$ will be said unrelated to the scale $\frac{1}{\alpha_n}$.

\[\text{Where obviously } \xi = |\xi| \cdot \omega, \text{ with } \omega \in S^{2N-1}.\]
• According to (1.12), we can easily prove that the example by Moser $\nabla f_{\alpha_n}$ is $\alpha$ log-oscillating. Indeed for $R \geq 1$
\[
\int_{|\xi| \leq e^{\frac{\alpha_n}{R}}} |\widehat{\nabla f_{\alpha_n}}(\xi)|^2 d\xi = \int_{|\xi| \leq 1} |\widehat{\nabla f_{\alpha_n}}(\xi)|^2 d\xi + \int_{1 \leq |\xi| \leq e^{\frac{\alpha_n}{R}}} |\widehat{\nabla f_{\alpha_n}}(\xi)|^2 d\xi.
\]

Firstly
\[
\int_{|\xi| \leq 1} |\widehat{\nabla f_{\alpha_n}}(\xi)|^2 d\xi \leq \|f_{\alpha_n}\|_{L^2}^2 \xrightarrow{n \to \infty} 0,
\]
and secondly thanks to (1.12)
\[
\int_{1 \leq |\xi| \leq e^{\frac{\alpha_n}{R}}} |\widehat{\nabla f_{\alpha_n}}(\xi)|^2 d\xi \leq \frac{C}{\alpha_n} \int_1^{e^{\frac{\alpha_n}{R}}} \frac{dr}{r} + o(1) \leq \frac{C}{R} + o(1),
\]
where $o(1)$ denotes a sequence which tends to 0 as $n$ goes to infinity. Therefore
\[
\limsup_{n \to \infty} \int_{|\xi| \leq e^{\frac{\alpha_n}{R}}} |\widehat{\nabla f_{\alpha_n}}(\xi)|^2 d\xi \xrightarrow{R \to \infty} 0.
\]

Finally Identity (1.12) easily implies that
\[
\limsup_{n \to \infty} \int_{|\xi| \geq R\alpha_n} |\widehat{\nabla f_{\alpha_n}}(\xi)|^2 d\xi \xrightarrow{R \to \infty} 0,
\]
which ends the proof of the result.

In the proof of Theorem 1.6, we shall need the following result which is an immediate consequence of Theorem 2.9 in [13]. Note that in that framework a scale will designate a sequence $h := (h_n)$ of positive real numbers and 1 the scale in which all the terms are equal to the number 1.

**Theorem 2.3.** Let $(\varphi_n)_{n \in \mathbb{N}}$ be a bounded sequence in $L^2(\mathbb{R}_+ \times S^{2N-1})$. Then, there exists a sequence of scales $(h^{(j)})_{j \geq 1}$ and a sequence of bounded sequences $(g^{(j)})_{j \geq 1}$ in the space $L^2(\mathbb{R}_+ \times S^{2N-1})$ such that:

- if $j \neq k$, $|\log \left( \frac{h_n^{(j)}}{h_n^{(k)}} \right) | \xrightarrow{n \to \infty} \infty$;
- for all $j$, $g^{(j)}$ is $h^{(j)}$-concentrated;
- up to a subsequence extraction, we have for all $\ell \geq 1$
\[
\varphi_n(t, \omega) = \sum_{j=1}^{\ell} g_n^{(j)}(t, \omega) + r_n^{(\ell)}(t, \omega), \quad \text{with} \quad \limsup_{n \to \infty} \|r_n^{(\ell)}\|_{\mathcal{B}} \xrightarrow{\ell \to \infty} 0,
\]

where
\[
\|r_n^{(\ell)}\|_{\mathcal{B}} := \sup_{k \in \mathbb{Z}} \int_{S^{2N-1}} \int_{2^k \leq t \leq 2^{k+1}} |r_n^{(\ell)}(t, \omega)|^2 dt d\omega.
\]

Furthermore for any $\ell$, $(r_n^{(\ell)})$ is unrelated to the scales $(h^{(j)})$ for $j = 1, \ldots, \ell$, and therefore
\[
\|\varphi_n\|^2_{L^2(\mathbb{R}_+ \times S^{2N-1})} = \sum_{j=1}^{\ell} \|g_n^{(j)}\|^2_{L^2(\mathbb{R}_+ \times S^{2N-1})} + \|r_n^{(\ell)}\|^2_{L^2(\mathbb{R}_+ \times S^{2N-1})} + o(1).
\]
3. Proof of Theorem 1.6

3.1. Scheme of the proof. The proof relies on a diagonal extraction process and is done in three steps. In the first step, we extract the log-oscillating components of the sequence \((u_n)\) we investigate. For that purpose, we reduce the problem to the study of the bounded sequence \((\varphi_n)\) in \(L^2(\mathbb{R}_+ \times \mathbb{S}^{2N-1})\) expressed in terms of \((u_n)\) outside the low frequencies as follows:

\[
\hat{u}_n(\xi) = \frac{1}{|\xi|^{2N}} \varphi_n(\log |\xi|, \omega).
\]

Then we extract the concentrated components of the sequence \((\varphi_n)\) applying Theorem 2.3. This allows us to complete this step expressing \((u_n)\) by means of \((\varphi_n)\).

The second step is dedicated to the extraction of the cores and the profiles. It consists firstly in applying with a slight modification the processes developed in [13], secondly in replacing the profiles obtained by this method in \(L^2(\mathbb{R}_+ \times \mathbb{S}^{2N-1})\) by their average on the sphere, and finally in translating the result in terms of \((u_n)\).

In the third step, we establish that the remainder term tends to zero in the Orlicz space as the number of functions in the sum and \(n\) go to infinity. As we shall see in the sequel, the remainder term includes two parts. A first part which comes from the decomposition on log-oscillating components, and that we deal thanks to the connection between \(\mathcal{B}\) space defined by (2.4) and Orlicz space. Regarding the second part, it comes from the error committed by replacing the profiles obtained in the second step by their average on the sphere. We treat it through some suitable estimates.

3.2. Extraction of log-oscillating components. In view of Assumption (1.15), the sequence \((u_n)\) converges towards 0 in \(L^2(\mathbb{R}^{2N})\). Therefore, for any fixed \(M\)

\[
\int_{|\xi| \leq M} (1 + |\xi|^2)^N |\hat{u}_n(\xi)|^2 d\xi \leq (1 + M^2)^N \|u_n\|_{L^2(\mathbb{R}^{2N})}^2 \xrightarrow{n \to \infty} 0.
\]

Thus writing\(^2\)

\[
u_n = \chi(D) u_n + (1 - \chi)(D) u_n,
\]

where \(\chi\) is a radial function in \(\mathcal{D}(\mathbb{R}^{2N})\) equal to one in \(B(0, 1)\) and valued in \([0, 1]\), we infer that

\[
u_n = \tilde{u}_n + r^1_n,
\]

where \((\tilde{u}_n)\) is a bounded sequence in \(H^N(\mathbb{R}^{2N})\) the Fourier transform of which is supported in \(\{ \xi \in \mathbb{R}^{2N}; |\xi| \geq 1 \}\) and \(\|r^1_n\|_{H^N(\mathbb{R}^{2N})} \xrightarrow{n \to \infty} 0\).

Our starting point consists in observing that

\[
\hat{u}_n(\xi) = \frac{1}{|\xi|^{2N}} \varphi_n(\log |\xi|, \omega),
\]

with \(\varphi_n\) a bounded sequence of \(L^2(\mathbb{R}_+ \times \mathbb{S}^{2N-1})\). Indeed, we have

\[
\|D|N\hat{u}_n\|_{L^2(\mathbb{R}^{2N})}^2 = \int_{\mathbb{S}^{2N-1}} d\omega \int_1^\infty |\varphi_n(\log \rho, \omega)|^2 d\rho = \int_{\mathbb{S}^{2N-1}} d\omega \int_0^\infty |\varphi_n(u, \omega)|^2 du,
\]

\(^2\)we recall that \(\hat{\chi(D)f}(\xi) = \chi(\xi)\hat{f}(\xi)\).
which ensures the result. Consequently, one can write

\[
(3.3) \quad u_n(x) = \frac{1}{(2\pi)^{2N}} \int_{|\xi| \geq 1} \frac{e^{ix\cdot \xi}}{|\xi|^{2N}} \varphi_n(\log |\xi|, \omega) \, d\xi + r_n^1(x),
\]

with \((\varphi_n)_{n \in \mathbb{N}}\) a bounded sequence in \(L^2(\mathbb{R} \times S^{2N-1})\). Taking advantage of the fact that \(\|\tilde{u}_n\|_{L^2(\mathbb{R}^{2N})} \to 0\), we infer with the vocabulary of Remarks 2.2 that the sequence \((\varphi_n)_{n \in \mathbb{N}}\) is unrelated to the scale \(1\) and to any scale \((h_n)_{n \in \mathbb{N}}\) tending to infinity. Indeed, for any real numbers \(b > a > 0\)

\[
\int_{S^{2N-1}} d\omega \int_{a \leq u \leq b} |\varphi_n(u, \omega)|^2 \, du \leq e^{2Nb} \int_{S^{2N-1}} d\omega \int_{a \leq u \leq b} |\varphi_n(u, \omega)|^2 e^{-2Nu} \, du
\]

\[
\leq e^{2Nb} \|\tilde{u}_n\|_{L^2(\mathbb{R}^{2N})}^2 \leq e^{2Nb} \|u_n\|_{L^2(\mathbb{R}^{2N})}^2 \to 0.
\]

Along the same lines, if \((h_n)_{n \in \mathbb{N}}\) is any scale tending to infinity, then we have for any real numbers \(b > a > 0\) and \(n\) large enough

\[
\int_{S^{2N-1}} d\omega \int_{a \leq h_n u \leq b} |\varphi_n(u, \omega)|^2 \, du \leq e^{2Nb} \int_{S^{2N-1}} d\omega \int_{0 \leq u \leq b} |\varphi_n(u, \omega)|^2 e^{-2Nu} \, du,
\]

which ensures the result.

Now to extract the log-oscillating components of the sequence \((u_n)\), we shall apply Theorem 2.3 to the sequence \((\varphi_n)\). Up to a subsequence extraction, this gives rise to

\[
(3.4) \quad \varphi_n(t, \omega) = \sum_{j=1}^\ell \tilde{g}_n^{(j)}(t, \omega) + \tilde{t}_n^{(\ell)}(t, \omega),
\]

for \((t, \omega) \in \mathbb{R}_+ \times S^{2N-1}\), where the sequence \((\tilde{g}_n^{(j)})\) is \(h_n^{(j)}\)-concentrated, with for \(j \neq k \mid \log (h_n^{(j)}/h_n^{(k)}) \mid \to \infty\), and where \((\tilde{t}_n^{(\ell)})\) is unrelated to any scale \((h_n^{(j)})\) for \(j = 1, \ldots, \ell\), and satisfies

\[
\limsup_{n \to \infty} \sup_{j \in \mathbb{Z}} \int_{S^{2N-1}} d\omega \int_{2^j}^{2^{j+1}} |\tilde{t}_n^{(\ell)}(t, \omega)|^2 \, dt \to 0.
\]

Taking advantage of the above, we deduce that the components \(\tilde{g}_n^{(j)}\) intervening in Decomposition (3.4) are \(h_n^{(j)}\)-concentrated with \(h_n^{(j)} \to 0\).

Therefore, up to a subsequence extraction, we have

\[
(3.5) \quad u_n(x) = \sum_{j=1}^\ell g_n^{(j)}(x) + t_n^{(\ell)}(x) + o(1),
\]

where the Fourier transforms of the sequences \((t_n^{(\ell)})\) and \((g_n^{(j)})\) for \(j \in \{1, \ldots, \ell\}\) are supported in \(\{\xi \in \mathbb{R}^{2N} : |\xi| \geq 1\}\) and satisfy

\[
(3.6) \quad \tilde{g}_n^{(j)}(\xi) = \frac{1}{|\xi|^{2N}} \tilde{g}_n^{(j)}(\log |\xi|, \omega) \quad \text{and} \quad \tilde{t}_n^{(\ell)}(\xi) = \frac{1}{|\xi|^{2N}} \tilde{t}_n^{(\ell)}(\log |\xi|, \omega),
\]

and where \(o(1)\) tends to 0 in \(H^N(\mathbb{R}^{2N})\) and thus in \(\mathcal{L}\) as \(n\) goes to infinity. Moreover, in light of Proposition A.1 which relates the Orlicz and \(B\) norms

\[
(3.7) \quad \lim_{n \to \infty} \|t_n^{(\ell)}\|_\mathcal{L} \to 0.
\]
It is then obvious that the sequences \(|D|^N g^{(j)}_n\) are \(\alpha^{(j)}\) log-oscillating in the sense of Definition 2.1, with \(\alpha^{(j)}_n = \frac{1}{h^{(j)}_n} n \to \infty\), and that \(|D|^N t^{(\ell)}_n\) is log-unrelated to the scales \(\alpha^{(j)}\) for \(j = 1, \ldots, \ell\). Indeed,

\[
\int_{\frac{1}{\alpha^{(j)}_n} (\log |\xi|) \geq R} |\xi|^N \widehat{g}^{(j)}_n(\xi)|^2 d\xi = \int_{S^{2N-1}} d\omega \int_{\frac{1}{\alpha^{(j)}_n} (\log |\rho|) \geq R} |\widehat{g}^{(j)}_n(\log \rho, \omega)|^2 \frac{d\rho}{\rho} = \int_{S^{2N-1}} d\omega \int_{\frac{1}{\alpha^{(j)}_n} \geq R} |\widehat{g}^{(j)}_n(\eta, \omega)|^2 d\eta.
\]

The sequence \(\tilde{g}^{(j)}_n\) being \(\frac{1}{\alpha^{(j)}_n}\)-concentrated, we deduce that

\[
\limsup_{n \to \infty} \int_{\frac{1}{\alpha^{(j)}_n} (\log |\xi|) \geq R} |||\xi|^N \widehat{g}^{(j)}_n(\xi)|||^2 d\xi \xrightarrow{R \to \infty} 0.
\]

Along the same lines, we get

\[
\limsup_{n \to \infty} \int_{\frac{1}{\alpha^{(j)}_n} (\log |\xi|) \leq \frac{1}{\pi}} |||\xi|^N \widehat{g}^{(j)}_n(\xi)|||^2 d\xi \xrightarrow{R \to \infty} 0,
\]

and establish that \(|D|^N t^{(\ell)}_n\) is log-unrelated to the scales \(\alpha^{(j)}\) for \(j = 1, \ldots, \ell\). This achieves the proof of the claim. The fact that \(\alpha^{(j)}_n = \frac{1}{h^{(j)}_n}\) easily implies that the scales \(\alpha^{(j)}\) are pairwise orthogonal in the sense of (1.5).

3.3. Extraction of cores and profiles. Now our aim is to prove that the sequence \(g^{(j)}_n\) can be decomposed up to a subsequence extraction according to

\[
(3.8) \quad \sum_{l=1}^{L} \frac{C_N}{\sqrt{\alpha^{(j)}_n}} \int_{\mathbb{R}^{2N}} \frac{e^{i(x \cdot x_n^l) - \xi}}{|\xi|^{2N}} \phi^l \left( \frac{\log |\xi|}{\alpha^{(j)}_n} \right) d\xi + o(1),
\]

where the profiles \(\phi^l\) belong to \(L^2(\mathbb{R}_+)\) and the cores \(x_n^l\) are sequences of points in \(\mathbb{R}^{2N}\) satisfying the orthogonality assumption (1.6), and where \(o(1)\) designates a sequence which tends to 0 in \(L\) as \(n\) and \(L\) go to infinity.

For that purpose, let us firstly recall that

\[
g^{(j)}_n(x) = \frac{1}{(2\pi)^{2N}} \int_{|\xi| \geq 1} \frac{e^{i x \cdot \xi}}{|\xi|^{2N}} \tilde{g}^{(j)}_n(\log |\xi|, \omega) d\xi,
\]

where the sequence \(\tilde{g}^{(j)}_n\) is \(\frac{1}{\alpha^{(j)}_n}\)-concentrated. Thus

\[
(3.9) \quad g^{(j)}_n(x) = \frac{C_N}{\sqrt{\alpha^{(j)}_n}} \int_{|\xi| \geq 1} \frac{e^{i x \cdot \xi}}{|\xi|^{2N}} \varphi^{(j)}_n \left( \frac{\log |\xi|}{\alpha^{(j)}_n}, \omega \right) d\xi,
\]

with \(\varphi^{(j)}_n\) a bounded sequence in \(L^2(\mathbb{R}_+ \times S^{2N-1})\) which is \(1\)-concentrated.

In order to establish (3.8), we shall revisit the proof of Proposition 4.1 of P. Gérard in [13]. For that purpose, with a fixed scale \((\alpha_n)\), let us for a sequence \((\varphi_n)\) bounded
in the space $L^2(\mathbb{R}^+ \times S^{2N-1})$ and 1-concentrated denote by $\mathcal{P}(\varphi_n)$ the set of weak limits in $L^2(\mathbb{R}^+ \times S^{2N-1})$ of subsequences of

$$e^{ix_n \cdot e^{\alpha_n t} \omega} \varphi_n(t, \omega),$$

where $x_n \in \mathbb{R}^{2N}$ and set

$$\eta(\varphi_n) := \sup_{\varphi \in \mathcal{P}(\varphi_n)} \| \varphi \|^2_{L^2(\mathbb{R}^+ \times S^{2N-1})}.$$  

(3.10)

Now the heart of the matter consists in establishing the following lemma:

**Lemma 3.1.** Let $(\varphi_n)$ be a bounded sequence in $L^2(\mathbb{R}^+ \times S^{2N-1})$, 1-concentrated, and $(\alpha_n)_{n \in \mathbb{N}}$ be a sequence of positive real numbers going to infinity. Then, up to a subsequence extraction, there exists a sequence $(\Phi^{(l)})_{l \geq 1}$ of functions belonging to $L^2(\mathbb{R}^+ \times S^{2N-1})$ and a sequence of cores $(\xi^{(l)})_{l \geq 1}$, such that for any $L \geq 1$ we have

$$\varphi_n(t, \omega) = \sum_{l=1}^{L} e^{-ix_n^{(l)} \cdot e^{\alpha_n t} \omega} \Phi^{(l)}(t, \omega) + r_n^{(L)}(t, \omega),$$

with

1. For all $1 \leq l' < l$, we have

$$-\log |x_n^{(l)} - x_n^{(l')}| \alpha_n \to a \in [-\infty, +\infty[ \text{ with in the case when } a > -\infty,$$

$$\Phi^{(l)}(t, \omega) = 0, \text{ for } t < a.$$

2. For all $1 \leq l' < l$, the sequence

$$e^{i(x_n^{(l)} - x_n^{(l')}) \cdot e^{\alpha_n t} \omega} \Phi^{(l)}(t, \omega) \to 0 \text{ in } L^2(\mathbb{R}^+ \times S^{2N-1}), \text{ as } n \to \infty.$$

3. For all $1 \leq l' < l$, the sequence

$$e^{i(x_n^{(l)} - x_n^{(l')}) \cdot e^{\alpha_n t} \omega} \Phi^{(l)}(t, \omega) \to 0 \text{ in } L^2(\mathbb{R}^+ \times S^{2N-1}), \text{ as } n \to \infty.$$

4. \( \limsup_{L \to \infty} \eta(r_n^{(L)}) = 0. \)

**Remark 3.2.** Let us point out that Claims (2) and (3) ensure that for all $l \leq L$, $e^{i(x_n^{(l)} - x_n^{(l')}) \cdot e^{\alpha_n t} \omega} \Phi^{(l)}(t, \omega)$ $n \to \infty$ 0 in $L^2(\mathbb{R}^+ \times S^{2N-1})$ and in particular,

$$\| \theta \varphi_n \|^2_{L^2} = \sum_{l=1}^{L} \| \theta \Phi^{(l)} \|^2_{L^2} + \| \theta r_n^{(L)} \|^2_{L^2} + o(1), \text{ as } n \to \infty,$$

(3.11)

for any $\theta$ in $L^\infty(\mathbb{R}^+)$. 

**Proof.** If $\eta(\varphi_n) = 0$, we are done. Otherwise there exists $\Phi^{(1)} \in \mathcal{P}(\varphi_n)$ such that

$$\| \Phi^{(1)} \|^2_{L^2} \geq \frac{1}{2} \eta(\varphi_n).$$

Thus we have, up to a subsequence extraction

$$\varphi_n(t, \omega) = e^{-ix_n^{(1)} \cdot e^{\alpha_n t} \omega} \Phi^{(1)}(t, \omega) + r_n^{(1)}(t, \omega),$$

with $(x_n^{(1)})$ a core and

$$e^{i(x_n^{(1)} - x_n^{(l)}) \cdot e^{\alpha_n t} \omega} r_n^{(1)}(t, \omega) \to 0 \text{ in } L^2(\mathbb{R}^+ \times S^{2N-1}).$$

(3.12)
Now if \( \eta(r_n^{(1)}) = 0 \), we stop the process. If not there exists \( \Phi^{(2)} \in \mathcal{P}(\varphi_n) \) such that

\[
\| \Phi^{(2)} \|_{L^2}^2 \geq \frac{1}{2} \eta(r_n^{(1)}),
\]

which, up to a subsequence extraction, gives rise to

\[
r_n^{(1)}(t, \omega) = e^{-i x_n^{(2)} \cdot e^{\alpha_n t} \omega} \Phi^{(2)}(t, \omega) + r_n^{(2)}(t, \omega),
\]

for some core \((x_n^{(2)})\), and with

\[
e^{-i x_n^{(2)} \cdot e^{\alpha_n t} \omega} r_n^{(2)}(t, \omega) \xrightarrow{n \to \infty} 0 \text{ in } L^2(\mathbb{R}_+ \times \mathbb{S}^{2N-1}).
\]

Up to a subsequence extraction, we can suppose that

\[
\frac{- \log |x_n^{(1)} - x_n^{(2)}|}{\alpha_n} \xrightarrow{n \to \infty} a \in (-\infty, +\infty].
\]

We claim in the case when \( a > -\infty \) that \( \Phi^{(2)}(t) = 0 \) for all \( t < a \). Indeed, if not there exists \( \tilde{a} < a \) such that

\[
\int_{-\infty}^{\tilde{a}} \int_{\mathbb{S}^{2N-1}} |\Phi^{(2)}(t, \omega)|^2 \, dt \, d\omega = \delta > 0.
\]

By hypothesis if \( \epsilon > 0 \) is chosen so that \( \tilde{a} + \epsilon < a \), then

\[
- \frac{\log |x_n^{(1)} - x_n^{(2)}|}{\alpha_n} \geq \tilde{a} + \epsilon, \text{ for } n \text{ sufficiently large.}
\]

But by construction, we have

\[
\int_{-\infty}^{\tilde{a}} \int_{\mathbb{S}^{2N-1}} |\Phi^{(2)}(t, \omega)|^2 \, dt \, d\omega = \lim_{n \to \infty} I_n,
\]

with

\[
I_n := \int_{-\infty}^{+\infty} \int_{\mathbb{S}^{2N-1}} e^{i x_n^{(2)} \cdot e^{\alpha_n t} \omega} r_n^{(1)}(t, \omega) \chi_{[0, \tilde{a}]}(t) \overline{\Phi^{(2)}(t, \omega)} \, dt \, d\omega.
\]

Moreover

\[
I_n = \int_{-\infty}^{+\infty} \int_{\mathbb{S}^{2N-1}} e^{i x_n^{(1)} \cdot e^{\alpha_n t} \omega} r_n^{(1)}(t, \omega) e^{i (x_n^{(2)} - x_n^{(1)}) \cdot e^{\alpha_n t} \omega} \chi_{[0, \tilde{a}]}(t) \overline{\Phi^{(2)}(t, \omega)} \, dt \, d\omega + R_n,
\]

with

\[
|R_n| \leq \int_{-\infty}^{\tilde{a}} \int_{\mathbb{S}^{2N-1}} |r_n^{(1)}(t, \omega)| \, |\Phi^{(2)}(t, \omega)| \, |x_n^{(2)} - x_n^{(1)}| \, e^{\alpha_n t} \, dt \, d\omega
\]

\[
\lesssim |x_n^{(2)} - x_n^{(1)}| \, e^{\alpha_n \tilde{a}}.
\]

By virtue of (3.14)

\[
|x_n^{(1)} - x_n^{(2)}| \leq e^{-\alpha_n \tilde{a} + \epsilon}, \text{ for } n \text{ sufficiently large,}
\]

which implies that

\[
|R_n| \lesssim e^{-\alpha_n \epsilon} \xrightarrow{n \to \infty} 0.
\]
This in light of (3.12) yields a contradiction with (3.13) and then concludes the proof of the orthogonality property for \( \Phi^{(2)} \). According to the fact that by construction \( \Phi^{(2)} \) is not null, we deduce that \( a < +\infty \).

We next address Claim (3), which is in fact a direct consequence of Claim (2). Indeed, in view of the orthogonality property for \( \Phi^{(2)} \), it suffices to demonstrate in the case when \( a < +\infty \) that for all \( g \) in \( D([a, +\infty[ \times S^{2N-1}) \)

\[
J_n := \int_a^+ \int_{S^{2N-1}} e^{i (x_n^{(1)} - x_n^{(2)}) \cdot e^{\alpha n} t} g(t, \omega) \, dt \, d\omega \underset{n \to \infty}{\longrightarrow} 0.
\]

For that purpose, we perform the change of variables \( \xi = e^{\alpha n} t \cdot \omega \) which leads to

\[
J_n = \frac{i}{\alpha_n} \int_{\mathbb{R}^{2N}} e^{i (x_n^{(1)} - x_n^{(2)}) \cdot \xi} g \left( \frac{\log |\xi|}{\alpha_n}, \frac{\xi}{|\xi|} \right) \left( \frac{1}{|\xi|^{2N}} \right) \, d\xi,
\]

where \( g \left( \frac{\log |\xi|}{\alpha_n}, \frac{\xi}{|\xi|} \right) \) is supported in \( \{ e^{\alpha_n a_1} \leq |\xi| \leq e^{\alpha_n b_1} \} \), with \( a < a_1 < b_1 < \infty \). Then integrating by parts, we get

\[
|J_n| \lesssim \frac{1}{\alpha_n} \int_{e^{\alpha_n b_1}}^{e^{\alpha_n a_1}} \frac{1}{|x_n^{(1)} - x_n^{(2)}|} \frac{\rho^{2N-1}}{\rho^{2N+1}} \, d\rho \to 0,
\]

and ensures the result.

An iteration argument allows us to construct the families \( (\Phi^{(l)})_{l \geq 1} \) and \( (x^{(l)})_{l \geq 1} \) satisfying Claims (1)–(3) of Lemma 3.1. Finally, recalling that by construction

\[
\eta(r^{(L)}_n) \leq 2 \| \Phi^{(L+1)} \|^2_{L^2},
\]

we deduce in view of the convergence of the series \( \sum_{l \in \mathbb{N}} \| \Phi^{(l)} \|^2_{L^2} \) that

\[
\limsup_{L \to \infty} \eta(r^{(L)}_n) = 0.
\]

This ends the proof of the lemma. \( \square \)

**Corollary 3.3.** Under notations of Lemma 3.1, we have

\[
\limsup_{n \to \infty} \| R^{(L)}_n \|_{L^p} \overset{L \to \infty}{\longrightarrow} 0,
\]

where

\[
R^{(L)}_n(x) := \frac{C_N}{\sqrt{\alpha_n}} \int_{|\xi| \geq 1} \frac{e^{i x \cdot \xi}}{|\xi|^{2N}} r^{(L)}_n \left( \frac{\log |\xi|}{\alpha_n}, \omega \right) \, d\xi.
\]
Proof. The goal is to prove that for all \( \varepsilon > 0 \), there exist \( L_0 \in \mathbb{N} \) and \( C \) an absolute constant such that
\[
\forall L \geq L_0, \quad \limsup_{n \to \infty} \| R_n^{(L)} \|_\mathcal{L} \leq C \varepsilon.
\]
Recall that \( \varphi_n \) is a bounded sequence in \( L^2(\mathbb{R}_+ \times S^{2N-1}) \) which is \( 1 \)-concentrated, and therefore there exists \( R_0 > 0 \) such that
\[
(3.17) \quad \limsup_{n \to \infty} \left( \int_{S^{2N-1}} \int_0^{\frac{1}{R_0}} |\varphi_n(t, \omega)|^2 \, dt \, d\omega + \int_{S^{2N-1}} \int_{R_0}^{\infty} |\varphi_n(t, \omega)|^2 \, dt \, d\omega \right) \leq \varepsilon^2.
\]
Since by Assertion (3.11), we have for any \( L \geq 1 \)
\[
\int_{S^{2N-1}} \int_{\{t \leq \frac{1}{R_0}\} \cup \{t \geq R_0\}} |r_n^{(L)}(t, \omega)|^2 \, dt \, d\omega \leq \int_{S^{2N-1}} \int_{\{t \leq \frac{1}{R_0}\} \cup \{t \geq R_0\}} |\varphi_n(t, \omega)|^2 \, dt \, d\omega + o(1),
\]
as \( n \) tends to infinity, we obtain for any \( L \geq 1 \)
\[
(3.18) \quad \limsup_{n \to \infty} \int_{S^{2N-1}} \int_{\{t \leq \frac{1}{R_0}\} \cup \{t \geq R_0\}} |r_n^{(L)}(t, \omega)|^2 \, dt \, d\omega \leq \varepsilon^2.
\]
Now let us decompose \( R_n^{(L)} \) into two parts as follows:
\[
R_n^{(L)} = \tilde{R}_n^{(L)} + (R_n^{(L)} - \tilde{R}_n^{(L)}),
\]
with
\[
\tilde{R}_n^{(L)}(x) := \frac{C_N}{\alpha_n} \int_{|\xi| \geq 1} e^{i x \cdot \xi} |\xi|^{2N} \chi_{R_0} \left( \frac{\log |\xi|}{\alpha_n} \right) \frac{\log |\xi|}{\alpha_n} \cdot \omega \, d\xi
\]
and where \( \chi_{R_0} \) is a function of \( \mathcal{D}(\mathbb{R}) \) which is equal to one in \( \left\{ \frac{1}{R_0} \leq y \leq R_0 \right\} \), supported in \( \left\{ \frac{1}{2R_0} \leq y \leq 2R_0 \right\} \) and valued in \([0,1]\).

First let us consider \( R_n^{(L)} - \tilde{R}_n^{(L)} \). By straightforward computations, we get
\[
\| R_n^{(L)} - \tilde{R}_n^{(L)} \|_\mathcal{L} \lesssim \| R_n^{(L)} - \tilde{R}_n^{(L)} \|_{H^N(\mathbb{R}^{2N})} \lesssim \| (1 - \chi_{R_0}) r_n^{(L)} \|_{L^2}.
\]
Since
\[
\| (1 - \chi_{R_0}) r_n^{(L)} \|_{L^2}^2 \leq \int_{\{t \leq \frac{1}{R_0}\} \cup \{t \geq R_0\}} |r_n^{(L)}(t, \omega)|^2 \, dt \, d\omega,
\]
we deduce in light of (3.18) that
\[
\limsup_{n \to \infty} \| R_n^{(L)} - \tilde{R}_n^{(L)} \|_\mathcal{L} \lesssim \varepsilon.
\]
Now let us address \( \tilde{R}_n^{(L)} \). To go to this end, let us start by observing that for any \( L \geq 1 \)
\[
(3.19) \quad \limsup_{n \to \infty} \frac{1}{\sqrt{\alpha_n}} \| \tilde{R}_n^{(L)} \|_{L^\infty(\mathbb{R}^{2N})} \leq \eta \left( r_n^{(L)} \right)^{\frac{1}{2}} \| \chi_{R_0} \|_{L^2}.
\]
Indeed, if not there exists an integer \( L_0 \), a positive real number \( \delta \) and a subsequence \( (\tilde{R}_{n_k}^{(L_0)}) \) such that
\[
\frac{1}{\sqrt{\alpha_{n_k}}} \| \tilde{R}_{n_k}^{(L_0)} \|_{L^\infty(\mathbb{R}^{2N})} \geq \eta \left( r_{n_k}^{(L_0)} \right)^{\frac{1}{2}} \| \chi_{R_0} \|_{L^2} + \delta,
\]
for $k$ sufficiently large. Therefore, there exists a sequence of points $(x_{n_k})$ such that
\[
\frac{1}{\sqrt{\alpha_{n_k}}} |\tilde{R}_{n_k}^{(L_0)}(x_{n_k})| \geq \eta(r_{n_k}^{(L_0)})^{\frac{1}{2}} \|\chi_{R_0}\|_{L^2} + \frac{\delta}{2},
\]
which means that
\[
\left| \int_{\mathbb{R}_+} \int_{S^{2N-1}} \chi_{R_0}(t)e^{ix_{n_k} \cdot e^{\alpha_{n_k} t} \omega} r_{n_k}^{(L_0)}(t, \omega) dt d\omega \right| \geq \eta(r_{n_k}^{(L_0)})^{\frac{1}{2}} \|\chi_{R_0}\|_{L^2} + \frac{\delta}{2},
\]
for $k$ big enough. But the sequence $(e^{ix_{n_k} \cdot e^{\alpha_{n_k} t} \omega} r_{n_k}^{(L_0)})$ is bounded in $L^2(\mathbb{R}_+ \times S^{2N-1})$. Thus, up to a subsequence extraction, it converges weakly in $L^2$ to a function $H$ belonging to $\mathcal{P}(r_{n_k}^{(L_0)})$. Passing to the limit, we deduce that
\[
\eta(r_{n_k}^{(L_0)})^{\frac{1}{2}} \|\chi_{R_0}\|_{L^2} + \frac{\delta}{2} \leq \left| \int_{\mathbb{R}_+} \int_{S^{2N-1}} \chi_{R_0}(t)H(t, \omega) dt d\omega \right| \leq \|H\|_{L^2} \|\chi_{R_0}\|_{L^2},
\]
which contradicts the definition of $\eta(r_{n_k}^{(L_0)})$ and ends the proof of Claim (3.19).

Now using the simple fact that for any function $u$
\[
\int_{\mathbb{R}^2} \left( e^{|u(x)|^2} - 1 \right) dx \leq \int_{\mathbb{R}^2} e^{|u(x)|^2} |u(x)|^2 dx,
\]
we get for any $\lambda > 0$
\[
(3.20) \int_{\mathbb{R}^2} \left( e^{\frac{\tilde{\alpha}_n(L)}{\lambda} (x)} - 1 \right) dx \lesssim \frac{1}{\lambda^2} e^{\frac{\|\tilde{R}_n(L)\|_{L^\infty}}{\lambda^2}} \|\tilde{R}_n(L)\|_{L^2(\mathbb{R}^2)}^2.
\]
But
\[
\|\tilde{R}_n(L)\|_{L^2(\mathbb{R}^2)}^2 \lesssim \int_{S^{2N-1}} \left( \int_{\mathbb{R}^{2R_0}} e^{-2N\alpha_n t} |r_n^{(L)}(t, \omega)|^2 dt d\omega \right) \lesssim e^{-N\alpha_n R_0} \|r_n^{(L)}\|_{L^2(\mathbb{R}_+ \times S^{2N-1})}^2,
\]
which together with (3.19) and (3.20) implies that
\[
\limsup_{n \to \infty} \|\tilde{R}_n(L)\|_L \leq C \eta(r_n^{(L)})^{\frac{1}{2}}.
\]
The fact that $\eta(r_n^{(L)}) \xrightarrow{L^{\infty}} 0$ allows us to conclude the proof of (3.16).

In order to obtain a decomposition under the form (1.16), we shall replace the profiles obtained above in $L^2(\mathbb{R}_+ \times S^{2N-1})$ by their average on the sphere. To go to this end, let us point out that if we set
\[
\Phi_n^l(x) := \frac{C_N}{\sqrt{\alpha_n}} \int_{\mathbb{R}^2} e^{i(x-x_n^l) \cdot \xi} \left[ \Phi(l) \left( \log |\xi| \alpha_n, \omega \right) - \phi^l \left( \log |\xi| \alpha_n \right) \right] d\xi,
\]
where $\phi^l(t) := \frac{1}{\omega_{2N-1}} \int_{S^{2N-1}} \Phi(l)(t, \omega) d\omega$, then we have
\[
(3.21) \|\Phi_n^l\|_L \xrightarrow{n \to \infty} 0.
\]
Assertion (3.21) stems from the following lemma:
Lemma 3.4. Let \((\alpha_n)_{n \in \mathbb{N}}\) be a sequence of positive real numbers going to infinity, \(\Phi\) be a function in \(L^2(\mathbb{R}_+ \times S^{2N-1})\) and set for \(x \in \mathbb{R}^{2N}\)

\[
\Phi_n(x) := \frac{1}{(2\pi)^{2N}} \sqrt{\frac{1}{\alpha_n}} \int_{\mathbb{R}^{2N}} \frac{e^{ix \cdot \xi}}{|\xi|^{2N}} \left[ \Phi\left(\frac{\log |\xi|}{\alpha_n}, \omega\right) - \phi\left(\frac{\log |\xi|}{\alpha_n}\right) \right] d\xi,
\]

where

(3.22)

\[
\phi(t) := \frac{1}{\omega^2 N - 1} \int_{S^{2N-1}} \Phi(t, \omega) d\omega.
\]

Then

(3.23)

\[
\|\Phi_n\|_{L^\infty} \xrightarrow{n \to \infty} 0.
\]

Proof. Let us first consider the case when \(\Phi\) belongs to \(D(\mathbb{R}_+ \times S^{2N-1})\) and decompose \(\Phi_n(x)\) as follows:

\[
\Phi_n(x) = \Phi_n^{(1)}(x) + \Phi_n^{(2)}(x), \quad \text{with}
\]

\[
\Phi_n^{(1)}(x) := \frac{1}{(2\pi)^{2N}} \sqrt{\frac{1}{\alpha_n}} \int_{1 \leq |\xi| \leq \max\left(\frac{1}{|x|}, 1\right)} \frac{e^{ix \cdot \xi}}{|\xi|^{2N}} \left[ \Phi\left(\frac{\log |\xi|}{\alpha_n}, \omega\right) - \phi\left(\frac{\log |\xi|}{\alpha_n}\right) \right] d\xi.
\]

Observe that in view of (3.22) we have

\[
\sqrt{\frac{1}{\alpha_n}} \int_{1 \leq |\xi| \leq \max\left(\frac{1}{|x|}, 1\right)} \frac{1}{|\xi|^{2N}} \left[ \Phi\left(\frac{\log |\xi|}{\alpha_n}, \omega\right) - \phi\left(\frac{\log |\xi|}{\alpha_n}\right) \right] d\xi = 0.
\]

Therefore

\[
|\Phi_n^{(1)}(x)| \leq \frac{1}{(2\pi)^{2N}} \sqrt{\frac{1}{\alpha_n}} \int_{1 \leq |\xi| \leq \max\left(\frac{1}{|x|}, 1\right)} \frac{(e^{ix \cdot \xi} - 1)}{|\xi|^{2N}} \left[ \Phi\left(\frac{\log |\xi|}{\alpha_n}, \omega\right) - \phi\left(\frac{\log |\xi|}{\alpha_n}\right) \right] d\xi \lesssim \frac{|x|}{\sqrt{\alpha_n}} \int_1^{\max\left(\frac{1}{|x|}, 1\right)} \int_{S^{2N-1}} \Phi\left(\frac{\log \rho}{\alpha_n}, \omega\right) - \phi\left(\frac{\log \rho}{\alpha_n}\right) d\rho d\omega \lesssim \frac{1}{\sqrt{\alpha_n}}.
\]

Now to estimate \(\Phi_n^{(2)}\), we shall argue as for the proof of Assertion (3.15). Thus integrating by parts, we deduce that \(\Phi_n^{(2)}(x) = \Phi_n^{(2,1)}(x) + \Phi_n^{(2,2)}(x)\), with

\[
\Phi_n^{(2,1)}(x) = \frac{i}{(2\pi)^{2N}} \sqrt{\frac{1}{\alpha_n}} \int_{|\xi| \geq \max\left(\frac{1}{|x|}, 1\right)} e^{ix \cdot \xi} x \cdot \nabla \xi \left[ \frac{1}{|\xi|^{2N}} \left( \Phi\left(\frac{\log |\xi|}{\alpha_n}, \omega\right) - \phi\left(\frac{\log |\xi|}{\alpha_n}\right) \right) \right] d\xi,
\]

\[
\|\Phi_n^{(2,2)}\|_{L^\infty} \lesssim \frac{1}{\sqrt{\alpha_n}}.
\]
By straightforward computations, one can prove that
\[
\left| \Phi_n^{(2,1)}(x) \right| \lesssim \frac{1}{\sqrt{\alpha_n}|x|} \int_{\rho \geq \max\left(\frac{1}{|x|}, 1\right)} \frac{d\rho}{\rho^2} \lesssim \frac{1}{\sqrt{\alpha_n}}.
\]
In summary, in the case when $\Phi$ belongs to $D(\mathbb{R}^+ \times \mathbb{S}^{2N-1})$, we have proved that
\[
\|\Phi_n\|_{L^\infty} \lesssim \frac{1}{\sqrt{\alpha_n}}.
\]
This achieves the proof of the result, noticing that $\|\Phi_n\|_{L^2} \xrightarrow{n \to \infty} 0$ and remembering that for bounded functions the Orlicz space $L$ acts like $L^2$.

Let us now treat the case when $\Phi \in L^2(\mathbb{R}^+ \times \mathbb{S}^{2N-1})$. Density arguments ensure that for any $\varepsilon > 0$, there exists $\Phi_\varepsilon \in D(\mathbb{R}^+ \times \mathbb{S}^{2N-1})$ such that
\[
\|\Phi - \Phi_\varepsilon\|_{L^2} \leq \varepsilon.
\]
Therefore $\varepsilon > 0$ being fixed, we can write
\[
\Phi_n(x) = \frac{1}{(2\pi)^{2N}} \int_{\mathbb{R}^{2N}} e^{i|x - \xi|} \left[ \Phi_\varepsilon\left( \frac{\log |\xi|}{\alpha_n}, \omega \right) - \phi_\varepsilon\left( \frac{\log |\xi|}{\alpha_n} \right) \right] d\xi + t_{n,\varepsilon}(x),
\]
where $\phi_\varepsilon(t) := \frac{1}{\omega_{2N-1}} \int_{\mathbb{S}^{2N-1}} \Phi_\varepsilon(t, \omega) d\omega$ and $\|t_{n,\varepsilon}\|_{H^N(\mathbb{R}^{2N})} \lesssim \varepsilon$. This ends the proof of the result by virtue of the Sobolev embedding (1.3).

\[\square\]

**Remark 3.5.** Let us also note that
\[
\|\Phi_n\|_{H^N(\mathbb{R}^{2N})}^2 = \|\Phi_n\|_{L^2(\mathbb{R}^+ \times \mathbb{S}^{2N-1})}^2 - \omega_{2N-1} \|\phi_\varepsilon\|_{L^2(\mathbb{R}^+)}^2.
\]

Now let us return to the proof of Theorem 1.6. In view of the above analysis, up to a subsequence extraction, we obtain a decomposition of $(u_n)$ under the form (3.5), and for any $j \geq 1$ we have
\[
g_n^{(j)}(x) = \sum_{k=1}^{K} C_N \int_{\mathbb{R}^{2N}} \frac{e^{i(x - x_{n,k}(j))\cdot \xi}}{|\xi|^{2N}} \phi^{(j,k)}\left( \frac{\log |\xi|}{\alpha_n^{(j)}} \right) d\xi + R_n^{(j,k)}(x),
\]
where the couples $(x_{n,k}(j), \phi^{(j,k)})$ are pairwise orthogonal in the sense of (1.6), and where
\[
\limsup_{n \to \infty} \|R_n^{(j,K)}\|_{L^\infty} \xrightarrow{K \to \infty} 0, \quad \text{and}
\]
\[
\|g_n^{(j)}\|_{H^N(\mathbb{R}^{2N})}^2 = \sum_{k=1}^{K} \|\phi^{(j,k)}\|_{L^2(\mathbb{R}^+)}^2 + \|R_n^{(j,k)}\|_{H^N(\mathbb{R}^{2N})}^2 + o(1), \quad n \to \infty.
\]

Summing Decomposition (3.24), we deduce that up to a subsequence extraction
\[
u_n(x) = \sum_{j=1}^{L} \sum_{k=1}^{K_j} C_N \int_{\mathbb{R}^{2N}} e^{i(x - x_{n,k}(j))\cdot \xi} \phi^{(j,k)}\left( \frac{\log |\xi|}{\alpha_n^{(j)}} \right) d\xi + r_n^{(L,k_1,\ldots,K_L)}(x),
\]
with under notation of (3.5) and (3.24)

\[ \tau_n^{(L,k_1,\ldots,K_L)} = \tau_n^{(L)} + \sum_{j=1}^{L} R_n^{(j,K_j)}. \]

Since \(|D|^N t_n^{(L)}\) is log-unrelated to any scale \(a^{(j)}\), \(j = 1, \ldots, L\), and \(|D|^N g_n^{(j)}\) is \(a^{(j)}\) log-oscillating where the scales \(a^{(j)}\) are pairwise orthogonal in the sense of (1.5), we deduce from (2.5) and (3.26) that for any \(L\) and \(K_j\)

\[ \|u_n\|^2_{H_N(\mathbb{R}^{2N})} = \sum_{j=1}^{L} \sum_{k=1}^{K_j} \|\varphi(j,k)\|^2_{L^2(\mathbb{R}^N)} + \|r_n^{(L,k_1,\ldots,K_L)}\|^2_{H_N(\mathbb{R}^{2N})} + o(1), \quad n \to \infty, \]

which concludes the proof of the theorem.

**Appendix A**

**A.1. Connection between \(B\) and Orlicz spaces.** The following result allows us to relate the Orlicz norm with the \(\|\cdot\|_B\) norm:

**Proposition A.1.** There is a positive constant \(C\) such that

\[ \|w\|_L \leq C\|\tilde{w}\|_B, \]

where

\[ w(x) := \frac{1}{(2\pi)^{2N}} \int_{|\xi| \geq 1} e^{ix \cdot \xi} \tilde{w}(\log |\xi|, \omega) d\xi, \]

with \(\tilde{w}\) in \(L^2(\mathbb{R}^N \times S^{2N-1})\) and

\[ \|\tilde{w}\|_B := \sup_{j \in \mathbb{Z}} \left( \int_{S^{2N-1}} d\omega \int_{2^j}^{2^{j+1}} |\tilde{w}(t,\omega)|^2 dt \right)^{\frac{1}{2}}. \]

**Proof.** For fixed \(\lambda > 0\), let us estimate the integral:

\[ \int_{\mathbb{R}^{2N}} \left( e^{\frac{|w(x)|^2}{\lambda}} - 1 \right) dx. \]

Obviously

\[ \int_{\mathbb{R}^{2N}} \left( e^{\frac{|w(x)|^2}{\lambda}} - 1 \right) dx = \sum_{p \geq 1} \frac{\|w\|_{L^{2p}}^{2p}}{\lambda^{2p}p!}. \]

Firstly let us investigate \(\|w\|_{L^{2p}}^{2p}\). We have that for any \(p \geq 1\)

\[ \|w\|_{L^{2p}}^{2p} \leq C^{2p} \|\tilde{w}\|_B^{2p} \frac{2^p}{\lambda^{2p-1}}. \]

But in view of (A.1) and Hölder inequality, we get for any \(p \geq 2\)

\[ \|\tilde{w}\|_{L^{\frac{2p}{2p-1}}}^{\frac{2p}{2p-1}} \lesssim \|\tilde{w}\|_B^{\frac{2p}{2p-1}} \sum_{j \in \mathbb{Z}} \left( \int_{2^j}^{2^{j+1}} e^{-\frac{2Nt}{p-1}} dt \right)^{\frac{p-1}{2p-1}}. \]
Clearly,
\[
\left( \int_{2^j}^{2^{j+1}} e^{-\frac{2Nt}{p-1}} dt \right)^{\frac{p-1}{2p-1}} = \left( \frac{p-1}{2N} \right)^{\frac{p-1}{2p-1}} \left( e^{-2N2^j} - e^{-2N2^{j+1}} \right)^{\frac{p-1}{2p-1}}.
\]
Choosing \( j_0 \) such that \( \frac{1}{2} \leq \frac{2^{j_0}}{2p-1} \leq 1 \), we infer that
\[
\sum_{j \geq j_0} \left( \int_{2^j}^{2^{j+1}} e^{-\frac{2Nt}{p-1}} dt \right)^{\frac{p-1}{2p-1}} \lesssim (2p-1)^{\frac{p-1}{2p-1}}.
\]
Indeed observing that the ratio \( \frac{p-1}{2p-1} \) is uniformly bounded with respect to \( p \geq 2 \), we deduce that for all \( j \)
\[
\left( \int_{2^j}^{2^{j+1}} e^{-\frac{2Nt}{p-1}} dt \right)^{\frac{p-1}{2p-1}} \lesssim (2p-1)^{\frac{p-1}{2p-1}} e^{-\frac{2N2^j}{p-1}},
\]
which according to the choice of \( j_0 \) gives rise to
\[
\sum_{j \geq j_0} \left( \int_{2^j}^{2^{j+1}} e^{-\frac{2Nt}{p-1}} dt \right)^{\frac{p-1}{2p-1}} \lesssim (2p-1)^{\frac{p-1}{2p-1}} \sum_{j \geq j_0} e^{-\frac{2N2^j}{p-1}}
\lesssim (2p-1)^{\frac{p-1}{2p-1}} \sum_{j \geq j_0} (2p-1)2^{-j}
\lesssim (2p-1)^{\frac{p-1}{2p-1}} (2p-1)2^{-j_0} \lesssim (2p-1)^{\frac{p-1}{2p-1}}.
\]
On the other hand for \( j \leq j_0 \), we get
\[
\left( \int_{2^j}^{2^{j+1}} e^{-\frac{2Nt}{p-1}} dt \right)^{\frac{p-1}{2p-1}} = \left( \frac{p-1}{2N} \right)^{\frac{p-1}{2p-1}} e^{-\frac{2N2^j}{2p-1}} \left( e^{\frac{2Nj}{p-1}} - 1 \right)^{\frac{p-1}{2p-1}}
\lesssim \left( 2p-1 \right)^{\frac{p-1}{2p-1}} \left( \frac{2^j}{2p-1} \right)^{\frac{p-1}{2p-1}} \lesssim (2^j)^{\frac{p-1}{2p-1}}.
\]
In view of the choice of \( j_0 \), this implies that
\[
\sum_{j \leq j_0} \left( \int_{2^j}^{2^{j+1}} e^{-\frac{2Nt}{p-1}} dt \right)^{\frac{p-1}{2p-1}} \lesssim \sum_{j \leq j_0} (2^{\frac{p-1}{2p-1}})^j \lesssim 2^{(j_0+1)} \lesssim (2p-1)^{\frac{p-1}{2p-1}}.
\]
By virtue of the above, this ensures that
\[
\sum_{j \in \mathbb{Z}} \left( \int_{2^j}^{2^{j+1}} e^{-\frac{2Nt}{p-1}} dt \right)^{\frac{p-1}{2p-1}} \lesssim (2p-1)^{\frac{p-1}{2p-1}}.
\]
We deduce that for any \( p \geq 2 \)
\[
\|w\|_{L_{2p}^p} \lesssim C^{2p} \|\tilde{w}\|_{B}^{2p} (2p-1)^{p-1}.
\]
Along the same lines, we obtain
\[ \|w\|_{L^2}^2 \lesssim \|\tilde{w}\|_{B}^2, \]
which leads to
\[ \int_{\mathbb{R}^{2N}} (e^{\frac{|w(x)|^2}{\lambda^2}} - 1) \, dx \lesssim \sum_{p \geq 1} C^{2p} \|\tilde{w}\|_{B}^{2p} (2p - 1)^{p-1} \frac{\lambda^{2p}}{\lambda^{2p}!}. \]
This ends the proof of the proposition thanks to Stirling formula.

A.2. Fourier approximation of generalizations of example by Moser.

The aim of this section is to establish Proposition 1.7 which allows us to relate the generalizations of example by Moser to the elementary concentrations involving in Decomposition (1.16).

Proof of Proposition 1.7. The proof of Proposition 1.7 goes along the same lines as the proof of Lemma 3.4. We sketch it here for the convenience of the reader. Before entering into the details, let us point out that the function
\[ \tilde{g}_n(x) := \tilde{C}_N \sqrt{\alpha_n} \psi \left( -\log \frac{|x|}{\alpha_n} \right) \]
is supported in the unit ball of \( \mathbb{R}^{2N} \) and also writes:
\[ (A.2) \]
\[ \tilde{g}_n(x) = \frac{C_N}{\sqrt{\alpha_n}} \int_{1 \leq |\xi| \leq \frac{1}{|x|}} \frac{1}{|\xi|^{2N}} \varphi \left( \frac{\log |\xi|}{\alpha_n} \right) d\xi. \]

Now by density arguments, we can as in the proof of Lemma 3.4 reduce to the case when \( \varphi \) belongs to \( D(\mathbb{R}_+) \). Let us then decompose \( g_n(x) \) as follows:
\[ g_n(x) = g_n^{(1)}(x) + g_n^{(2)}(x), \]
with
\[ g_n^{(1)}(x) := \frac{C_N}{\sqrt{\alpha_n}} \int_{|\xi| \geq \max \left( \frac{1}{|x|}, 1 \right)} e^{ix \cdot \xi} \varphi \left( \frac{\log |\xi|}{\alpha_n} \right) d\xi. \]

In one hand in view of (A.2), we have
\[ g_n^{(1)}(x) = \tilde{g}_n(x) + t_n^1(x), \]
with
\[ |t_n^1(x)| = \frac{C_N}{\sqrt{\alpha_n}} \int_{|\xi| \leq \max \left( \frac{1}{|x|}, 1 \right)} \frac{e^{ix \cdot \xi} - 1}{|\xi|^{2N}} \varphi \left( \frac{\log |\xi|}{\alpha_n} \right) d\xi \lesssim \frac{|x|}{\sqrt{\alpha_n}} \int_{1}^{\max \left( \frac{1}{|x|}, 1 \right)} \left| \varphi \left( \frac{\log \rho}{\alpha_n} \right) \right| d\rho \lesssim \frac{1}{\sqrt{\alpha_n}}. \]

On the other hand integrating by parts, we get \( g_n^{(2)}(x) = g_n^{(2,1)}(x) + g_n^{(2,2)}(x) \) with
\[ g_n^{(2,1)}(x) = \frac{i C_N}{\sqrt{\alpha_n}} \int_{|\xi| \geq \max \left( \frac{1}{|x|}, 1 \right)} e^{ix \cdot \xi} \left[ \frac{1}{|\xi|^{2N}} \varphi \left( \frac{\log |\xi|}{\alpha_n} \right) \right] d\xi \]
and
\[ \|g_n^{(2,2)}\|_{L^\infty} \lesssim \frac{1}{\sqrt{\alpha_n}}. \]
Clearly

\[ \left| g_{n}^{(2,1)}(x) \right| \lesssim \frac{1}{\sqrt[\alpha_{n}]{|x|}} \int_{\rho \geq \max\left(\frac{1}{|x|},1\right)} \frac{d\rho}{\rho^{2}} \lesssim \frac{1}{\sqrt[\alpha_{n}]{n}}. \]

This easily ensures the result. \( \square \)
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