Rigidity phenomena involving scalar curvature

Simon Brendle

Abstract. We give a survey of various rigidity results involving scalar curvature. Many of these results are inspired by the positive mass theorem in general relativity. In particular, we discuss the recent solution of Min-Oo’s Conjecture for the hemisphere (cf. [13]). We also analyze the case of equality in Bray’s volume comparison theorem.

1. The positive mass theorem and its geometric consequences

In this paper, we discuss various rigidity results involving the scalar curvature. Our starting point is the positive mass theorem in general relativity. Recall that a three-manifold \((M, g)\) is said to be asymptotically flat if there exists a compact set \(\Omega \subset M\) such that \(M \setminus \Omega\) is diffeomorphic to the region \(\{x \in \mathbb{R}^3 : |x| > 1\}\) and the metric satisfies

\[
g_{ij}(x) = \delta_{ij} + O(|x|^{-1}),
\]

\[
\partial_k g_{ij}(x) = O(|x|^{-2}),
\]

\[
\partial_k \partial_l g_{ij}(x) = O(|x|^{-3}).
\]

Furthermore, we require that

\[
\int_M |R_g| \, d\text{vol}_g < \infty,
\]

where \(R_g\) denotes the scalar curvature of \((M, g)\). The ADM mass of an asymptotically flat three-manifold \((M, g)\) is defined by

\[
m_{\text{ADM}} = \lim_{r \to \infty} \frac{1}{16\pi} \int_{\{|x|=r\}} \sum_{i,j} (\partial_j g_{ij}(x) - \partial_i g_{jj}(x)) \frac{x^i}{r}
\]
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(cf. [2], [3]). It follows from (1) and the divergence theorem that the limit in (2) exists, and \( m_{\text{ADM}} \) is well-defined.

**Theorem 1.1** (R. Schoen, S.T. Yau [44]; E. Witten [50]). Let \((M, g)\) be an asymptotically flat three-manifold with nonnegative scalar curvature. Then the ADM mass of \((M, g)\) is nonnegative. Moreover, if the ADM mass of \((M, g)\) is zero, then \((M, g)\) is isometric to Euclidean space \( \mathbb{R}^3 \).

Theorem 1.1 plays an important role in modern differential geometry. The original proof by Schoen and Yau [44] relies on minimal surface techniques. There is an alternative proof due to Witten [50], which uses spinors and the Dirac equation (see also [42]).

There is an analogous notion of asymptotic flatness for manifolds of dimension greater than three, and the definition of the ADM mass extends naturally to the higher dimensional setting (cf. [3]). The minimal surface arguments of Schoen and Yau imply that the positive mass theorem holds for every asymptotically flat manifold of dimension \( n < 8 \). On the other hand, by generalizing Witten’s argument, Bartnik [3] was able to extend the positive mass theorem to spin manifolds of arbitrary dimension. It is an interesting question whether the positive mass theorem holds for non-spin manifolds of dimension \( n \geq 8 \). This question is studied in recent work of Lohkamp [35].

We next consider an important special case of the positive mass theorem. Let \( g \) be a Riemannian metric on \( \mathbb{R}^n \) which agrees with the Euclidean metric outside a compact set. In this case, \((\mathbb{R}^n, g)\) is asymptotically flat and its ADM mass is equal to zero. Using Bartnik's version of the positive mass theorem, one can draw the following conclusion:

**Theorem 1.2.** Let \( g \) be a metric on \( \mathbb{R}^n \) with nonnegative scalar curvature. Moreover, suppose that \( g \) agrees with the Euclidean metric outside a compact set. Then \( g \) is flat.

Similar techniques can be used to show that the \( n \)-dimensional torus \( T^n \) does not admit a metric of positive scalar curvature.

**Theorem 1.3** (R. Schoen, S.T. Yau [45], [46]; M. Gromov, H.B. Lawson [23], [24]). Let \( g \) be a metric on the torus \( T^n \) with nonnegative scalar curvature. Then \( g \) is flat.

Theorem 1.3 was first proved for \( n = 3 \) by Schoen and Yau [45]. The proof relies on minimal surface techniques. In [46], the result was extended to dimension \( n < 8 \). The general case was settled by Gromov and Lawson using spinor methods (see [23], [24]).

We next discuss some rigidity results for bounded domains in \( \mathbb{R}^n \). It was observed by Miao [37] that the positive mass theorem implies the following rigidity result for metrics on the unit ball:
Theorem 1.4. Suppose that $g$ is a smooth metric on the unit ball $B^n \subset \mathbb{R}^n$ with the following properties:

- The scalar curvature of $g$ is nonnegative.
- The induced metric on the boundary $\partial B^n$ agrees with the standard metric on $\partial B^n$.
- The mean curvature of $\partial B^n$ with respect to $g$ is at least $n - 1$.

Then $g$ is isometric to the standard metric on $B^n$.

In 2002, Shi and Tam extended Theorem 1.4 to arbitrary convex domains in $\mathbb{R}^n$. The following result is an important special case of Shi and Tam’s theorem (cf. [47], Theorem 4.1):

Theorem 1.5 (Y. Shi, L.F. Tam [47]). Let $\Omega$ be a strictly convex domain in $\mathbb{R}^n$ with smooth boundary. Moreover, suppose that $g$ is a Riemannian metric on $\Omega$ with the following properties:

- The scalar curvature of $g$ is nonnegative.
- The induced metric on the boundary $\partial \Omega$ agrees with the restriction of the Euclidean metric to $\partial \Omega$.
- The mean curvature of $\partial \Omega$ with respect to $g$ is positive.

Then

$$
\int_{\partial \Omega} (H_0 - H_g) \, d\sigma_g \geq 0,
$$

where $H_g$ denotes the mean curvature of $\partial \Omega$ with respect to $g$ and $H_0$ denotes the mean curvature of $\partial \Omega$ with respect to the Euclidean metric. Finally, if equality holds in (3), then $g$ is flat.

In order to prove Theorem 1.5, Shi and Tam glue the metric $g$ to a suitable metric $\tilde{g}$ on the complement $\mathbb{R}^n \setminus \Omega$. The metric $\tilde{g}$ agrees with $g$ along $\partial \Omega$, and the mean curvature of $\partial \Omega$ with respect to $\tilde{g}$ agrees with the mean curvature of $\partial \Omega$ with respect to $g$. Moreover, the metric $\tilde{g}$ is asymptotically flat, and its scalar curvature is equal to zero. Hence, the positive mass theorem implies that $m_{ADM} \geq 0$. On the other hand, Shi and Tam construct a monotone decreasing function $m(r)$ with the property that

$$
m(0) = \int_{\partial \Omega} (H_0 - H_g) \, d\sigma_g
$$

and

$$
\lim_{r \to \infty} m(r) = c(n) m_{ADM},
$$

where $c(n)$ is a positive constant (see [47], Theorem 2.1 and Lemma 4.2). Putting these facts together gives

$$
\int_{\partial \Omega} (H_0 - H_g) \, d\sigma_g \geq c(n) m_{ADM} \geq 0,
$$

and the last inequality is strict unless $g$ is flat.
Theorems 1.2 and 1.3 show that it is not always possible to deform the metric so that the scalar curvature increases at each point. By contrast, Lohkamp [34] proved that for any Riemannian manifold there exist local deformations of the metric which decrease scalar curvature (see also [33]).

**Theorem 1.6 (J. Lohkamp [34]).** Let \((M, g)\) be a complete Riemannian manifold of dimension \(n \geq 3\), and let \(\psi\) be a smooth function on \(M\) such that \(\psi(x) \leq R_g(x)\) for each point \(x \in M\). Let \(U = \{x \in M : \psi(x) < R_g(x)\}\), and let \(U_{\varepsilon}\) denote an \(\varepsilon\)-neighborhood of the set \(U\). Given any \(\varepsilon > 0\), there exists a smooth metric \(\hat{g}\) on \(M\) such that \(\psi(x) - \varepsilon \leq R_{\hat{g}}(x) \leq \psi(x)\) at each point in \(U_{\varepsilon}\) and \(\hat{g} = g\) outside \(U_{\varepsilon}\).

Finally, let us mention a result of Fischer and Marsden [19] concerning small deformations of the scalar curvature. To that end, we fix a Riemannian manifold \((M, g)\) of dimension \(n \geq 3\). Given any symmetric two-tensor \(h\), we define

\[
L_g h = \frac{\partial}{\partial t} R_g + \text{th} \bigg|_{t=0}.
\]

A straightforward calculation gives

\[
L_g h = \sum_{i,j=1}^{n} (D^2 e_i, e_j) h(e_i, e_j) - \Delta_g (\text{tr}_g(h)) - \langle \text{Ric}_g, h \rangle_g
\]

(see e.g. [5], Theorem 1.174). Consequently, the formal adjoint of \(L_g\) is given by

\[
L_g^* f = D^2 f - (\Delta_g f) g - f \text{Ric}_g.
\]

If the operator \(L_g^*\) has trivial kernel, then every function \(\psi\) which is sufficiently close to \(R_g\) in a suitable sense can be realized as the scalar curvature of a Riemannian metric. A local version of this result was established by Corvino [17].

We say that \((M, g)\) is static if the operator \(L_g^*\) has non-trivial kernel (cf. [4]). Examples of static manifolds include the Euclidean space \(\mathbb{R}^n\); the hyperbolic space \(\mathbb{H}^n\); and the sphere \(S^n\) equipped with its standard metric.

In the following sections, we will discuss various rigidity theorems for these model spaces.

## 2. Rigidity results for hyperbolic space

In this section, we discuss some rigidity theorems for hyperbolic space. The first result of this type was proved by Min-Oo in 1989.

**Theorem 2.1 (M. Min-Oo [39]).** Let \(g\) be a metric on \(\mathbb{H}^n\) with scalar curvature \(R_g \geq -n(n-1)\). Moreover, suppose that \(g\) agrees with the hyperbolic metric outside a compact set. Then \(g\) has constant sectional curvature \(-1\).
Theorem 2.1 can be viewed as the analogue of Theorem 1.2 in the hyperbolic setting. The proof of Theorem 2.1 uses spinor techniques, and is similar in spirit to Witten’s proof of the positive mass theorem. The proof does not actually require the metric $g$ to agree with the hyperbolic metric outside a compact set; it suffices to assume that $g$ satisfies certain asymptotic conditions near infinity (see [39] for a precise statement). These asymptotic conditions were later weakened by Andersson and Dahl [1].

We note that there is an analogue of the positive mass theorem for asymptotically hyperbolic manifolds with scalar curvature $R_g \geq -n(n-1)$. Results in this direction were obtained by Chruściel and Herzlich [15] and Chruściel and Nagy [16]. Moreover, the following theorem was established by Wang [49]:

**THEOREM 2.2 (X. Wang [49]).** Let $g$ be a metric on the unit ball $B^n$ with scalar curvature $R_g \geq -n(n-1)$. Moreover, suppose that $g$ satisfies an asymptotic expansion of the form

$$g = \sinh^{-2}(r) \left( dr^2 + g_0 + \frac{r^n}{n} h + O(r^{n+1}) \right),$$

where $g_0$ denotes the round metric on the boundary $\partial B^n = S^{n-1}$ and $r$ is a boundary defining function. Then

$$\int_{S^{n-1}} \text{tr}_{g_0}(h) \, d\text{vol}_{g_0} \geq \left| \int_{S^{n-1}} \text{tr}_{g_0}(h) \, x \, d\text{vol}_{g_0} \right|.$$  

Moreover, if equality holds, then $g$ is isometric to the hyperbolic metric.

Finally, we point out that Boualem and Herzlich have obtained similar rigidity results for Kähler manifolds that are asymptotic to complex hyperbolic space in a suitable sense (cf. [6], [29]).

3. **Min-Oo’s Conjecture for the hemisphere**

In this section, we discuss rigidity questions for the hemisphere. For abbreviation, we will denote by $\bar{g}$ the standard metric on $S^n$. Motivated by the positive mass theorem and its analogue in the asymptotically hyperbolic setting, Min-Oo proposed the following conjecture (cf. [40], Theorem 4):

**MIN-OO’S CONJECTURE.** Suppose that $g$ is a smooth metric on the hemisphere $S^n_+ = \{ x \in S^n : x_{n+1} \geq 0 \}$ with the following properties:

- The scalar curvature of $g$ is at least $n(n-1)$.
- The induced metric on the boundary $\partial S^n_+$ agrees with the standard metric on $\partial S^n_+$.
- The boundary $\partial S^n_+$ is totally geodesic with respect to $g$.

Then $g$ is isometric to the standard metric on $S^n_+$. 
Min-Oo’s Conjecture is very natural given the analogy with the positive mass theorem, and was widely expected to be true; see e.g. [22], p. 47, or [27], p. 629. Various attempts have been made to prove it (using both spinor and minimal surface techniques), and many partial results have been obtained. In particular, it follows from a classical result of Toponogov that Min-Oo’s Conjecture holds in dimension 2.

**Theorem 3.1 (V. Toponogov [48]).** Let \((M, g)\) be a compact surface with totally geodesic boundary \(\partial M\). If the Gaussian curvature of \((M, g)\) satisfies \(K \geq 1\), then the length of \(\partial M\) is at most \(2\pi\). Moreover, if equality holds, then \((M, g)\) is isometric to the hemisphere \(S^2_+\) equipped with its standard metric.

An alternative proof of Theorem 3.1 was given by Hang and Wang (cf. [27], Theorem 4). In higher dimensions, Hang and Wang [27] showed that Min-Oo’s Conjecture holds if the lower bound for the scalar curvature is replaced by a lower bound for the Ricci tensor.

**Theorem 3.2 (F. Hang, X. Wang [27]).** Suppose that \(g\) is a smooth metric on the hemisphere \(S^n_+\) with the following properties:

- The Ricci curvature of \(g\) is bounded from below by \(\text{Ric}_g \geq (n - 1) g\).
- The induced metric on the boundary \(\partial S^n_+\) agrees with the standard metric on \(\partial S^n_+\).
- The second fundamental form of the boundary \(\partial S^n_+\) with respect to \(g\) is nonnegative.

Then \(g\) is isometric to the standard metric on \(S^n_+\).

The proof of Theorem 3.2 relies on an interesting application of Reilly’s formula. Moreover, Hang and Wang [26] were able to verify Min-Oo’s Conjecture for metrics conformal to the standard metric. In particular, Min-Oo’s Conjecture is true if the metric \(g\) is rotationally symmetric.

**Theorem 3.3 (F. Hang, X. Wang [26]).** Suppose that \(g = e^{2w} \overline{g}\) is a metric in the conformal class of \(\overline{g}\) with scalar curvature \(R_g \geq n(n - 1)\). If \(g = \overline{g}\) along the boundary \(\partial S^n_+\), then \(g = \overline{g}\) at each point in \(S^n_+\).

Note that Theorem 3.3 does not require any assumptions on the second fundamental form of \(\partial S^n_+\).

In a joint work with F.C. Marques, we have obtained scalar curvature rigidity results for certain geodesic balls in \(S^n\); see [12].

**Theorem 3.4 (S. Brendle, F.C. Marques [12]).** Fix a real number \(c \geq \frac{2}{\sqrt{n+3}}\), and let \(\Omega = \{x \in S^n : x_{n+1} \geq c\}\). Moreover, suppose that \(g\) is a Riemannian metric on \(\Omega\) with the following properties:

- \(R_g \geq n(n - 1)\) at each point in \(\Omega\).
- The metrics \(g\) and \(\overline{g}\) induce the same metric on \(\partial \Omega\).
- \(H_g \geq H_{\overline{g}}\) at each point on \(\partial \Omega\).
If \( g - \bar{g} \) is sufficiently small in the \( C^2 \)-norm, then \( \varphi^*(g) = \bar{g} \) for some diffeomorphism \( \varphi : \Omega \rightarrow \Omega \) with \( \varphi|_{\partial \Omega} = \text{id} \).

The following result is an immediate consequence of Theorem 3.4.

**Corollary 3.5 (S. Brendle, F.C. Marques)**. Suppose that \( g \) is a Riemannian metric on the hemisphere \( S^+_n \) with the following properties:

- \( R_g \geq n(n-1) \) at each point in \( S^+_n \).
- The metrics \( g \) and \( \bar{g} \) agree in the region \( \{ x \in S^n : 0 \leq x_{n+1} \leq \frac{2}{\sqrt{n+3}} \} \).

If \( g - \bar{g} \) is sufficiently small in the \( C^2 \)-norm, then \( g \) is isometric to the standard metric \( \bar{g} \).

Eichmair [18] has verified Min-Oo’s Conjecture for \( n = 3 \), assuming that the boundary satisfies an isoperimetric condition. The proof of this theorem uses techniques developed by Bray [7]. Moreover, Huang and Wu [30] showed that Min-Oo’s Conjecture holds for graphs in \( \mathbb{R}^{n+1} \).

We next describe a non-rigidity theorem for the hemisphere. This result implies that Min-Oo’s Conjecture fails in dimension \( n \geq 3 \). The argument involves two steps. In a first step, we perturb the standard metric on the hemisphere \( S^+_n \) in such a way that the scalar curvature increases at each point and the mean curvature of the boundary becomes positive:

**Theorem 3.6 (S. Brendle, F.C. Marques, A. Neves)**. Given any integer \( n \geq 3 \), there exists a smooth metric \( g \) on the hemisphere \( S^+_n \) with the following properties:

- The scalar curvature of \( g \) is strictly greater than \( n(n-1) \).
- At each point on \( \partial S^+_n \), we have \( g - \bar{g} = 0 \), where \( \bar{g} \) denotes the standard metric on \( S^+_n \).
- The mean curvature of \( \partial S^+_n \) with respect to \( g \) is strictly positive (i.e. the mean curvature vector points inward).

The proof of Theorem 3.6 relies on a perturbation analysis. This construction is inspired by the counterexamples to Schoen’s Compactness Conjecture for the Yamabe problem (cf. [10], [11]). We will give an outline of the proof of Theorem 3.6 in Section 4.

In a second step, we construct metrics on the hemisphere \( S^+_n \) which have scalar curvature at least \( n(n-1) \) and agree with the standard metric in a neighborhood of the boundary. To that end, we glue the metrics constructed in Theorem 3.6 to a rotationally symmetric model metric. The proof relies on a general gluing theorem, which is of interest in itself.

**Theorem 3.7 (S. Brendle, F.C. Marques, A. Neves)**. Let \( M \) be a compact manifold of dimension \( n \) with boundary \( \partial M \), and let \( g \) and \( \bar{g} \) be two smooth Riemannian metrics on \( M \) such that \( g - \bar{g} = 0 \) at each point on \( \partial M \).
Moreover, we assume that $H_g - H_{\tilde{g}} > 0$ at each point on $\partial M$. Given any real number $\varepsilon > 0$ and any neighborhood $U$ of $\partial M$, there exists a smooth metric $\hat{g}$ on $M$ with the following properties:

- We have the pointwise inequality $R_{\hat{g}}(x) \geq \min\{R_g(x), R_{\tilde{g}}(x)\} - \varepsilon$ at each point $x \in M$.
- $\hat{g}$ agrees with $g$ outside $U$.
- $\hat{g}$ agrees with $\tilde{g}$ in a neighborhood of $\partial M$.

The proof of Theorem 3.7 involves a delicate choice of cut-off functions (see [13], Section 4). We will omit the details here.

Combining Theorem 3.6 and Theorem 3.7, we are able to construct counterexamples to Min-Oo’s Conjecture in dimension $n \geq 3$.

**Theorem 3.8 (S. Brendle, F.C. Marques, A. Neves [13]).** Given any integer $n \geq 3$, there exists a smooth metric $\hat{g}$ on the hemisphere $S^+_n$ with the following properties:

- The scalar curvature of $\hat{g}$ is at least $n(n-1)$ at each point on $S^+_n$.
- The scalar curvature of $\hat{g}$ is strictly greater than $n(n-1)$ at some point on $S^+_n$.
- The metric $\hat{g}$ agrees with the standard metric $\overline{g}$ in a neighborhood of $\partial S^+_n$.

**Sketch of the proof of Theorem 3.8.** Let $\delta$ be a small positive number. We first construct a rotationally symmetric metric $\tilde{g}_\delta$ on the hemisphere $S^+_n$ such that $R_{\tilde{g}_\delta} > n(n-1)$ in the region $\{x \in S^n : \delta < x_{n+1} < 3\delta\}$ and $\tilde{g}_\delta = \overline{g}$ in the region $\{x \in S^n : 0 \leq x_{n+1} \leq \delta\}$.

Let $M_\delta = \{x \in S^n : x_{n+1} \geq 2\delta\}$. Using Theorem 3.7, we can construct a metric $g_\delta$ on $M_\delta$ with the following properties:

- $R_{g_\delta} > n(n-1)$ at each point in $M_\delta$.
- $g_\delta - \tilde{g}_\delta = 0$ at each point on the boundary $\partial M_\delta$.
- $H_{g_\delta} - H_{\tilde{g}_\delta} > 0$ at each point on $\partial M_\delta$.

Applying Theorem 3.7 to the metrics $g_\delta$ and $\tilde{g}_\delta$, we obtain a metric $\hat{g}$ on $M_\delta$ with the property that $R_{\hat{g}} > n(n-1)$ at each point in $M_\delta$ and $\hat{g} = \tilde{g}_\delta$ in a neighborhood of $\partial M_\delta$. Hence, we may extend the metric $\hat{g}$ to the hemisphere in such a way that the resulting metric has all the required properties. From this, Theorem 3.8 follows.

To conclude this section, we state a corollary of Theorem 3.8. Let $\hat{g}$ be the metric constructed in Theorem 3.8. We may extend $\hat{g}$ to a metric on $S^n$ which is invariant under antipodal reflection. The resulting metric descends to a metric on the real projective space $\mathbb{RP}^n$. Hence, we can draw the following conclusion:

**Corollary 3.9 (S. Brendle, F.C. Marques, A. Neves [13]).** Given any integer $n \geq 3$, there exists a smooth metric $\hat{g}$ on the real projective space $\mathbb{RP}^n$.
with the following properties:

- The scalar curvature of \( g \) is at least \( n(n-1) \) at each point on \( \mathbb{RP}^n \).
- The scalar curvature of \( g \) is strictly greater than \( n(n-1) \) at some point on \( \mathbb{RP}^n \).
- The metric \( g \) agrees with the standard metric in a neighborhood of the equator in \( \mathbb{RP}^n \).

4. Sketch of the proof of Theorem 3.6

In this section, we sketch the main ideas involved in the proof of Theorem 3.6. A complete proof is presented in [13]. A crucial issue is that the standard metric \( g \) on \( S^n \) is static. In fact, if we denote by \( f : S^n \to \mathbb{R} \) the restriction of the coordinate function \( x_{n+1} \) to the unit sphere \( S^n \), then \( f \) satisfies the equation

\[
\mathcal{D}^2 f - (\Delta_{\mathcal{g}} f) \mathcal{g} - f \text{Ric}_\mathcal{g} = 0.
\]

Consequently, the linearized operator \( L_\mathcal{g} \) fails to be surjective. In particular, Corvino’s theorem concerning local deformations of the scalar curvature (see [17], Theorem 1) does not apply in this situation.

We next consider the upper hemisphere \( S^n_+ = \{ f \geq 0 \} \). To fix notation, let \( \Sigma = \{ f = 0 \} \) denote the equator in \( S^n \) and let \( \nu \) be the outward-pointing unit normal vector field along \( \Sigma \). Given any Riemannian metric \( g \) on \( S^n_+ \), we define

\[
\mathcal{F}(g) = \int_{S^n_+} R_g f \, d\text{vol}_\mathcal{g} + 2 \text{area}(\Sigma, g).
\]

This defines a functional \( \mathcal{F} \) on the space of Riemannian metrics on \( S^n_+ \). Using the relation (4), one can show that the first variation of \( \mathcal{F} \) at \( \mathcal{g} \) vanishes. More precisely, we have the following result:

**Proposition 4.1** ([13], Proposition 9). Let \( g(t) \) be a smooth one-parameter family of Riemannian metrics on \( S^n_+ \) with \( g(0) = \mathcal{g} \). Then \( \frac{d}{dt} \mathcal{F}(g(t)) \big|_{t=0} = 0 \).

Note that Proposition 4.1 holds for arbitrary variations of the metric, including those that change the induced metric on the boundary. This fact will play a crucial role in the argument.

The strategy is to deform the standard metric \( \mathcal{g} \) in such a way that the scalar curvature is unchanged to first order and the second variation of the functional \( \mathcal{F} \) is positive. In order to construct variations with this property, we need the following auxiliary result:

**Proposition 4.2** ([13], Proposition 10). Assume that \( n \geq 3 \). Then there exists a function \( \eta : \Sigma \to \mathbb{R} \) such that

\[
\Delta_\Sigma \eta + (n-1)\eta < 0.
\]
and
\[ \int_{\Sigma} (|\nabla_{\Sigma}\eta|^2 - (n-1)\eta^2) \, d\sigma > 0. \]

**Sketch of the proof of Proposition 4.2.** We define a function \( \eta : \Sigma \to \mathbb{R} \) by
\[ \eta = -c - 1 + \frac{n-1}{2} x_n^2 + \frac{(n-1)(n+1)}{24} x_n^4 + \frac{(n-1)(n+1)(n+3)}{240} x_n^6, \]
where \( c \) is a small positive constant. Then
\[ \Delta_{\Sigma}\eta + (n-1)\eta = -(n-1)c - \frac{(n-1)(n+1)(n+3)(n+5)}{48} x_n^6 < 0. \]
Moreover, a straightforward calculation shows that
\[ \int_{\Sigma} (|\nabla_{\Sigma}\eta|^2 - (n-1)\eta^2) \, d\sigma > 0 \]
if \( c > 0 \) is sufficiently small. Hence, the function \( \eta \) has the required properties.

This completes the proof of Proposition 4.2.

Note that the proof of Proposition 4.2 fails for \( n = 2 \). Proposition 4.2 has a natural geometric interpretation: it implies that, for \( n \geq 3 \), there exist deformations of the equator in \( S^n \) which increase area and have positive mean curvature.

**Corollary 4.3.** Assume that \( n \geq 3 \). Then there exists a one-parameter family of hypersurfaces \( \Sigma_t \) with the following properties:
- \( \Sigma_0 = \Sigma \).
- \( \Sigma_t \) has positive mean curvature for each \( t > 0 \).
- \( \frac{d^2}{dt^2} \text{area}(\Sigma_t, \bar{g}) \big|_{t=0} > 0 \).

In the remainder of this section, we will always assume that \( n \geq 3 \). Let \( \eta : \Sigma \to \mathbb{R} \) be the function constructed in Proposition 4.2. We can find a smooth vector field \( X \) on \( S^n \) such that
\[ X = \eta \nu \]
and
\[ \mathcal{L}_X \bar{g} = 0 \]
at each point on \( \Sigma \). The exact choice of \( X \) is not important; all that matters is the behavior of \( X \) near the equator.

The vector field \( X \) generates a one-parameter group of diffeomorphisms, which we denote by \( \varphi_t : S^n \to S^n \). For each \( t \), we define two Riemannian metrics \( g_0(t) \) and \( g_1(t) \) by
\[ g_0(t) = \bar{g} + t \mathcal{L}_X \bar{g} \]
and
\[ g_1(t) = \varphi_t^*(\bar{g}) \].
It follows from our choice of $X$ that the metric $g_0(t)$ agrees with the standard metric $\bar{g}$ at each point on $\Sigma$. By contrast, the metric $g_1(t)$ does not agree with $\bar{g}$ along $\Sigma$.

**Proposition 4.4 ([13], Proposition 11).** There exists a smooth function $Q$ on the hemisphere $S^n_+$ such that

$$R_{g_0(t)} = n(n-1) + \frac{1}{2} t^2 Q + O(t^3)$$

and

$$\int_{S^n_+} Q f \, d\text{vol}_{\bar{g}} > 0.$$

**Sketch of the proof of Proposition 4.4.** Note that $g_0(t) = g_1(t) + O(t^2)$. Since $R_{g_1(t)} = n(n-1)$, it follows that $R_{g_0(t)} = n(n-1) + O(t^2)$. For abbreviation, let

$$Q = \frac{\partial^2}{\partial t^2} R_{g_0(t)} \bigg|_{t=0}.$$

By Proposition 4.1, the first variation of the functional $\mathcal{F}$ at $\bar{g}$ vanishes. This implies

$$\frac{d^2}{dt^2} \mathcal{F}(g_0(t)) \bigg|_{t=0} = \frac{d^2}{dt^2} \mathcal{F}(g_1(t)) \bigg|_{t=0}.$$  \hspace{1cm} (6)

The left hand side in (6) is given by

$$\frac{d^2}{dt^2} \mathcal{F}(g_0(t)) \bigg|_{t=0} = \int_{S^n_+} Q f \, d\text{vol}_{\bar{g}}.$$

On the other hand, using the identity $R_{g_1(t)} = n(n-1)$, the right hand side in (6) can be rewritten as

$$\frac{d^2}{dt^2} \mathcal{F}(g_1(t)) \bigg|_{t=0} = 2 \frac{d^2}{dt^2} \text{area}(\Sigma, g_1(t)) \bigg|_{t=0}$$

$$= 2 \frac{d^2}{dt^2} \text{area}(\varphi_t(\Sigma), \bar{g}) \bigg|_{t=0}$$

$$= 2 \int_{\Sigma} (|\nabla_{\Sigma} \eta|^2 - (n-1)\eta^2) \, d\sigma_{\bar{g}}.$$

Putting these facts together, we obtain

$$\int_{S^n_+} Q f \, d\text{vol}_{\bar{g}} = 2 \int_{\Sigma} (|\nabla_{\Sigma} \eta|^2 - (n-1)\eta^2) \, d\sigma_{\bar{g}} > 0,$$

completing the proof of Proposition 4.4.

We next consider the elliptic equation

$$\Delta_{\bar{g}} u + nu = Q - \int_{S^n_+} Q f \, d\text{vol}_{\bar{g}}$$ 

$$\int_{S^n_+} f \, d\text{vol}_{\bar{g}}$$  \hspace{1cm} (7)
with Dirichlet boundary condition \( u|_{\Sigma} = 0 \). This boundary value problem has a smooth solution \( u : S^+_n \to \mathbb{R} \). We now define

\[
g(t) = \bar{g} + t \mathcal{L}X \bar{g} + \frac{1}{2(n-1)} t^2 u \bar{g}.
\]

The metric \( g(t) \) agrees with the standard metric \( \bar{g} \) at each point on \( \Sigma \). Moreover, the scalar curvature of \( g(t) \) is given by

\[
R_{g(t)} = R_{g_0(t)} - \frac{1}{2} t^2 (\Delta_{\bar{g}} u + nu) + O(t^3)
\]

\[
= n(n-1) + \frac{1}{2} t^2 Q - \frac{1}{2} t^2 (\Delta_{\bar{g}} u + nu) + O(t^3)
\]

\[
= n(n-1) + \frac{1}{2} t^2 \int_{S^+_n} Q f \, d\text{vol}_{\bar{g}} + O(t^3).
\]

Since \( \int_{S^+_n} Q f \, d\text{vol}_{\bar{g}} > 0 \), it follows that

\[
\inf_{S^+_n} R_{g(t)} > n(n-1)
\]

if \( t > 0 \) is sufficiently small.

It remains to compute the mean curvature of \( \Sigma \) with respect to the metric \( g(t) \). Since \( g(t) = g_1(t) + O(t^2) \), we have

\[
H_{g(t)} = H_{g_1(t)} + O(t^2) = -t (\Delta_{\Sigma} \eta + (n-1) \eta) + O(t^2).
\]

By Proposition 4.2, we have \( \Delta_{\Sigma} \eta + (n-1) \eta < 0 \) at each point on \( \Sigma \). Consequently, we have

\[
\inf_{\Sigma} H_{g(t)} > 0
\]

if \( t > 0 \) is sufficiently small.

5. Other rigidity results involving scalar curvature

In this section, we describe other related rigidity results. The following result was established by Llarull [32] (see also the survey paper [22]).

**Theorem 5.1** (M. Llarull [32]). Let \( g \) be a Riemannian metric on \( S^n \) with scalar curvature \( R_g \geq n(n-1) \). Moreover, suppose that \( g \geq \bar{g} \) at each point on \( S^n \). Then \( g = \bar{g} \) at each point on \( S^n \).

In the even-dimensional case, Listing [31] was able to generalize Theorem 5.1 as follows:

**Theorem 5.2** (M. Listing [31]). Let \( n \geq 4 \) be an even integer. Moreover, suppose that \( g \) is a Riemannian metric on \( S^n \) satisfying \( R_g \geq (n-1) \text{tr}_g(\bar{g}) \) at each point on \( S^n \). Then \( g \) is a constant multiple of the standard metric \( \bar{g} \).
We now discuss a rigidity result for Riemannian metrics on \( \mathbb{RP}^3 \) with scalar curvature at least 6. To fix notation, we denote by \( \mathcal{F} \) the set of all embedded surfaces \( \Sigma \subset \mathbb{RP}^3 \) with the property that \( \Sigma \) is homeomorphic to \( \mathbb{RP}^2 \).

**Theorem 5.3** (H. Bray, S. Brendle, M. Eichmair, A. Neves [8]). Let \( g \) be a Riemannian metric on \( \mathbb{RP}^3 \) with scalar curvature \( R_g \geq 6 \). Moreover, suppose that \( \Sigma \in \mathcal{F} \) is a surface which has minimal area among all surfaces in \( \mathcal{F} \). Then \( \text{area}(\Sigma, g) \leq 2\pi \). Moreover, if equality holds, then \( g \) is isometric to the standard metric on \( \mathbb{RP}^3 \).

**Sketch of the proof of Theorem 5.3.** Given any metric \( g \) on \( \mathbb{RP}^3 \) and any stable minimal surface \( \Sigma \in \mathcal{F} \), one can show that

\[
\text{area}(\Sigma, g) \inf_{\mathbb{RP}^3} R_g \leq 12\pi
\]  

(cf. [8], Corollary 8). To prove (8), we use special choices of variations in the second variation formula. These variations are constructed by adapting a technique of Hersch [28].

We now sketch the proof of the rigidity statement. Suppose that \( g \) is a metric on \( \mathbb{RP}^3 \) with scalar curvature \( R_g \geq 6 \), and \( \Sigma \in \mathcal{F} \) is an area-minimizing surface with \( \text{area}(\Sigma, g) = 2\pi \). Let \( \tilde{g}(t), t \in [0, T) \), denote the unique solution to the Ricci flow with initial metric \( \tilde{g}(0) = g \). Fix a real number \( \tau \in (0, T) \). By a theorem of Meeks, Simon, and Yau [36], we can find a surface \( \tilde{\Sigma} \in \mathcal{F} \) which has minimal area with respect to the metric \( \tilde{g}(\tau) \). The key idea is to establish a lower bound for the area of \( \tilde{\Sigma} \). More precisely, we have

\[
\text{area}(\tilde{\Sigma}, \tilde{g}(\tau)) \geq \text{area}(\Sigma, g) - 8\pi \tau = 2\pi (1 - 4\tau)
\]  

(cf. [8], Proposition 10). On the other hand, it follows from the maximum principle that

\[
\inf_{\mathbb{RP}^3} R_{\tilde{g}(\tau)} \geq \frac{6}{1 - 4\tau}.
\]

Moreover, applying (8) to the metric \( \tilde{g}(\tau) \) gives

\[
\text{area}(\tilde{\Sigma}, \tilde{g}(\tau)) \inf_{\mathbb{RP}^3} R_{\tilde{g}(\tau)} \leq 12\pi.
\]

Therefore, the inequalities (9) and (10) hold as equalities. The strict maximum principle then implies that \( g \) has constant sectional curvature 1. This completes the proof of Theorem 5.3.

In view of Corollary 3.9, there are non-trivial examples of Riemannian metrics on \( \mathbb{RP}^3 \) that have scalar curvature at least 6 and agree with the standard metric in a neighborhood of the equator. In this case, the equator is a stable minimal surface of area \( 2\pi \). Therefore, the rigidity statement in Theorem 5.3 is no longer true if we replace the assumption that \( \Sigma \) is area-minimizing by the weaker condition that \( \Sigma \) is stable.
We next describe an analogous estimate for the area of area-minimizing two-spheres in three-manifolds.

**Theorem 5.4 (H. Bray, S. Brendle, A. Neves [9]).** Let \((M, g)\) be a compact three-manifold with scalar curvature \(R_g \geq 2\). Moreover, suppose that \(\Sigma\) is an immersed two-sphere which minimizes area in its homotopy class. Then \(\text{area}(\Sigma, g) \leq 4\pi\). Moreover, if equality holds, then the universal cover of \((M, g)\) is isometric to the cylinder \(S^2 \times \mathbb{R}\) equipped with its standard metric.

**Sketch of the proof of Theorem 5.4.** The inequality \(\text{area}(\Sigma, g) \leq 4\pi\) follows from the stability inequality. We now describe of the rigidity statement. Let \(\Sigma\) be an area-minimizing two-sphere with \(\text{area}(\Sigma, g) = 4\pi\), and let \(\nu\) be a unit normal vector field along \(\Sigma\). It is easy to see that \(\Sigma\) is totally geodesic and \(\text{Ric}(\nu, \nu) = 0\) at each point on \(\Sigma\). Using the implicit function theorem, we may construct a one-parameter family of stable constant mean curvature surfaces \(\Sigma_t = \{\exp_x(w(x, t) \nu(x)) : x \in \Sigma\}\), where \(w(x, 0) = 0\) and \(\frac{\partial}{\partial t} w(x, t)|_{t=0} = 1\) for all \(x \in \Sigma\). Let \(\nu_t\) denote the unit normal vector to \(\Sigma_t\). We assume that \(\nu_t\) is chosen so that \(\nu_0 = \nu\). The mean curvature vector of \(\Sigma_t\) can be written as \(-H(t) \nu_t\), where \(H(t)\) depends only on \(t\). By definition of \(\Sigma\), we have

\[
\text{area}(\Sigma_t, g) \geq \text{area}(\Sigma, g) = 4\pi.
\]

Using the inequality \(R_g \geq 2\) and the Gauss equations, we obtain

\[
\int_{\Sigma_t} (\text{Ric}(\nu_t, \nu_t) + |\mathcal{H}_t|^2) \geq 0,
\]

where \(\mathcal{H}_t\) denotes the second fundamental form of \(\Sigma_t\). Combining this relation with the stability inequality, one can show that \(H'(t) \leq 0\) for all \(t \in (-\delta, \delta)\) (see [9], p. 827). Since \(H(0) = 0\), we conclude that

\[
\text{area}(\Sigma_t, g) \leq \text{area}(\Sigma, g) = 4\pi
\]

for \(t \in (-\delta, \delta)\). Consequently, \(\Sigma_t\) must be totally geodesic, and we have \(\text{Ric}(\nu_t, \nu_t) = 0\) at each point on \(\Sigma_t\). From this, we deduce that \((M, g)\) locally splits as a product.

As above, the rigidity statement in Theorem 5.4 fails if we replace the condition that \(\Sigma\) is area-minimizing by the weaker condition that \(\Sigma\) is stable. Moreover, the proof of Theorem 5.4 can be adapted to other settings, see e.g. [38], [41].

Theorem 5.4 should be compared to the following rigidity theorem due to Cai and Galloway [14] (see also [20]):

**Theorem 5.5 (M. Cai, G. Galloway [14]).** Let \((M, g)\) be a three-manifold with nonnegative scalar curvature, and let \(\Sigma\) be a two-sided minimal torus in \((M, g)\) which is locally area-minimizing. Then \(g\) is flat in a neighborhood of \(\Sigma\).
Finally, the following important theorem due to Bray gives a sharp upper bound for the volume of a three-manifold with scalar curvature at least 6.

**Theorem 5.6 (H. Bray [7]).** Fix a real number $\varepsilon \in (0, 1)$ with the property that

$$\int_0^y \left(36\pi - 27(1 - \varepsilon) y^3 - 9\varepsilon x^3\right)^{-\frac{1}{2}} dx$$

$$+ \int_y^{\frac{3}{2}} \left(36\pi - 18(1 - \varepsilon) y x^{-\frac{1}{2}} - 9 x^3\right)^{-\frac{1}{2}} dx < \pi^2$$

for all pairs $(y, z) \in \mathbb{R} \times \left[\frac{4\pi}{3 - 2\varepsilon}, 4\pi\right]$ satisfying $2(1 - \varepsilon)y = z^\frac{1}{2}(4\pi - z)$. Moreover, let $(M, g)$ be a compact three-manifold satisfying $R_g \geq 6$ and $\text{Ric}_g \geq 2\varepsilon g$. If $\text{vol}(M, g) \geq \text{vol}(S^3, \overline{g})$, then $(M, g)$ is isometric to $(S^3, \overline{g})$.

Theorem 5.6 is slightly stronger than the result proved in [7]. Theorem 19 in [7] asserts that every three-manifold $(M, g)$ with $R_g \geq 6$ and $\text{Ric}_g \geq 2\varepsilon g$ satisfies $\text{vol}(M, g) \leq \text{vol}(S^3, \overline{g})$. However, the case of equality has not been discussed in the literature. For the convenience of the reader, we shall provide a detailed exposition in the following section.

Gursky and Viaclovsky proved that the condition (11) is satisfied for $\varepsilon = \frac{1}{2}$ (see [25], Section 4.1). Hence, we can draw the following conclusion:

**Corollary 5.7.** Let $(M, g)$ be a compact three-manifold satisfying $R_g \geq 6$ and $\text{Ric}_g \geq g$. If $\text{vol}(M, g) \geq \text{vol}(S^3, \overline{g})$, then $(M, g)$ is isometric to $(S^3, \overline{g})$.

### 6. The case of equality in Bray’s volume comparison theorem

In this final section, we describe the proof of Theorem 5.6. We will closely follow the original argument of Bray [7]. Let us fix a real number $\varepsilon \in (0, 1)$ satisfying (11). For each $z \in \left(\frac{4\pi}{3 - 2\varepsilon}, 4\pi\right]$, we define

$$y(z) = \frac{1}{2(1 - \varepsilon)} z^{\frac{1}{2}} (4\pi - z) \in [0, z^{\frac{3}{2}})$$

and

$$\gamma(z) = \int_0^{y(z)} \left(36\pi - 27(1 - \varepsilon) y(z)^{3/2} - 9\varepsilon x^{3/2}\right)^{-\frac{1}{2}} dx$$

$$+ \int_{y(z)}^{z^{3/2}} \left(36\pi - 18(1 - \varepsilon) y(z) x^{-1/2} - 9 x^{3/2}\right)^{-\frac{1}{2}} dx.$$
Proposition 6.1. For each \( z \in (0, 4\pi] \), there exists a function \( f_z : (-\gamma(z), \gamma(z)) \to (0, z^3] \) with the following properties:

- The function \( f_z \) is twice continuously differentiable.
- For each \( s \in (-\gamma(z), \gamma(z)) \), we have

\[
(12) \quad f_z''(s) = \min \left\{ \frac{36\pi - f_z'(s)^2}{6f_z(s)} - \frac{9}{2} f_z(s)^{-\frac{1}{3}}, -3\varepsilon f_z(s)^{-\frac{1}{3}} \right\}
\]

- \( f_z(0) = z^\frac{1}{2} \) and \( f_z'(0) = 0 \).
- \( \lim_{s \to \gamma(z)} f_z(s) = \lim_{s \to -\gamma(z)} f_z(s) = 0 \).

**Sketch of the proof of Proposition 6.1.** We distinguish two cases:

**Case 1:** Suppose that \( z \in \left(0, \frac{4\pi}{3-2\varepsilon}\right] \). We can find a smooth function \( h_z : (0, \gamma(z)) \to (0, z^3] \) such that \( \lim_{s \to 0} h_z(s) = z^\frac{3}{2} \), \( \lim_{s \to \gamma(z)} h_z(s) = 0 \), and

\[
(13) \quad h_z'(s) = -(9\varepsilon z - 9\varepsilon h_z(s)^\frac{3}{2})^\frac{1}{2}
\]

for all \( s \in (0, \gamma(z)) \). Clearly, \( \lim_{s \to 0} h_z'(s) = 0 \). Moreover, the relation (13) implies

\[
h_z''(s) = -3\varepsilon h_z(s)^{-\frac{1}{3}} \leq \frac{36\pi - h_z'(s)^2}{6h_z(s)} - \frac{9}{2} h_z(s)^{-\frac{1}{3}}
\]

for all \( s \in (0, \gamma(z)) \). Therefore, the function \( h \) is a solution of (12). Hence, if we put

\[
f_z(s) = \begin{cases} 
  h_z(s) & \text{for } s \in (0, \gamma(z)) \\
  h_z(-s) & \text{for } s \in (-\gamma(z), 0) \\
  z^\frac{3}{2} & \text{for } s = 0,
\end{cases}
\]

then the function \( f_z : (-\gamma(z), \gamma(z)) \to (0, z^3] \) has all the required properties.

**Case 2:** Suppose that \( z \in \left(\frac{4\pi}{3-2\varepsilon}, 4\pi\right] \). We can find a continuously differentiable function \( h_z : (0, \gamma(z)) \to (0, z^3] \) such that \( \lim_{s \to 0} h_z(s) = z^\frac{3}{2} \), \( \lim_{s \to \gamma(z)} h_z(s) = 0 \), and

\[
(14) \quad h_z'(s) = \begin{cases} 
  -(36\pi - 18(1-\varepsilon)y(z) h_z(s)^{-\frac{1}{3}} - 9h_z(s)^\frac{2}{3})^\frac{1}{2} & \text{if } h_z(s) \geq y(z) \\
  -(36\pi - 27(1-\varepsilon)y(z) h_z(s)^\frac{2}{3} - 9\varepsilon h_z(s)^\frac{2}{3})^\frac{1}{2} & \text{if } h_z(s) \leq y(z)
\end{cases}
\]

for all \( s \in (0, \gamma(z)) \). It is easy to see that \( \lim_{s \to 0} h_z'(s) = 0 \). For abbreviation, let \( \beta(z) = \sup\{s \in (0, \gamma(z)) : h_z(s) \geq y(z)\} \). Using the relation (14), we obtain

\[
h_z''(s) = \frac{36\pi - h_z'(s)^2}{6h_z(s)} - \frac{9}{2} h_z(s)^{-\frac{1}{3}} \leq -3\varepsilon h_z(s)^{-\frac{1}{3}}
\]

for all \( s \in (0, \beta(z)) \) and

\[
h_z''(s) = -3\varepsilon h_z(s)^{-\frac{1}{3}} \leq \frac{36\pi - h_z'(s)^2}{6h_z(s)} - \frac{9}{2} h_z(s)^{-\frac{1}{3}}
\]
for all \( s \in (\beta(z), \gamma(z)) \). Therefore, the function \( h \) is twice continuously differentiable, and satisfies the differential equation (12). Hence, if we define

\[
f_z(s) = \begin{cases} 
    h_z(s) & \text{for } s \in (0, \gamma(z)) \\
    h_z(-s) & \text{for } s \in (-\gamma(z), 0) \\
    z^\frac{3}{2} & \text{for } s = 0,
\end{cases}
\]

then the function \( f_z : (0, \infty) \to (0, z^\frac{3}{2}] \) has all the required properties.

**Lemma 6.2.** We have \( \gamma(4\pi) = \pi^2 \). Moreover, the function \( f_{4\pi} \) satisfies

\[
f_{4\pi}(s - \pi^2) = 6\sqrt{\pi} s \left[ 1 - \frac{3}{10} \left( \frac{3s}{4\pi} \right)^\frac{3}{2} - \frac{3}{280} \left( \frac{3s}{4\pi} \right)^4 + O(s^2) \right]
\]

if \( s > 0 \) is small.

**Sketch of the proof of Lemma 6.2.** Using the substitution \( x = (4\pi)^\frac{3}{2} \sin^3(r) \), we obtain

\[
\gamma(4\pi) = \int_0^{(4\pi)^\frac{3}{2}} (36\pi - 9x^\frac{3}{2})^{-\frac{1}{2}} \, dx = 4\pi \int_0^{\pi^2} \sin^2(r) \, dr = \pi^2.
\]

This proves the first statement. We next analyze the asymptotic behavior of the function \( f_{4\pi} \). The function \( h_{4\pi} : (0, \pi^2) \to (0, (4\pi)^\frac{3}{2}) \) satisfies

\[
\lim_{s \to 0} h_{4\pi}(s) = (4\pi)^\frac{3}{2}, \quad \lim_{s \to \pi^2} h_{4\pi}(s) = 0, \quad \text{and} \quad h_{4\pi}'(s) = -(36\pi - 9h_{4\pi}(s)^\frac{3}{2})^{\frac{1}{2}}
\]

for all \( s \in (0, \pi^2) \). This implies

\[
h_{4\pi}(\pi^2 - 2\pi r + \pi \sin(2r)) = (4\pi)^\frac{3}{2} \sin^3(r)
\]

for each \( r \in (0, \frac{\pi}{2}) \). Hence, if we put \( s = 2\pi r - \pi \sin(2r) \), then we have

\[
s = \frac{4\pi}{3} r^3 \left( 1 - \frac{1}{5} r^2 + \frac{2}{105} r^4 + O(r^6) \right)
\]

and

\[
h_{4\pi}(\pi^2 - s) = (4\pi)^\frac{3}{2} r^3 \left( 1 - \frac{1}{2} r^2 + \frac{13}{120} r^4 + O(r^6) \right).
\]

Consequently,

\[
h_{4\pi}(\pi^2 - s) = 6\sqrt{\pi} s \left[ 1 - \frac{3}{10} \left( \frac{3s}{4\pi} \right)^\frac{3}{2} - \frac{3}{280} \left( \frac{3s}{4\pi} \right)^4 + O(s^2) \right],
\]

as claimed.
Lemma 6.3. We have $\gamma(z) < \pi^2$ for all $z \in (0, 4\pi)$.

Sketch of the proof of Lemma 6.3. The assumption (11) implies that $\gamma(z) < \pi^2$ for all $z \in [\frac{4\pi}{3-2\varepsilon}, 4\pi]$. In particular, we have $\gamma\left(\frac{4\pi}{3-2\varepsilon}\right) < \pi^2$. We next consider a real number $z \in (0, \frac{4\pi}{3-2\varepsilon})$. Using the substitution $x = z^2 \sin^3(r)$, we obtain

$$
\gamma(z) = \int_0^{z^2/2} (9\varepsilon z - 9\varepsilon x^2)^{-1/2} \, dx = \frac{1}{\sqrt{\varepsilon}} z \int_0^{\pi} \sin^2(r) \, dr = \frac{\pi}{4\sqrt{\varepsilon}} z
$$

for $z \in (0, \frac{4\pi}{3-2\varepsilon}]$. Since $\gamma\left(\frac{4\pi}{3-2\varepsilon}\right) < \pi^2$, we conclude that $\gamma(z) < \pi^2$ for all $z \in (0, \frac{4\pi}{3-2\varepsilon}]$. This completes the proof of Lemma 6.3.

We now assume that $(M, g)$ is a compact three-manifold such that $R_g \geq 6$, $\text{Ric}_g \geq 2\varepsilon \, g$, and

$$
\text{vol}(M, g) \geq \text{vol}(S^3, \overline{g}) = 2\pi^2.
$$

Let $A : (0, 2\pi^2) \to (0, \infty)$ denote the isoperimetric profile of $(M, g)$. More precisely, for each $s \in (0, 2\pi^2)$, we define

$$
A(s) = \inf \left\{ \text{area}(\partial \Omega, g) : \text{vol}(\Omega, g) = s \right\}.
$$

The following result play a key role in Bray’s argument.

Proposition 6.4 (H. Bray [7]). Given any real number $s_0 \in (0, 2\pi^2)$, there exists a real number $\delta > 0$ and a smooth function $u : (s_0 - \delta, s_0 + \delta) \to (0, \infty)$ with the following properties:

- $u(s_0) = A(s_0)$.
- $u(s) \geq A(s)$ for all $s \in (s_0 - \delta, s_0 + \delta)$.
- $u''(s_0) \leq \min \left\{ \frac{4\pi}{u(s_0)^2} - \frac{3u'(s_0)^2}{4u(s_0)} - \frac{3}{u(s_0)}, \frac{u''(s_0)}{2u(s_0)} - \frac{2\varepsilon}{u(s_0)} \right\}$.

Sketch of the proof of Proposition 6.4. We can find a smooth domain $\Omega \subset M$ such that $\text{vol}(\Omega, g) = s_0$ and $\text{area}(\partial \Omega, g) = A(s_0)$. Let $\nu$ denote the outward-pointing unit normal vector field along $\partial \Omega$. There exists a smooth one-parameter family of diffeomorphisms $\varphi_s : M \to M$, $s \in (s_0 - \delta, s_0 + \delta)$, with the following properties:

- $\varphi_{s_0}(x) = x$ for each point $x \in M$.
- $\frac{\partial}{\partial s} \varphi_s(x) \big|_{s=s_0} = \frac{1}{A(s_0)} \nu(x)$ for each point $x \in \partial \Omega$.
- $\text{vol}(\varphi_s(\Omega), g) = s$ for each $s \in (s_0 - \delta, s_0 + \delta)$.

We define a function $u : (s_0 - \delta, s_0 + \delta) \to (0, \infty)$ by

$$
u(s) = \text{area}(\varphi_s(\partial \Omega), g).
$$

Clearly, $u(s_0) = A(s_0)$ and $u(s) \geq A(s)$ for each $s \in (s_0 - \delta, s_0 + \delta)$. It follows from the first variation formula that $\partial \Omega$ has constant mean curvature
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Using the formula for the second variation of area, we obtain

\[
\frac{d^2}{ds^2} \left( \text{area}(\varphi_s(\partial \Omega), g) - u'(s_0) \text{vol}(\varphi_s(\Omega), g) \right) \bigg|_{s = s_0} = - \frac{1}{A(s_0)^2} \int_{\partial \Omega} (|I|^2 + \text{Ric}(\nu, \nu)),
\]

where \( I \) denotes the second fundamental form of the boundary \( \partial \Omega \). Since \( \text{vol}(\varphi_s(\Omega), g) = s \) for all \( s \in (s_0 - \delta, s_0 + \delta) \), we conclude that

(15) \( u(s_0)^2 u''(s_0) = - \int_{\partial \Omega} (\text{Ric}_g(\nu, \nu) + |I|^2) \).

The inequality \( \text{Ric}_g \geq 2 \varepsilon g \) implies that

(16) \[ \int_{\partial \Omega} (\text{Ric}_g(\nu, \nu) + |I|^2) \geq \int_{\partial \Omega} \left( \frac{1}{2} H^2 + 2 \varepsilon \right) = \frac{1}{2} u(s_0) u'(s_0)^2 + 2 \varepsilon u(s_0). \]

Since \((M, g)\) has positive Ricci curvature, the boundary \( \partial \Omega \) is connected (see [7], p. 73). Hence, the Gauss-Bonnet theorem implies that \( \int_{\partial \Omega} K \leq 4 \pi \), where \( K \) denotes the Gaussian curvature of \( \partial \Omega \). Using the inequality \( R_g \geq 6 \) and the Gauss equations, we obtain

(17) \[ \int_{\partial \Omega} (\text{Ric}_g(\nu, \nu) + |I|^2) \geq -4 \pi + \frac{3}{4} u(s_0) u'(s_0)^2 + 3 u(s_0) \]

(cf. [7], p. 74). Combining (15), (16), and (17) gives

\[ u(s_0)^2 u''(s_0) \leq \min \left\{ 4 \pi - \frac{3}{4} u(s_0) u'(s_0)^2 - 3 u(s_0), \right. \]
\[ \left. - \frac{1}{2} u(s_0) u'(s_0)^2 - 2 \varepsilon u(s_0) \right\}, \]

as claimed.

Note that the function \( A(s) \) may not be differentiable. For our purposes, it is sufficient that \( A(s) \) is continuous.

**Lemma 6.5.** The function \( A : (0, 2 \pi^2) \to (0, \infty) \) is continuous.

**Sketch of the proof of Lemma 6.5.** Let us fix a real number \( s_0 \in (0, 2 \pi^2) \), and let \( s_k \) be a sequence of real numbers with \( \lim_{k \to \infty} s_k = s_0 \). It follows from Proposition 6.4 that \( \limsup_{k \to \infty} A(s_k) \leq A(s_0) \). Hence, it suffices to show that \( \liminf_{k \to \infty} A(s_k) \geq A(s_0) \). Suppose this is false. After passing to a subsequence, we may assume that the sequence \( A(s_k) \) converges to a real number \( \alpha < A(s_0) \). For each \( k \), we can find a smooth domain \( \Omega_k \subset M \) such that
Moreover, we have \( \text{vol}(\Omega_k, g) = s_k \) and \( \text{area}(\partial \Omega_k, g) = A(s_k) \). After passing to another subsequence, we may assume that the sequence \( \Omega_k \) converges to a smooth domain \( \Omega_0 \subset M \) (see [43], Proposition 2.15). Then \( \text{vol}(\Omega_0, g) = s_0 \) and \( \text{area}(\partial \Omega_0, g) = \alpha < A(s_0) \). This is a contradiction.

Using a comparison argument, one can relate the isoperimetric profile of \((M, g)\) to the function \( f_{4\pi} \) constructed above. For abbreviation, we define a function \( F : (0, 2\pi^2) \to (0, \infty) \) by \( F(s) = A(s)^{\frac{3}{2}} \).

**Proposition 6.6.** We have \( F(s) \geq f_{4\pi}(s - \pi^2) \) for all \( s \in (0, 2\pi^2) \).

**Sketch of the proof of Proposition 6.6.** Suppose that \( F(s_1) < f_{4\pi}(s_1 - \pi^2) \) for some real number \( s_1 \in (0, 2\pi^2) \). By continuity, there exists a real number \( z_1 \in (0, 4\pi) \) such that \( s_1 \in (\pi^2 - \gamma(z_1), \pi^2 + \gamma(z_1)) \) and \( F(s_1) < f_{z_1}(s_1 - \pi^2) \).

By Lemma 6.3, we can find a real number \( \lambda > 1 \) such that \( \lambda \gamma(z) < \pi^2 \) for all \( z \in (0, z_1] \) and \( F(s_1) < \lambda f_{z_1}(z_1 - \pi^2) \).

Let \( I \) denote the set of all real numbers \( z \in (0, z_1] \) with the property that

\[
F(s) \geq \lambda f_z \left( \frac{s - \pi^2}{\lambda} \right)
\]

for all \( s \in (\pi^2 - \lambda \gamma(z), \pi^2 + \lambda \gamma(z)) \). It is easy to see that \( I \) is closed and \( z_1 \notin I \). Moreover, we have \((0, \alpha) \subset I \) if \( \alpha > 0 \) is sufficiently small. Let \( z_0 \in (0, z_1) \) denote the supremum of the set \( I \). Then

\[
\inf_{s \in (\pi^2 - \lambda \gamma(z_0), \pi^2 + \lambda \gamma(z_0))} \left[ F(s) - \lambda f_{z_0} \left( \frac{s - \pi^2}{\lambda} \right) \right] = 0.
\]

By Lemma 6.5, the function \( F : (0, 2\pi^2) \to (0, \infty) \) is continuous. Hence, we can find a real number \( s_0 \in (\pi^2 - \lambda \gamma(z_0), \pi^2 + \lambda \gamma(z_0)) \) such that

\[
F(s_0) = \lambda f_{z_0} \left( \frac{s_0 - \pi^2}{\lambda} \right).
\]

By Proposition 6.4, we can find a smooth function \( u : (s_0 - \delta, s_0 + \delta) \to (0, \infty) \) such that \( u(s_0) = A(s_0) \), \( u(s) \geq A(s) \) for all \( s \in (s_0 - \delta, s_0 + \delta) \), and

\[
u''(s_0) \leq \min \left\{ \frac{4\pi}{u(s_0)^2} - \frac{3u'(s_0)^2}{4u(s_0)} - \frac{3}{u(s_0)} , \frac{u'(s_0)^2}{2u(s_0)} - \frac{2\varepsilon}{u(s_0)} \right\}.
\]

Hence, if we define \( v(s) = u(s)^{\frac{3}{4}} \), then we have

\[
v(s_0) = F(s_0) = \lambda f_{z_0} \left( \frac{s_0 - \pi^2}{\lambda} \right)
\]

and

\[
v(s) \geq F(s) \geq \lambda f_{z_0} \left( \frac{s - \pi^2}{\lambda} \right)
\]

for all \( s \in (\pi^2 - \lambda \gamma(z_0), \pi^2 + \lambda \gamma(z_0)) \cap (s_0 - \delta, s_0 + \delta) \). This implies

\[
v'(s_0) = f'_{z_0} \left( \frac{s_0 - \pi^2}{\lambda} \right).
\]
and
\[ v''(s_0) \geq \frac{1}{\lambda} f''(\frac{s_0 - \pi^2}{\lambda}). \]

Using the differential equation (12), we obtain
\[ v''(s_0) \geq \min \left\{ \frac{36\pi - v'(s_0)^2}{6v(s_0)} - \frac{9}{2} \lambda \frac{2}{3} v(s_0)^{-\frac{1}{3}}, -3\varepsilon \lambda \frac{2}{3} v(s_0)^{-\frac{1}{3}} \right\}. \]

On the other hand, the inequality (18) implies
\[ v''(s_0) \leq \min \left\{ \frac{36\pi - v'(s_0)^2}{6v(s_0)} - \frac{9}{2} v(s_0)^{-\frac{1}{3}}, -3\varepsilon v(s_0)^{-\frac{1}{3}} \right\}. \]

However, these inequalities are incompatible since \( \lambda > 1. \) The proof of Proposition 6.6 is now complete.

Finally, we study the asymptotic behavior of the function \( F(s) \) as \( s \to 0. \) Following an idea of Eichmair [18], we consider small geodesic balls in order to obtain an upper bound for the isoperimetric profile of \((M,g).\)

**Proposition 6.7.** Fix an arbitrary point \( p \in M. \) If \( s > 0 \) is small, we have
\[ F(s) \leq 6\sqrt{\pi} s \left[ 1 - \frac{3}{2} c_1(p) \left( \frac{3s}{4\pi} \right)^\frac{4}{3} - \left( \frac{35}{24} c_1(p)^2 + \frac{5}{2} c_2(p) \right) \left( \frac{3s}{4\pi} \right)^{\frac{4}{3}} + O(s^2) \right]. \]

Here, the coefficients \( c_1(p) \) and \( c_2(p) \) are defined by \( c_1(p) = \frac{1}{30} R_g(p) \) and \( c_2(p) = \frac{1}{600} (\Delta_g R_g(p) + 2 |\text{Ric}_g(p)|^2 - 4 R_g(p)^2). \)

**Sketch of the proof of Proposition 6.7.** It follows from work of Gray and Vanhecke [21] that
\[ \text{vol}(B(p,r), g) = \frac{4\pi}{3} r^3 \left( 1 - c_1(p) r^2 - c_2(p) r^4 + O(r^6) \right) \]
and
\[ \text{area}(\partial B(p,r), g) = 4\pi r^2 \left( 1 - \frac{5}{3} c_1(p) r^2 - \frac{7}{3} c_2(p) r^4 + O(r^6) \right). \]

Hence, if we put \( s = \text{vol}(B(p,r), g), \) then we obtain
\[ \text{area}(\partial B(p,r), g)^{\frac{3}{2}} = 6\sqrt{\pi} s \left[ 1 - \frac{3}{2} c_1(p) \left( \frac{3s}{4\pi} \right)^\frac{4}{3} - \left( \frac{35}{24} c_1(p)^2 + \frac{5}{2} c_2(p) \right) \left( \frac{3s}{4\pi} \right)^{\frac{4}{3}} + O(s^2) \right]. \]

Moreover, we have \( F(s) \leq \text{area}(\partial B(p,r), g)^{\frac{3}{2}} \) by definition of \( F(s). \) Putting these facts together, the assertion follows.
We now complete the proof of Theorem 5.6. Combining Lemma 6.2, Proposition 6.6, and Proposition 6.7, we obtain

\[ 0 \leq \frac{F(s) - f_{4\pi}(s - \pi^2)}{6\sqrt{\pi}s} \leq \left( \frac{3}{10} - \frac{3}{2} c_1(p) \right) \left( \frac{3s}{4\pi} \right)^{\frac{2}{3}} + \left( \frac{3}{280} - \frac{35}{24} c_1(p)^2 - \frac{5}{2} c_2(p) \right) \left( \frac{3s}{4\pi} \right)^{\frac{4}{3}} + O(s^2) \]

if \( s > 0 \) is small enough. From this, we deduce that \( \frac{3}{10} - \frac{3}{2} c_1(p) \geq 0 \), hence \( R_g(p) \leq 6 \). On the other hand, we have \( R_g(p) \geq 6 \) by assumption. Since the point \( p \in M \) is arbitrary, we conclude that \((M, g)\) has constant scalar curvature 6. We next observe that \( \frac{3}{280} - \frac{35}{24} c_1(p)^2 - \frac{5}{2} c_2(p) \geq 0 \). This implies \( c_2(p) \leq -\frac{2}{105} \), hence \(|\text{Ric}_g(p)|^2 \leq 12 \). Since \( R_g(p) = 6 \), it follows that \( \text{Ric}_g = 2g \) for each point \( p \in M \). Consequently, the manifold \((M, g)\) has constant sectional curvature 1. Since \( \text{vol}(M, g) \geq \text{vol}(S^3, \bar{g}) \), we conclude that \((M, g)\) is isometric to \((S^3, \bar{g})\).
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