On the Lagrangian minimal surface equation and related problems

Simon Brendle

Abstract. We give a survey of various existence results for minimal Lagrangian graphs. We also discuss the mean curvature flow for Lagrangian graphs.

1. Background on minimal Lagrangian geometry

Minimal submanifolds are among the central objects in differential geometry. There is an important subclass of minimal submanifolds which was introduced by Harvey and Lawson [6] in 1982. Given a Riemannian manifold \((M, g)\), a calibrating form \(\Omega\) is a closed \(m\)-form on \(M\) with the property that \(\Omega(e_1, \ldots, e_m) \leq 1\) for each point \(p \in M\) and every orthonormal \(k\)-frame \(\{e_1, \ldots, e_m\} \subset T_p M\). An oriented \(m\)-dimensional submanifold \(\Sigma \subset M\) is said to be calibrated by \(\Omega\) if \(\Omega(e_1, \ldots, e_m) = 1\) for every point \(p \in \Sigma\) and every positively oriented orthonormal basis \(\{e_1, \ldots, e_m\}\) of \(T_p \Sigma\). Using Stokes theorem, Harvey and Lawson showed that every calibrated submanifold is necessarily minimal:

**Theorem 1.1 (R. Harvey, H.B. Lawson [6]).** Let \((M, g)\) be a Riemannian manifold. Moreover, let \(\Omega\) be a calibrating \(k\)-form and let \(\Sigma\) be a \(k\)-dimensional submanifold calibrated by \(\Sigma\). Then \(\Sigma\) minimizes volume in its homology class.

In the following, we consider the special case when \((M, g)\) is the Euclidean space \(\mathbb{R}^{2n}\). We denote by \((x_1, \ldots, x_n, y_1, \ldots, y_n)\) the standard coordinates on \(\mathbb{R}^{2n}\). Moreover, we denote by \(\omega = \sum_{k=1}^{n} dx_k \wedge dy_k\) the standard symplectic form. Let \(J\) be the associated complex structure, so that \(J \frac{\partial}{\partial x_k} = \frac{\partial}{\partial y_k}\) and \(J \frac{\partial}{\partial y_k} = -\frac{\partial}{\partial x_k}\). Finally, we define

\[
\sigma = (dx_1 + idy_1) \wedge \ldots \wedge (dx_n + idy_n).
\]
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Note that $\sigma$ is a complex-valued $n$-form on $\mathbb{R}^{2n}$. Moreover, we have
\[ \sigma(Jv_1, v_2, \ldots, v_n) = i \sigma(v_1, v_2, \ldots, v_n) \]
for all vectors $v_1, \ldots, v_n \in \mathbb{R}^{2n}$.

Let now $\Sigma$ be a submanifold of $\mathbb{R}^{2n}$ of dimension $n$. Recall that $\Sigma$ is said to be Lagrangian if $\omega|_{\Sigma} = 0$. If $\Sigma$ is a Lagrangian submanifold, then it can be shown that $|\sigma(e_1, \ldots, e_n)| = 1$, where $\{e_1, \ldots, e_n\}$ is an orthonormal basis of $T_p\Sigma$. We may therefore write
\begin{equation}
\sigma(e_1, \ldots, e_n) = e^{i\gamma}
\end{equation}
for some function $\gamma : \Sigma \to \mathbb{R}/2\pi\mathbb{Z}$. The function $\gamma$ is referred to as the Lagrangian angle of $\Sigma$.

The mean curvature vector of a Lagrangian submanifold $\Sigma$ is given by $J\nabla\Sigma \gamma$, where $\nabla\Sigma \gamma \in T_p\Sigma$ denotes the gradient of the Lagrangian angle. In particular, this implies:

**Theorem 1.2 (R. Harvey, H.B. Lawson [6]):** If $\Sigma$ is a Lagrangian submanifold with $H = 0$, then the Lagrangian angle must be constant. Conversely, if $\Sigma$ is a Lagrangian and the Lagrangian angle is constant (so that $\gamma = c$), then $\Sigma$ is calibrated by the $n$-form $\Omega = \text{Re}(e^{-ic}\sigma)$.

In particular, minimal Lagrangian submanifolds are special cases of calibrated submanifolds.

The first non-trivial examples of minimal Lagrangian submanifolds in $\mathbb{R}^{2n}$ were constructed by Harvey and Lawson [6]. These examples are nearly flat and are constructed by means of the implicit function theorem.

## 2. Minimal Lagrangian graphs in $\mathbb{R}^{2n}$

We now assume that $\Sigma$ is an $n$-dimensional submanifold of $\mathbb{R}^{2n}$ which can be written as a graph over a Lagrangian plane in $\mathbb{R}^{2n}$. In other words, we write
\[ \Sigma = \{(x_1, \ldots, x_n, y_1, \ldots, y_n) \in \mathbb{R}^{2n} : (y_1, \ldots, y_n) = f(x_1, \ldots, x_n)\} . \]

Here, the map $f$ is defined on some domain in $\mathbb{R}^n$ and takes values in $\mathbb{R}^n$.

The condition that $\Sigma$ is Lagrangian is equivalent to the condition that $\partial_kf_l = \partial_lf_k$. Thus, $\Sigma$ is Lagrangian if and only if the map $f$ can locally be written as the gradient of some real-valued function $u$. In this case, the Lagrangian angle of $\Sigma$ is given by
\[ \gamma = \sum_{k=1}^n \arctan(\lambda_k) , \]
where $\lambda_1, \ldots, \lambda_k$ denote the eigenvalues of $Df(x) = D^2u(x)$. Therefore, $\Sigma$ is a minimal Lagrangian submanifold if and only if $u$ satisfies the Hessian equation
\begin{equation}
\sum_{k=1}^n \arctan(\lambda_k) = c .
\end{equation}
A natural question is to classify all entire solutions of (2). In this direction, Tsui and Wang proved the following result:

**Theorem 2.1 (M.P. Tsui, M.T. Wang [15]).** Let \( f : \mathbb{R}^n \to \mathbb{R}^n \) be a smooth map with the property that \( \Sigma = \{(x, f(x)) : x \in \mathbb{R}^n \} \) is a minimal Lagrangian graph. Moreover, we assume that, for each point \( x \in \mathbb{R}^n \), the eigenvalues of \( Df(x) \) satisfy \( \lambda_i \lambda_j \geq -1 \) and \( |\lambda_i| \leq K \). Then \( f \) is an affine function.

A closely related Bernstein-type result was established independently in [23]:

**Theorem 2.2 (Y. Yuan [23]).** Let \( u : \mathbb{R}^n \to \mathbb{R} \) be a smooth convex solution of (2). Then \( u \) is a quadratic polynomial.

In order to study the equation (2) on a bounded domain in \( \mathbb{R}^n \), one needs to impose a boundary condition. One possibility is to impose a Dirichlet boundary condition for the potential function \( u \). This boundary value problem was studied in the fundamental work of Caffarelli, Nirenberg, and Spruck [4]. In particular, they obtained the following existence theorem:

**Theorem 2.3 (L. Caffarelli, L. Nirenberg, J. Spruck [4]).** Let \( \Omega \) be a uniformly convex domain in \( \mathbb{R}^n \), and let \( \varphi : \partial \Omega \to \mathbb{R} \) be a smooth function. Then there exists a smooth function \( u : \Omega \to \mathbb{R} \) satisfying

\[
\sum_{k=1}^{n} \arctan(\lambda_k) = \left[ \frac{n-1}{2} \right] \pi
\]

and \( u|_{\partial \Omega} = \varphi \).

We now describe another natural boundary condition for (2). Instead of prescribing the boundary values of \( u \), we prescribe the image of \( \Omega \) under the map \( f = \nabla u \). This choice of boundary condition has been studied before in connection with the Monge-Ampère equation (see [3], [17], [18]).

**Theorem 2.4 (S. Brendle, M. Warren [2]).** Let \( \Omega \) and \( \tilde{\Omega} \) be uniformly convex domains in \( \mathbb{R}^n \). Then we can find a smooth function \( u : \Omega \to \mathbb{R} \) and a real number \( c \) with the following properties:

(i) The function \( u \) is uniformly convex.

(ii) The function \( u \) solves the equation (2).

(iii) The map \( \nabla u : \Omega \to \mathbb{R} \) is a diffeomorphism from \( \Omega \) to \( \tilde{\Omega} \).

Moreover, the pair \((u, c)\) is unique.

Thus, we can draw the following conclusion:

**Corollary 2.5 (S. Brendle, M. Warren [2]).** Let \( \Omega \) and \( \tilde{\Omega} \) be uniformly convex domains in \( \mathbb{R}^n \) with smooth boundary. Then there exists a diffeomorphism \( f : \Omega \to \tilde{\Omega} \) such that the graph \( \Sigma = \{(x, f(x)) : x \in \Omega \} \) is a minimal Lagrangian submanifold of \( \mathbb{R}^{2n} \).
In particular, the submanifold $\Sigma$ satisfies $\partial \Sigma \subset \partial \Omega \times \partial \tilde{\Omega}$. Thus, the surface $\Sigma$ satisfies a free boundary value problem.

We note that the potential function $u$ is not a geometric quantity; on the other hand, the gradient $\nabla u = f$ does have geometric significance. From a geometric point of view, the second boundary value problem is more natural than the Dirichlet boundary condition.

We now describe the proof of Theorem 2.4. The uniqueness statement follows from a standard argument based on the maximum principle. In order to prove the existence statement, we use the continuity method. The idea is to deform $\Omega$ and $\tilde{\Omega}$ to the unit ball in $\mathbb{R}^n$. As usual, the central issue is to bound the Hessian of the potential function $u$. In geometric terms, this corresponds to a bound on the slope of $\Sigma$.

**Proposition 2.6 ([2]).** Let us fix two uniformly convex domains $\Omega$ and $\tilde{\Omega}$. Moreover, let $u$ be a convex solution of (2) with the property that $\nabla u$ is a diffeomorphism from $\Omega$ to $\tilde{\Omega}$. Then $|D^2 u(x)| \leq C$ for all points $x \in \Omega$ and all vectors $v \in \mathbb{R}^n$. Here, $C$ is a positive constant, which depends only on $\Omega$ and $\tilde{\Omega}$.

The proof of Proposition 2.6 is inspired by earlier work of Urbas on the Monge-Ampère equation. By assumption, we can find uniformly convex boundary defining functions $h : \Omega \to (-\infty, 0]$ and $\tilde{h} : \tilde{\Omega} \to (-\infty, 0]$, so that $h|_{\partial \Omega} = 0$ and $\tilde{h}|_{\partial \tilde{\Omega}} = 0$. Moreover, let us fix a constant $\theta > 0$ such that $D^2 h(x) \geq \theta I$ for all points $x \in \Omega$ and $D^2 \tilde{h}(y) \geq \theta I$ for all points $y \in \tilde{\Omega}$.

In the following, we sketch the main steps involved in the proof of Proposition 2.6.

**Step 1:** Let $u$ be a convex solution of (2) with the property that $\nabla u$ is a diffeomorphism from $\Omega$ to $\tilde{\Omega}$. Differentiating the equation (2), we obtain

\[
\sum_{i,j=1}^{n} a_{ij}(x) \partial_i \partial_j \partial_k u(x) = 0
\]

for all $x \in \Omega$ and all $k \in \{1, \ldots, n\}$. Here, the coefficients $a_{ij}(x)$ are defined as the components of the matrix $A(x) = (I + (D^2 u(x))^2)^{-1}$.

We now define a function $H : \Omega \to \mathbb{R}$ by $H(x) = \tilde{h}(\nabla u(x))$. Using the identity (3), one can show that

\[
\left| \sum_{i,j=1}^{n} a_{ij}(x) \partial_i \partial_j H(x) \right| \leq C
\]

for some uniform constant $C$. Using the maximum principle, we conclude that $H(x) \geq C h(x)$ for all points $x \in \Omega$. Here, $C$ is a uniform constant which depends only on $\Omega$ and $\tilde{\Omega}$. This implies $\langle \nabla h(x), \nabla H(x) \rangle \leq C |\nabla h(x)|^2$ at each point $x \in \partial \Omega$. As a result, we can bound certain components of the Hessian of $u$ along $\partial \Omega$. 

Step 2: In the next step, we prove a uniform obliqueness estimate. To that end, we consider the function \( \chi(x) = \langle \nabla h(x) , \nabla h(\nabla u(x)) \rangle \). It is not difficult to show that \( \chi(x) > 0 \) for all \( x \in \partial \Omega \). The goal is to obtain a uniform lower bound for \( \inf_{x \in \partial \Omega} \chi(x) \). Using the relation (3), one can show that

\[
\left| \sum_{i,j=1}^{n} a_{ij}(x) \partial_i \partial_j \chi(x) \right| \leq C
\]

for some uniform constant \( C \). We can therefore find a uniform constant \( K \) such that

\[
\sum_{i,j=1}^{n} a_{ij}(x) \partial_i \partial_j (\chi(x) - K h(x)) \leq 0.
\]

We now consider a point \( x_0 \in \partial \Omega \), where the function \( \chi(x) - K h(x) \) attains its global minimum. Then \( \nabla \chi(x_0) = (K - \mu) \nabla h(x_0) \) for some real number \( \mu \geq 0 \). Hence, we obtain

\[
(K - \mu) \chi(x_0) = \langle \nabla \chi(x_0), \nabla h(\nabla u(x_0)) \rangle
\]

\[
= \sum_{i,j=1}^{n} \partial_i \partial_j h(x_0) (\partial_i \tilde{h})(\nabla u(x_0)) (\partial_j \tilde{h})(\nabla u(x_0))
\]

\[
+ \sum_{i,j=1}^{n} (\partial_i \partial_j \tilde{h})(\nabla u(x_0)) \partial_i h(x_0) \partial_j H(x_0)
\]

\[
\geq \theta |\nabla \tilde{h}(\nabla u(x_0))|^2 + \sum_{i,j=1}^{n} (\partial_i \partial_j \tilde{h})(\nabla u(x_0)) \partial_i h(x_0) \partial_j H(x_0).
\]

Since \( \nabla H(x_0) \) is a positive multiple of \( \nabla h(x_0) \), it follows that

\[
K \chi(x_0) \geq \theta |\nabla \tilde{h}(\nabla u(x_0))|^2.
\]

Since \( \inf_{x \in \partial \Omega} \chi(x) = \chi(x_0) \), we obtain a uniform lower bound for \( \inf_{x \in \partial \Omega} \chi(x) \).

Step 3: Having established the uniform obliqueness estimate, we next bound the tangential components of the Hessian \( D^2 u(x) \) for each point \( x \in \partial \Omega \). To explain this, let

\[
M = \sup \left\{ \sum_{k,l=1}^{n} \partial_k \partial_l u(x) z_k z_l : x \in \partial \Omega, z \in T_x(\partial \Omega), |z| = 1 \right\}.
\]

Our goal is to establish an upper bound for \( M \). To that end, we fix a point \( x_0 \in \partial M \) and a vector \( w \in T_{x_0}(\partial \Omega) \) such that \( |w| = 1 \) and

\[
\sum_{k,l=1}^{n} \partial_k \partial_l u(x_0) w_k w_l = M.
\]
We then consider the function
\[ \psi(x) = \sum_{k,l=1}^{n} \partial_k \partial_l u(x) w_k w_l. \]
Differentiating the identity (2) twice, we obtain
\[ \sum_{i,j=1}^{n} a_{ij}(x) \partial_i \partial_j \psi(x) \geq 0 \]
for all \( x \in \Omega \). Using the definition of \( M \), it can be shown that
\[ \psi(x) \leq M \left| w - \frac{\langle \nabla h(x), w \rangle}{\langle \nabla h(x), \nabla h(\nabla u(x)) \rangle} \nabla \tilde{h}(\nabla u(x)) \right|^2 + L \langle \nabla h(x), w \rangle^2 \]
for all points \( x \in \partial \Omega \). Here, \( L \) is a fixed constant that depends only on \( \Omega \) and \( \tilde{\Omega} \).

Let \( \varepsilon \) be a positive real number such that \( \inf_{x \in \partial \Omega} \chi(x) > \varepsilon \), and let \( \eta : \mathbb{R} \to (0, \infty) \) be a smooth function satisfying \( \eta(s) = s \) for all \( s \geq \varepsilon \). Using (4) and the maximum principle, we obtain an estimate of the form
\[ \psi(x) \leq M \left| w - \frac{\langle \nabla h(x), w \rangle}{\eta(\langle \nabla h(x), \nabla h(\nabla u(x)) \rangle)} \nabla \tilde{h}(\nabla u(x)) \right|^2 + L \langle \nabla h(x), w \rangle^2 - C h(x) \]
for all \( x \in \Omega \). Moreover, equality holds in (5) when \( x = x_0 \). Consequently, we obtain a lower bound for the normal derivative of \( \psi \) at the point \( x_0 \). More precisely,
\[ \langle \nabla \psi(x_0), \nabla \tilde{h}(\nabla u(x_0)) \rangle + C M + C \geq 0, \]
where \( C \) is a uniform constant that depends only on \( \Omega \) and \( \tilde{\Omega} \). On the other hand, we have
\[ \langle \nabla \psi(x_0), \nabla \tilde{h}(\nabla u(x_0)) \rangle + \theta M^2 \]
\[ \leq \sum_{i,k,l=1}^{n} (\partial_i \tilde{h})(\nabla u(x_0)) \partial_i \partial_k \partial_l u(x_0) w_k w_l \]
\[ + \sum_{i,j,k,l=1}^{n} (\partial_i \partial_j \tilde{h})(\nabla u(x_0)) \partial_i \partial_k u(x_0) \partial_j \partial_l u(x_0) w_k w_l \]
\[ = \sum_{k,l=1}^{n} \partial_k \partial_l H(x_0) w_k w_l \]
\[ = -\langle \nabla H(x_0), \Pi(w, w) \rangle, \]
where \( \Pi \) denotes the second fundamental form of \( \partial \Omega \). Consequently,
\[ \langle \nabla \psi(x_0), \nabla \tilde{h}(\nabla u(x_0)) \rangle + \theta M^2 \leq C. \]
Putting these facts together, we obtain an a-priori estimate for \( M \).
Step 4: Once we have uniform bounds for the Hessian of $u$ along the boundary, we can use the maximum principle to bound the Hessian of $u$ in the interior of $\Omega$. This step is by now standard, and follows ideas in [4].

3. Area-preserving minimal maps between surfaces

We now describe a different boundary problem value for minimal Lagrangian graphs. To that end, let $M$ be a two-dimensional surface equipped with a Riemannian metric $g$ and a complex structure $J$. We consider the product $M = N \times N$ equipped with the product metric. We define a complex structure on $M$ by

$$J_{(p,q)}(w, \tilde{w}) = (J_p w, -J_q \tilde{w})$$

for all vectors $w \in T_p N$ and $\tilde{w} \in T_q N$.

Our goal is to construct minimal Lagrangian submanifolds in $M$. We will assume throughout this section that $N$ is a surface with constant Gaussian curvature, so that $M$ is a Kähler-Einstein manifold. (Otherwise, the minimal Lagrangian equation leads to an overdetermined system of PDEs).

In the special case when $N = \mathbb{R}^2$, the existence of minimal Lagrangian graphs can be reduced to the solvability of the second boundary value problem for the Monge-Ampère equation. To describe this, we consider two domains $\Omega, \tilde{\Omega} \subset \mathbb{R}^2$. Moreover, we consider a diffeomorphism $f : \Omega \to \tilde{\Omega}$, and let

$$\Sigma = \{(p, f(p)) : p \in \Omega\}.$$ 

The graph $\Sigma$ is Lagrangian if and only if the map $f$ is area-preserving and orientation-preserving, so that $\det Df = 1$. Moreover, $\Sigma$ has vanishing mean curvature if and only if the Lagrangian angle is constant; this means that

$$\cos \gamma (\partial_1 f_2 - \partial_2 f_1) = \sin \gamma (\partial_1 f_1 + \partial_2 f_2)$$

for some constant $\gamma \in \mathbb{R}$. Hence, we may locally write

$$f_1 = \cos \gamma \partial_1 u - \sin \gamma \partial_2 u$$
$$f_2 = \sin \gamma \partial_1 u + \cos \gamma \partial_2 u$$

for some potential function $u$.

In other words, the map $f$ can locally be expressed as the composition of a gradient mapping with a rotation in $\mathbb{R}^2$. Since $f$ is area-preserving, the potential function solves the Monge-Ampère equation $\det D^2 u = 1$.

It was shown by Delanoë [5] that the second boundary value problem for the Monge-Ampère equation is solvable, provided that $\Omega$ and $\tilde{\Omega}$ are uniformly convex and have the same area. This implies the following result:

**Theorem 3.1 (P. Delanoë [5]).** Let $\Omega$ and $\tilde{\Omega}$ be uniformly convex domains in $\mathbb{R}^2$ with smooth boundary. Assume that $\Omega$ and $\tilde{\Omega}$ have the same area. Then there exists a minimal Lagrangian diffeomorphism from $\Omega$ to $\tilde{\Omega}$.

The assumption that $\Omega$ and $\tilde{\Omega}$ are uniformly convex cannot be removed. In fact, Urbas [19] constructed two domains in $\mathbb{R}^2$ such that the second
boundary value for the Monge-Ampère equation does not admit a smooth solution. In this example, the domain $\Omega$ is the unit disk; moreover, the geodesic curvature of $\partial \tilde{\Omega}$ is greater than $-\varepsilon$.

We next consider the case when $N$ is a complete, simply connected surface with negative Gaussian curvature. In this case, we have the following result:

**Theorem 3.2 (S. Brendle [1]).** Let $N$ be a complete, simply connected surface with constant negative Gaussian curvature, and let $\Omega$ and $\tilde{\Omega}$ be uniformly convex domains in $N$ with smooth boundary. Assume that $\Omega$ and $\tilde{\Omega}$ have the same area. Given any point $\tilde{p} \in \partial \Omega$ and any point $\tilde{q} \in \partial \tilde{\Omega}$, there exists a unique minimal Lagrangian diffeomorphism from $\Omega$ to $\tilde{\Omega}$ that maps $\tilde{p}$ to $\tilde{q}$.

We note that the product $M$ does not admit a parallel complex volume form. Therefore, we do not have a notion of Lagrangian angle in this setting. As a result, it is no longer possible to reduce the minimal Lagrangian equation to a PDE for a scalar function.

The proof of Theorem 3.2 uses the continuity method. To that end, we consider a continuous family of domains $\Omega_t, \tilde{\Omega}_t \subset N$ with the following properties:

- For each $t \in (0, 1]$, the domains $\Omega_t$ and $\tilde{\Omega}_t$ are uniformly convex, and $\text{area}(\Omega_t) = \text{area}(\tilde{\Omega}_t)$.
- $\Omega_1 = \Omega$ and $\tilde{\Omega}_1 = \tilde{\Omega}$.
- If $t \in (0, 1]$ is sufficiently small, then $\Omega_t$ and $\tilde{\Omega}_t$ are geodesic disks in $N$. Moreover, the radius converges to 0 as $t \to 0$.

In order to construct domains $\Omega_t, \tilde{\Omega}_t \subset N$ with these properties, we consider the sub-level sets of suitable boundary defining functions (see [1] for details). We then consider the following problem:

\[ \text{(⋆)} \] Find all area-preserving minimal maps $f : \Omega_t \to \tilde{\Omega}_t$ that map a given point on the boundary of $\Omega_t$ to a given point on the boundary of $\tilde{\Omega}_t$.

As $t \to 0$, the domains $\Omega_t$ and $\tilde{\Omega}_t$ converge to the unit disk $B^2 \subset \mathbb{R}^2$ after rescaling. Hence, for $t \to 0$, the problem (⋆) reduces to the problem of finding all area-preserving minimal maps from $B^2$ to itself. This problem is well understood: in fact, an area-preserving map from $B^2$ to itself is minimal if and only if it is a rotation.

In order to make the continuity argument work, it is necessary to establish a-priori estimates for solutions of (⋆). The key step is the bound on the differential $Df$.

**Proposition 3.3 ([1]).** Let $\Omega$ and $\tilde{\Omega}$ be uniformly convex domains in $N$ with smooth boundary. Suppose that $f : \Omega \to \tilde{\Omega}$ is an area-preserving minimal map. Then $|Df_p| \leq C$ for all points $p \in \Omega$, where $C$ is a uniform constant that depends only on $\Omega$ and $\tilde{\Omega}$.
We now sketch the main ideas involved in the proof of Proposition 3.3. Let \( h : \Omega \rightarrow (-\infty,0] \) and \( \tilde{h} : \tilde{\Omega} \rightarrow (-\infty,0] \) be uniformly convex boundary defining functions for \( \Omega \) and \( \tilde{\Omega} \). We may choose \( h \) and \( \tilde{h} \) such that \( |\nabla h_p| = 1 \) for all \( p \in \partial \Omega \) and \( |\tilde{\nabla} \tilde{h}_q| = 1 \) for all \( q \in \partial \tilde{\Omega} \).

Since \( h \) and \( \tilde{h} \) are uniformly convex, we have

\[
\theta g \leq D^2 h \leq \frac{1}{\theta} g
\]

and

\[
\theta g \leq D^2 \tilde{h} \leq \frac{1}{\theta} g
\]

for some positive constant \( \theta \).

**Step 1:** Let

\[
\Sigma = \{(p, f(p)) : p \in \Omega\}
\]

denote the graph of \( f \). By assumption, \( \Sigma \) is a minimal submanifold of \( M \). We next define two functions \( H, \tilde{H} : \Sigma \rightarrow \mathbb{R} \) by \( H(p, f(p)) = h(p) \) and \( \tilde{H}(p, f(p)) = \tilde{h}(f(p)) \). The relations (6) and (7) imply \( \theta \leq \Delta_\Sigma H \leq \frac{1}{\theta} \) and \( \theta \leq \Delta_\Sigma \tilde{H} \leq \frac{1}{\theta} \). Using the maximum principle, we obtain \( \frac{1}{\theta^2} H \leq \tilde{H} \leq \theta^2 H \) at each point on \( \Sigma \). In other words, we have

\[
\frac{1}{\theta^2} h(p) \leq \tilde{h}(f(p)) \leq \theta^2 h(p)
\]

for all points \( p \in \Omega \). Consequently,

\[
\theta^2 \leq \langle Df_p(\nabla h_p), \nabla \tilde{h}_f(p) \rangle \leq \frac{1}{\theta^2}
\]

for all points \( p \in \partial \Omega \).

**Step 2:** In the next step, we define a linear isometry \( Q_p : T_p N \rightarrow T_{f(p)} N \) by

\[
Q_p = Df_p \left[ Df_p^* Df_p \right]^{-\frac{1}{2}}.
\]

It is straightforward to verify that \( J_{f(p)} Q_p = Q_p J_p \) for all \( p \in \Omega \). We next define a bilinear form \( \sigma : T_{(p,f(p))} M \times T_{(p,f(p))} M \rightarrow \mathbb{C} \) by

\[
\sigma((w_1, \tilde{w}_1), (w_2, \tilde{w}_2)) = i \langle Q_p(w_1), \tilde{w}_2 \rangle + \langle Q_p(J_p w_1), \tilde{w}_2 \rangle
\]

\[
- i \langle Q_p(w_2), \tilde{w}_1 \rangle - \langle Q_p(J_p w_2), \tilde{w}_1 \rangle
\]

for all vectors \( w_1, w_2 \in T_p N \) and all vectors \( \tilde{w}_1, \tilde{w}_2 \in T_{f(p)} N \). The bilinear form \( \sigma \) satisfies \( \sigma(W_2, W_1) = -\sigma(W_1, W_2) \) and \( \sigma(JW_1, W_2) = i \sigma(W_1, W_2) \) for all vectors \( W_1, W_2 \in T_{(p,f(p))} M \). Moreover, if \( \{e_1, e_2\} \) is an orthonormal basis of \( T_{(p,f(p))} \Sigma \), then \( \sigma(e_1, e_2) = \pm 1 \).

The crucial observation is that \( \sigma \) is parallel with respect to the Levi-Civita connection on \( M \). More precisely, suppose that \( W_1 \) and \( W_2 \) are vector fields on \( M \). Then the expression \( \sigma(W_1, W_2) \) defines a complex-valued function on \( \Sigma \). The derivative of that function is given by

\[
V(\sigma(W_1, W_2)) = \sigma(\nabla^M V W_1, W_2) + \sigma(W_1, \nabla^M V W_2).
\]
The relation (8) is a consequence of the fact that \( \Sigma \) has zero mean curvature (see [1], Proposition 3.3, for details). Differentiating the identity (8), we obtain

\[
\Delta_\Sigma(\sigma(W_1, W_2)) = \sum_{k=1}^{2} \sigma(\nabla_{e_k}^M W_1, W_2) + \sum_{k=1}^{2} \sigma(W_1, \nabla_{e_k}^M W_2) + 2 \sum_{k=1}^{2} \sigma(\nabla_{e_k}^M W_1, \nabla_{e_k}^M W_2).
\]  
(9)

**Step 3:** We now define a function \( \varphi : \Sigma \to \mathbb{R} \) by

\[
\varphi(p, f(p)) = \langle Q_p(\nabla h_p), \nabla \tilde{h}_f(p) \rangle.
\]

It is easy to see that \( \varphi(p, f(p)) \geq 0 \) for \( p \in \partial \Omega \). Our goal is to establish a lower bound for \( \inf_{p \in \partial \Omega} \varphi(p, f(p)) \). This estimate can be viewed as a generalization of the uniform obliqueness estimate in [5].

To prove this estimate, we define vector fields \( W_1 \) and \( W_2 \) on \( M \) by \( (W_1)_{(p,q)} = (\nabla h_p, 0) \) and \( (W_2)_{(p,q)} = (0, \nabla \tilde{h}_q) \). Clearly, \( \varphi = \text{Re}(\sigma(W_1, W_2)) \).

Hence, the identity (9) implies \( \Delta_\Sigma \varphi \leq L \), where \( L \) is a positive constant that depends only on \( \Omega \) and \( \hat{\Omega} \). Hence, we obtain \( \Delta_\Sigma \left( \varphi - \frac{L}{\theta} H \right) \leq 0 \). Consequently, the function \( \varphi - \frac{L}{\theta} H \) attains its maximum at some point \( (p_0, f(p_0)) \in \partial \Sigma \).

At the point \( (p_0, f(p_0)) \), we have

\[
\nabla^\Sigma \varphi = \left( \frac{L}{\theta} - \mu \right) \nabla^\Sigma H
\]
for some real number \( \mu \geq 0 \). Consequently, for every vector \( v \in T_{p_0}N \), we have

\[
\left( \frac{L}{\theta} - \mu \right) \langle \nabla h_{p_0}, v \rangle = \left( \frac{L}{\theta} - \mu \right) \langle \nabla^\Sigma H, (v, Df_{p_0}(v)) \rangle
= \langle \nabla^\Sigma \varphi, (v, Df_{p_0}(v)) \rangle
= \langle D^2 h_{p_0}(v, Q_{p_0}^*(\nabla \tilde{h}_{f(p_0)}) \rangle
+ \langle D^2 \tilde{h}_{f(p_0)}(Q_{p_0}(\nabla h_{p_0}), Df_{p_0}(v)) \rangle.
\]

In particular, if we choose \( v = Q_{p_0}^*(\nabla \tilde{h}_{f(p_0)}) \), then we obtain

\[
\left( \frac{L}{\theta} - \mu \right) \varphi(p_0, f(p_0)) = \langle D^2 h_{p_0}(Q_{p_0}^*(\nabla \tilde{h}_{f(p_0)}), Q_{p_0}^*(\nabla \tilde{h}_{f(p_0)}) \rangle
+ \langle D^2 \tilde{h}_{f(p_0)}(Q_{p_0}(\nabla h_{p_0}), Q_{p_0}(Df_{p_0}(\nabla \tilde{h}_{f(p_0)}))) \rangle.
\]

By (6), we have

\[
\langle D^2 h_{p_0}(Q_{p_0}^*(\nabla \tilde{h}_{f(p_0)}), Q_{p_0}^*(\nabla \tilde{h}_{f(p_0)}) \rangle
\geq \theta |Q_{p_0}^*(\nabla \tilde{h}_{f(p_0)})|^2 = \theta |\nabla \tilde{h}_{f(p_0)}|^2 = \theta.
\]
Moreover, the vector $Df_{p_0}^* (\nabla \tilde{h}_{f(p_0)})$ is a positive multiple of $\nabla h_{p_0}$. Since $\tilde{h}$ is convex, it follows that

$$(D^2 \tilde{h})_{f(p_0)} (Q_{p_0} (\nabla h_{p_0}), Q_{p_0} (Df_{p_0}^* (\nabla \tilde{h}_{f(p_0)}))) \geq 0.$$  

Putting these facts together yields

$$\left( \frac{L}{\theta} - \mu \right) \varphi(p_0, f(p_0)) \geq \theta,$$

hence

$$\inf_{p \in \partial \Omega} \varphi(p, f(p)) = \varphi(p_0, f(p_0)) \geq \frac{\theta^2}{L}.$$  

**Step 4:** We next show that $|Df_p| \leq C$ for all points $p \in \partial \Omega$. To see this, let us define $v_1 = \nabla h_p$ and $v_2 = J \nabla h_p$. Similarly, we define $\tilde{v}_1 = \nabla \tilde{h}_{f(p)}$ and $\tilde{v}_2 = J \nabla \tilde{h}_{f(p)}$. Clearly, the vectors $\{v_1, v_2\}$ form an orthonormal basis of $T_pN$, and the vectors $\{\tilde{v}_1, \tilde{v}_2\}$ form an orthonormal basis of $T_{f(p)} N$. We now write

$$Df_p(v_1) = a \tilde{v}_1 + b \tilde{v}_2$$

and

$$Df_p(v_2) = c \tilde{v}_2$$

for suitable coefficients $a, b, c$. Note that $ac = 1$ since $f$ is area-preserving.

Using the inequality $\theta^2 \leq \langle Df_p(\nabla h_p), \nabla \tilde{h}_{f(p)} \rangle \leq \frac{1}{2}$, we conclude that $\theta^2 \leq a \leq \frac{1}{\theta^2}$ and $\theta^2 \leq c \leq \frac{1}{\theta^2}$. In order to bound $b$, we observe that

$$a \langle Q_p(v_2), \tilde{v}_1 \rangle + b \langle Q_p(v_2), \tilde{v}_2 \rangle = \langle Q_p(v_2), Df_p(v_1) \rangle$$

$$= \langle Q_p(v_1), Df_p(v_2) \rangle$$

$$= c \langle Q_p(v_1), \tilde{v}_2 \rangle.$$  

Moreover, we have

$$\langle Q_p(v_2), \tilde{v}_2 \rangle = \langle Q_p(v_1), \tilde{v}_1 \rangle = \varphi(p, f(p)) \geq \frac{\theta^2}{L}$$

by (10). Putting these facts together, we conclude that $|b| \leq C$ for some uniform constant $C$.

**Step 5:** In the last step, we show that $|Df_p| \leq C$ for all points $p \in \Omega$. To that end, we define a function $\beta : \Sigma \to \mathbb{R}$ by

$$\beta(p, f(p)) = \frac{2}{\sqrt{\det(I + Df_p^* Df_p)}}.$$  

The function $\beta$ satisfies an inequality of the form

$$(11) \quad \Delta_{\Sigma} \beta + \kappa \beta (1 - \beta^2) \leq 0.$$  

Here, $\kappa < 0$ denotes the Gaussian curvature of the two-dimensional surface $N$. Moreover, the restriction $\beta|_{\partial \Sigma}$ is uniformly bounded from below. Using (11) and the maximum principle, one obtains a uniform lower bound for $\inf_{p \in \Omega} \beta(p, f(p))$.  


The inequality (11) was first discovered by Wang [21] in his study of the Lagrangian mean curvature flow. In the remainder of this section, we shall sketch the proof of (11). Given any point \((p, q) \in M\), we define a two-form \(\rho : T_{(p, q)} M \times T_{(p, q)} M \to \mathbb{R}\) by

\[
\rho((w_1, \tilde{w}_1), (w_2, \tilde{w}_2)) = \langle Jw_1, w_2 \rangle + \langle J\tilde{w}_1, \tilde{w}_2 \rangle
\]

for all vectors \(w_1, w_2 \in T_p N\) and \(\tilde{w}_1, \tilde{w}_2 \in T_q N\). Clearly, \(\rho\) is parallel. Moreover, we may write \(\beta = \rho(e_1, e_2)\), where \(\{e_1, e_2\}\) is a local orthonormal frame for \(T\Sigma\). Differentiating this identity, we obtain

\[
V(\beta) = \rho(\Pi(e_1, V), e_2) + \rho(e_1, \Pi(e_2, V))
\]

for every vector \(V \in T\Sigma\). This implies

\[
\Delta_{\Sigma} \beta = \sum_{k=1}^{2} \rho(\nabla^M_{e_k} \Pi(e_1, e_k), e_2) + \sum_{k=1}^{2} \rho(e_1, \nabla^M_{e_k} \Pi(e_2, e_k))
\]

\[
+ 2 \sum_{k=1}^{2} \rho(\Pi(e_1, e_k), \Pi(e_2, e_k)).
\]

(12)

Using the Codazzi equations (see e.g. [9], Chapter 4, Proposition 33) we obtain

\[
\sum_{k=1}^{2} \rho(\nabla^M_{e_k} \Pi(e_1, e_k), e_2) + \sum_{k=1}^{2} \rho(e_1, \nabla^M_{e_k} \Pi(e_2, e_k))
\]

\[
= \sum_{k=1}^{2} \rho(\nabla^\perp_{e_k} \Pi(e_1, e_k), e_2) + \sum_{k=1}^{2} \rho(e_1, \nabla^\perp_{e_k} \Pi(e_2, e_k))
\]

\[
+ \sum_{k=1}^{2} \langle \nabla^M_{e_k} \Pi(e_1, e_k), e_1 \rangle \rho(e_1, e_2) + \sum_{k=1}^{2} \langle \nabla^M_{e_k} \Pi(e_2, e_k), e_2 \rangle \rho(e_1, e_2)
\]

(13)

\[
= \sum_{k=1}^{2} \rho(\nabla^\perp_{e_1} \Pi(e_1, e_k), e_2) + \sum_{k=1}^{2} \rho(e_1, \nabla^\perp_{e_2} \Pi(e_k, e_k))
\]

\[
- \sum_{k=1}^{2} |\Pi(e_1, e_k)|^2 \rho(e_1, e_2) - \sum_{k=1}^{2} |\Pi(e_2, e_k)|^2 \rho(e_1, e_2)
\]

\[
- R_M(e_2, e_1, e_2, J e_1) \rho(J e_1, e_2) - R_M(e_2, e_1, e_2, J e_2) \rho(J e_2, e_2)
\]

\[
- R_M(e_1, e_2, e_1, J e_1) \rho(e_1, J e_1) - R_M(e_1, e_2, e_1, J e_2) \rho(e_1, J e_2).
\]

Here, \(\nabla^\perp\) denotes the induced connection on the normal bundle of \(\Sigma\). Since \(N\) has constant Gaussian curvature \(\kappa\), we have

\[
R_M(e_2, e_1, e_2, J e_1) \rho(J e_1, e_2) + R_M(e_2, e_1, e_2, J e_2) \rho(J e_2, e_2)
\]

\[
+ R_M(e_1, e_2, e_1, J e_1) \rho(e_1, J e_1) + R_M(e_1, e_2, e_1, J e_2) \rho(e_1, J e_2)
\]

\[
= \kappa \beta (1 - \beta^2).
\]
Substituting this into (13) gives
\[
\sum_{k=1}^{2} \rho (\nabla_{e_k}^M II(e_1, e_k), e_2) + \sum_{k=1}^{2} \rho (e_1, \nabla_{e_k}^M II(e_2, e_k)) = -|II|^2 \beta - \kappa \beta (1 - \beta^2).
\]
(14)

Moreover, we have
\[
\sum_{k=1}^{2} \rho (II(e_1, e_k), II(e_2, e_k)) = \sum_{k=1}^{2} \langle II(e_1, e_k), Je_1 \rangle \langle II(e_2, e_k), Je_2 \rangle \rho (Je_1, Je_2)
+ \sum_{k=1}^{2} \langle II(e_1, e_k), Je_2 \rangle \langle II(e_2, e_k), Je_1 \rangle \rho (Je_2, Je_1)
\]
(15)
\[
= \sum_{k=1}^{2} \langle II(e_1, e_1), Je_k \rangle \langle II(e_2, e_2), Je_k \rangle \beta
- \sum_{k=1}^{2} \langle II(e_1, e_2), Je_k \rangle \langle II(e_1, e_2), Je_k \rangle \beta
= -\frac{1}{2} |II|^2 \beta.
\]

Combining (12), (14), and (15), we obtain
\[
(16) \quad \Delta_{\Sigma} \beta = -2 |II|^2 \beta - \kappa \beta (1 - \beta^2).
\]
From this, the inequality (11) follows.

4. The Lagrangian mean curvature flow

In this final section, we briefly discuss the flow approach to special Lagrangian geometry. To that end, we consider a Lagrangian submanifold of a Kähler manifold \((M, g)\), and evolve it by the mean curvature flow. It was shown by Smoczyk that a Lagrangian submanifold of a Kähler-Einstein manifold remains Lagrangian when evolved by the mean curvature flow:

**Theorem 4.1** (K. Smoczyk [11],[12]). Let \((M, g)\) be a Kähler-Einstein manifold, and let \(\{\Sigma_t : t \in [0, T)\}\) be a family of closed submanifolds of \((M, g)\) which evolve by the mean curvature flow. If \(\Sigma_0\) is Lagrangian, then \(\Sigma_t\) is Lagrangian for all \(t \in [0, T)\).

It is a very interesting question to study the longtime behavior of the Lagrangian mean curvature flow. Thomas and Yau [14] conjectured that the flow exists for all time provided that the initial surface \(\Sigma_0\) satisfies a certain stability condition. Examples of finite-time singularities were recently constructed by Neves [8].
In the following, we discuss some results about Lagrangian graphs evolving by mean curvature flow. The case of graphs is much better understood than the general case, and some strong results are known in this setting. Let us first consider the torus $\mathbb{T}^{2n} = \mathbb{R}^{2n}/\mathbb{Z}^{2n}$. We assume that $\mathbb{R}^{2n}$ is equipped with its standard metric and complex structure, so that $J\frac{\partial}{\partial x_k} = \frac{\partial}{\partial y_k}$ and $J\frac{\partial}{\partial y_k} = -\frac{\partial}{\partial x_k}$. The torus $\mathbb{T}^{2n}$ inherits a metric and complex structure in the standard way. We then consider submanifolds of the form

$$\Sigma = \{(p, f(p)) : p \in \mathbb{T}^n\},$$

where $f$ is a smooth map from $\mathbb{T}^n$ to itself. The submanifold $\Sigma$ is Lagrangian if and only if the map $f$ can locally be written in the form $f = \nabla u$ for some potential function $u$. Smoczyk and Wang were able to analyze the longtime behavior of the mean curvature flow in the special case when the potential function $u$ is convex.

**Theorem 4.2 (K. Smoczyk, M.T. Wang [13]).** Let $\Sigma_0$ be a Lagrangian submanifold of $\mathbb{T}^{2n}$ which can be written as the graph of a map $f_0 : \mathbb{T}^n \to \mathbb{T}^n$. Moreover, suppose that the eigenvalues of $(Df_0)_p$ are strictly positive for each point $p \in \mathbb{T}^n$. Finally, let $\{\Sigma_t : t \in [0, T)\}$ denote the unique maximal solution of the mean curvature flow with initial surface $\Sigma_0$. Then $T = \infty$, and the surfaces $\Sigma_t$ converge to a totally geodesic Lagrangian submanifold as $t \to \infty$.

We next consider the Lagrangian mean curvature flow in a product manifold.

**Theorem 4.3 (M.T. Wang [21]).** Let $N$ and $\tilde{N}$ be compact Riemann surfaces with the same constant curvature $c$. Moreover, suppose that $f_0 : N \to \tilde{N}$ is an area-preserving diffeomorphism, and let

$$\Sigma_0 = \{(p, f_0(p)) : p \in N\} \subset N \times \tilde{N}$$

denote the graph of $f_0$. Finally, let $\{\Sigma_t : t \in [0, T)\}$ be the unique maximal solution of the mean curvature flow with initial surface $\Sigma_0$. Then $T = \infty$, and each surface $\Sigma_t$ is the graph of an area-preserving diffeomorphism $f_t : N \to \tilde{N}$. Finally, the maps $f_t$ converge smoothly to an area-preserving minimal map as $t \to \infty$.

The same result was proved independently by Smoczyk [12] under an extra condition on the Lagrangian angle.

Theorem 4.3 gives a new proof of the existence of minimal maps between Riemann surfaces; the existence of such maps was established earlier by Schoen [10] using harmonic map techniques. A stronger result holds when $N = \tilde{N} = S^2$:

**Theorem 4.4 (M.T. Wang [21]).** Let $f_0$ be an area-preserving diffeomorphism from $S^2$ to itself, and let

$$\Sigma_0 = \{(p, f_0(p)) : p \in S^2\} \subset S^2 \times S^2$$
denote the graph of $f_0$. Moreover, let $\{\Sigma_t : t \in [0, T)\}$ be the unique maximal solution of the mean curvature flow with initial surface $\Sigma_0$. Then $T = \infty$, and each surface $\Sigma_t$ is the graph of an area-preserving diffeomorphism $f_t : S^2 \to S^2$. Finally, the maps $f_t$ converge to an isometry of $S^2$ as $t \to \infty$.

The proofs of Theorems 4.2 – 4.4 rely on maximum principle arguments. These techniques also have important applications to the study of area-decreasing maps between spheres (cf. [16], [20]). A detailed discussion of the Lagrangian mean curvature flow can be found in [22].

In a remarkable paper, Medoš and Wang [7] generalized this result to higher dimensions. In higher dimensions, it is necessary to impose a pinching condition on the initial map $f_0$:

**Theorem 4.5 (I. Medoš, M.T. Wang [7]).** Given any positive integer $n$, there exists a real number $\Lambda(n) > 1$ such that the following holds: Let $f_0 : CP^n \to CP^n$ be a symplectomorphism satisfying

$$\frac{1}{\Lambda(n)} |v| \leq |Df_p(v)| \leq \Lambda(n) |v|$$

for all vectors $v \in T_p CP^n$. Moreover, let

$$\Sigma_0 = \{(p, f(p)) : p \in CP^n\} \subset CP^n \times CP^n$$

denote the graph of $f_0$, and let $\{\Sigma_t : t \in [0, T)\}$ be the unique maximal solution of the mean curvature flow with initial surface $\Sigma_0$. Then $T = \infty$, and each surface $\Sigma_t$ is the graph of a symplectomorphism $f_t : CP^n \to CP^n$. Moreover, the maps $f_t$ converge smoothly to a biholomorphic isometry of $CP^n$ as $t \to \infty$.

In the remainder of this section, we sketch the main ingredients involved in the proof of Theorem 4.5 (see [7] for details). For each $t \geq 0$, one defines a function $\beta_t : \Sigma_t \to \mathbb{R}$ by

$$\beta_t = \prod_{k=1}^{2n} \frac{1}{\sqrt{1 + \lambda_k^2}},$$

where $\lambda_1, \ldots, \lambda_n$ denote the singular values of $Df_t$. Since $f_t$ is a symplectomorphism, the singular values of $Df_t$ occur in pairs of reciprocal numbers. We may therefore assume that $\lambda_i \lambda_j = 1$, where $i = i + (-1)^{i-1}$. Consequently, $\beta_t \leq 2^{-n}$, and equality holds if and only if $\lambda_1 = \ldots = \lambda_n = 1$.

The function $\beta_t$ satisfies an evolution equation of the form

$$\frac{\partial}{\partial t} \beta_t = \Delta_{\Sigma_t} \beta_t + \frac{\beta_t}{2} \sum_{k=1}^{2n} \left( \frac{1 - \lambda_k^2}{1 + \lambda_k^2} \right)^2$$

$$+ \beta_t \sum_{i,j,k=1}^{2n} h_{ijk}^2 - 2\beta_t \sum_{k=1}^{2n} \sum_{i<j} (-1)^{i+j} \lambda_i \lambda_j (h_{ik} h_{jk}^* - h_{ik} h_{jk})$$

where $h_{ijk}^2$ are the components of the second fundamental form of $\Sigma_t$. In the sequel, these components will be denoted by $h_{ij}$. The function $\beta_t$ will be used to control the size of $h_{ij}$ and thus to prove the convergence of $f_t$ to an isometry of $CP^n$. The proof of Theorem 4.5 involves a detailed analysis of the evolution equation and the properties of the singular values $\lambda_k$. The proof is given in [7] with all the necessary details.
where $h_{ijk} = \langle II(e_i, e_j), Je_k \rangle$ denote the components of the second fundamental form of $\Sigma_t$ (cf. [7], Proposition 2). It is shown in [7] that

\begin{equation}
\sum_{i,j,k=1}^{2n} h_{ijk}^2 - 2 \sum_{k=1}^{2n} \sum_{i<j} (-1)^{i+j} \lambda_i \lambda_j (h_{iik} h_{jjk} - h_{ijk} h_{jik}) \geq \delta \sum_{i,j,k=1}^{2n} h_{ijk}^2,
\end{equation}

provided that the singular values $\lambda_1, \ldots, \lambda_n$ are sufficiently close to 1. In order to verify this, Medoš and Wang consider the quadratic form

\[ Q(h) = \sum_{i,j,k=1}^{2n} h_{ijk}^2 - 2 \sum_{k=1}^{2n} \sum_{i<j} (-1)^{i+j} (h_{iik} h_{jjk} - h_{ijk} h_{jik}). \]

The estimate (17) is then a consequence of the following result (cf. [7], Lemma 4):

**Proposition 4.6.** The quadratic form $Q(h)$ satisfies

\begin{equation}
Q(h) \geq \frac{2}{9} \sum_{i,j,k=1}^{2n} h_{ijk}^2.
\end{equation}

In order to prove the inequality (18), we observe that $\sum_{i=1}^{2n} (-1)^i h_{iik} = 0$ for each $k$. From this, we deduce that $\sum_{i,j=1}^{2n} (-1)^{i+j} h_{iik} h_{jjk} = 0$ for each $k$. Consequently, the quadratic form $Q(h)$ can be rewritten as

\[ Q(h) = \sum_{i,j,k=1}^{2n} h_{ijk}^2 - \sum_{i,j,k=1}^{2n} (-1)^{i+j} (h_{iik} h_{jjk} - h_{ijk} h_{jik}) \]

\[ = \sum_{i,j,k=1}^{2n} h_{ijk}^2 + \sum_{i,j,k=1}^{2n} (-1)^{i+j} h_{iik} h_{jik} \]

\[ = \frac{1}{2} \sum_{i,j,k=1}^{2n} ((-1)^j h_{ijk} + (-1)^i h_{ijk})^2. \]

On the other hand, the identity

\[ 2 h_{ijk} = (-1)^i ((-1)^i h_{ijk} + (-1)^j h_{i\tilde{j}k}) + \frac{2}{3} \left( (-1)^i h_{ijk} + (-1)^j h_{i\tilde{j}k} \right) \]

\[ + (-1)^{i+j+k} ((-1)^k h_{ij\tilde{k}} + (-1)^j h_{i\tilde{j}k}) \]

implies

\[ 4 h_{ijk}^2 \leq 3 \left( (-1)^i h_{ijk} + (-1)^j h_{i\tilde{j}k} \right)^2 \]

\[ + 3 \left( (-1)^i h_{ijk} + (-1)^j h_{i\tilde{j}k} \right)^2 \]

\[ + 3 \left( (-1)^j h_{ijk} + (-1)^i h_{ij\tilde{k}} \right)^2. \]
Summation over $i, j, k$ yields

$$4 \sum_{i,j,k=1}^{2n} h_{ijk}^2 \leq 18 \mathcal{Q}(h),$$

as claimed.
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