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Overnight return in stock market is one kind of information that can reflect the volatility of the corresponding financial instrument. However, some volatility estimators, either based on range-based or high-frequency data, do not include this information in their formulations. In this study, we investigate the impact of overnight return on Engle’s Multiplicative Error Model (MEM). Garman’s and Hansen’s whole-day-based estimators are studied to demonstrate the effects under minimum-variance situations. Besides, a general framework for incorporating overnight information is proposed and the results are discussed. Our findings demonstrate that overnight return gives a non-monotonic influence and it does contain useful information for predicting the CBOE volatility indexes under specific combinations.
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1. INTRODUCTION

Overnight return, the return results from the price difference between last market close and current market open, is one kind of information that can reflect the volatility of the corresponding financial instrument. However, not all volatility estimators make use of this information in their formulation. For example, the estimators proposed by Parkinson [19], Garman & Klass (σ²₁) [10], Rogers & Satchell [21] and even the standard realized variance [1] do not incorporate overnight return whereas estimators proposed by Garman & Klass (σ²₀) [10], Yang & Zhang [22] and Hansen & Lund [12] do. There is no consensus on which kind of estimators, with and without overnight return, can better capture the underlying volatility in stock market. Furthermore, some estimators are based on daily range quotes while some are based on high frequency quotes and this further complicates the problem about the appropriateness of incorporating overnight return in the formulation of volatility estimators.

One practical usage of volatility estimators is to set them as the information sources for volatility prediction. Popular volatility prediction models such as variants of ARCH/GARCH [4, 6, 13] and RiskMetrics [25] are shown to satisfactorily capture the dynamics of stock returns. However, most of their variants are not suitable to handle non-negative time series as the information source. To properly handle the non-negativity, Engle proposed to model the error in the series as the multiple of the conditional mean estimates, adopting it as the mean equation in the GARCH framework [7]. This model is known as Multiplicative Error Model (MEM) and it can provide consistent results for various distributions of error terms under its quasi maximum likelihood estimation method, making it robust to ambiguous error assumptions [8, 16].

Besides using econometric models to measure future volatility, there is another way to indicate the level of fluctuation in the future. The Chicago Board of Options Exchange (CBOE), the world’s largest options exchange, has compiled volatility indexes by averaging the weighted prices of put and call options to measure the market expectation on future volatility [24]. The CBOE market-based volatility index has been related to the model-based conditional volatility in recent literature. Blair et al. investigated the information content of VIX for the prediction of GARCH volatility and found out the current VIX value contains the richest information content for 1-step-ahead predicted realized volatility [3]. Besides, Engle & Gallo studied the possibility of using MEM volatilities to improve the prediction of VIX in 2006. They demonstrated that multi-step average volatilities can be incorporated as statistically significant regressors in the auto-regression of VIX [8].

In this study, the impact of overnight information on volatility prediction is explored. We investigate the characteristics of MEM volatilities resulting from various degrees of overnight components and assess their incremental information content accordingly. Our study aims to address the following issues: 1) To what extent overnight information affects MEM outcomes; 2) Whether range-based and high-frequency estimators behave differently; 3) Whether the inclusion of overnight information provides additional information for predicting market-based volatilities. This study is divided into two phases to tackle these issues systematically. In the first phase, the relationships among the predicted conditional volatilities from range-based and high-frequency estimators with and without overnight information are studied. In addition to the defined minimum-variance situations [10, 12], a generalized framework is proposed to broaden the investigation. Afterward, the incremental information content of the predicted volatilities is assessed by the improvements on the auto-regression of market-based volatility indexes in the second phase.
This paper is organized as follows. Specifications of various volatility estimators are in Section 2. A brief introduction of Multiplicative Error Model (MEM) and the model settings for our study are in Section 3. Empirical investigations of impacts of overnight information are discussed in Section 4 and Section 5 states the conclusion.

2. VOLATILITY ESTIMATORS

Estimating volatility has long been a major issue in the financial literature. Classical estimation method assumes underlying stock price follows a simple Brownian motion and takes squared log daily return as an unbiased variance estimator. However, this simple estimator cannot satisfactorily capture the underlying dynamics and was shown to be not efficient [10]. In 1980, Garman and Klass proposed a minimum-variance unbiased variance estimator for a simple Brownian motion [10]. Ten years later, an estimator for a drifted Brownian motion was proposed by Rogers and Satchell. It was a drift-independent variance estimator that was proved to be unbiased for Brownian motion with drift [21]. Besides, Yang and Zhang formulated a multiple-day-averaged drift independent minimum-variance unbiased variance estimator in 2000 [22]. These volatility estimators are called range-based estimators as they are calculated by using open, high, low and close information.

Another stream of volatility estimators is called high-frequency estimators as they are based on the high-frequency intraday return information. The most well-known estimator is the standard realized variance proposed by Andersen and Bollerslev in 1998 [1]. This estimator is formulated as the sum of squared high-frequency intraday returns. However, studies showed that this estimator becomes biased with the increase of sampling frequency [2, 11, 17]. The bias is caused by the autocorrelation effect resulting from non-synchronous trading, bid-ask spread and data extrapolation in the real market and the influence is collectively regarded as a market microstructure noise. The noise may bias the results and various ways have been proposed to tackle this problem [2, 17]. Usually, higher sampling frequency will lead to a more significant noise problem. One practical work-around is to select a sampling frequency that is not too high to avoid the autocorrelation problem. On the contrary, range-based estimators do not suffer from the microstructure noise problem and they have been shown to be robust under a simulation experiment [23]. It is still a controversial issue to decide which type of estimators, range-based or high-frequency, can express the volatility best.

Four estimators are selected as input sources for MEM models in our study. Garman and Klass’s estimators are selected as range-based estimators to measure the volatility in an active trading period (\(\hat{\sigma}^2_a\)) and a whole day period (\(\hat{\sigma}^2_w\)) respectively. For high frequency estimators, Newey-West realized variance (\(\hat{\sigma}^2_{NW}\)) and Hansen and Lunde’s whole-day-based minimum-variance realized variance (\(\hat{\sigma}^2_{wholeRV}\)) are chosen. Figure 1 illustrates the time spans of these estimators. Overnight information is embedded in both whole-day-based estimators, \(\hat{\sigma}^2_w\) and \(\hat{\sigma}^2_{wholeRV}\).

2.1 Garman & Klass’s volatility estimators

Garman and Klass proposed a number of estimators in their seminal paper in 1980 [10]. Among the few estimators, there is one for estimating the volatility in an active trading period and one for a whole day period. The estimator for an active trading period is formulated as follows.

\[
\hat{\sigma}^2_a = 0.511(u - d)^2 - 0.019[c(u + d) - 2ud] - 0.383c^2
\]

where
- \(C_t = \log\) of the closing price of day \(t\)
- \(O_t = \log\) of the opening price of day \(t\)
- \(H_t = \log\) of the highest price of day \(t\)
- \(L_t = \log\) of the lowest price of day \(t\)
- \(u = H_t - O_t\) (normalized high)
- \(d = L_t - O_t\) (normalized low)
- \(c = C_t - O_t\) (normalized close).

The whole day version is formulated as:

\[
\hat{\sigma}^2_w = a f (O_t - C_{t-1})^2 + \frac{1 - a}{1 - f^2} \hat{\sigma}^2_a
\]

where \(f\) is the fraction of that day that trading is closed and it is set to 1050/1440 in our study. \(a\) is a weight parameter and it is set to 0.12 to achieve minimum-variance property regardless of the value of \(f\).

2.2 Realized variance and Hansen & Lunde’s whole-day-based variance estimator

Standard Realized variance is the most well-known high frequency estimator to measure the volatility in an active
trading period. Its formulation for day $t$ is:

$$ \hat{\sigma}_{RV}^2 = \sum_{i=1}^{m} (p(x_i) - p(x_i - \Delta))^2 $$

(3)

where $x_i$ denotes the time, $p(x_i)$ is the price at time $x_i$, $\Delta$ is the sampling interval, $m$ is the total number of intraday prices recorded (excluding the opening price) in a day and $p(x_0)$ is the opening price of day $t$.

An important concern about the estimation of realized variance is whether the return series is autocorrelated or not [18]. The standard realized variance becomes biased when the returns are autocorrelated and the result should then be adjusted accordingly. The autocorrelation phenomenon always happens in high-frequency data and there are various ways to offset the bias. Hansen & Lunde suggested an estimation method to handle the bias and regarded it as the Newey-West modified realized variance [11]. This method is based on Bartlett kernel and is guaranteed to be nonnegative. The Newey-West modified variance for day $t$ is defined as:

$$ \hat{\sigma}^2_{NW} = \sum_{i=1}^{m} y_i^2 + 2 \sum_{h=1}^{q} \left( 1 - \frac{h}{q + 1} \right) \sum_{i=1}^{m-h} y_i y_{i+h} $$

(4)

$$ y_i = p(x_i) - p(x_i - \Delta) $$

the variable $q$ represents the lag-length and it is set to $q = \text{ceil}(\frac{600}{d})$ where $w$ is the desired length of lag window and $d$ is the total length of sampling period (trading period) in minutes [11].

For the whole day period, Hansen and Lunde defined an optimally combined whole day variance estimator in 2005 [12]. It is a minimum-variance estimate constructed by a weighted squared overnight return and Newey-West modified realized variance. The following equations show the settings for Hansen and Lunde’s minimum-variance whole-day-based estimator ($\hat{\sigma}^2_{\text{wholeRV}}$).

$$ \hat{\sigma}^2_{\text{wholeRV}} = \omega^*_1 \hat{\sigma}^2_1 + \omega^*_2 \hat{\sigma}^2_{NW, t} $$

(5)

$$ \omega^*_1 = (1 - \varphi) \frac{\mu_0}{\mu_1} $$

(6)

$$ \omega^*_2 = \varphi \frac{\mu_0}{\mu_2} $$

(7)

$$ \varphi = \frac{\mu_1 \eta_1 - \mu_2 \eta_2}{\mu_2 \eta_1 + \mu_1 \eta_2 - 2 \mu_1 \mu_2 \eta_1 \eta_2} $$

(8)

where $\omega^*_1$ and $\omega^*_2$ are the optimal weight for the min-variance estimator. $\hat{\sigma}^2_1$ is the squared overnight return. $\mu_0$, $\mu_1$ and $\mu_2$ are the expected value of integrated variance, overnight variance and Newey-West realized variance respectively. $\eta_1$, $\eta_2$ and $\eta_1 \eta_2$ are the variance of overnight variance and Newey-West realized variance and their covariance respectively.

### 3. MODELS SPECIFICATIONS

#### 3.1 MEM specification

The way to employ volatility estimators as input series for GARCH type models is different from those for treating returns as input series. Due to the non-negative nature of the volatility estimators, it is difficult to use traditional GARCH type models, which is based on linear formulation on a return process, to estimate the model parameters as the variance and higher moments of error distribution are unlikely to be constant [7]. Engle proposed an efficient way (MEM-GARCH) to model non-negative series in GARCH framework by treating the series as a composition of its conditional mean multiplied by a unit-mean error term. This multiplicative error structure is able to provide consistent results for error terms that belong to a family of gamma distribution as the corresponding first order optimality conditions on the log-likelihood functions is the same.

The MEM (1,1) model is defined by the following two equations.

$$ x_t = \mu_t \epsilon_t \quad \text{Mean eqt.} $$

(9)

$$ \mu_t = \omega + \alpha x_{t-1} + \beta \mu_{t-1} + c' z_{t-1} \quad \text{Variance eqt.} $$

(10)

In the mean equation, $x_t$ is the non-negative time series, $\mu_t$ is the conditional mean estimates and $\epsilon_t$ represents a unit-mean gamma-distributed i.i.d. error process. The variance equation is similar as that in the GARCH framework by replacing the error squared term with $x_t$ in the ARCH term. Furthermore, exogenous variables are treated by including $z_t$ in the variance equation.

With the restriction of a unit-mean on the distribution of $\epsilon_t$, the corresponding log-likelihood function for the model is defined as $L(\theta)$.

$$ L(\theta) = \text{constant} - a \sum_{t=1}^{T} \left[ - \log(\mu_t(\theta)) - \frac{x_t}{\mu_t(\theta)} \right] $$

where $a$ controls the shape of the gamma distribution, $\theta$ is the parameter set $\{\alpha, \beta, c'\}$ to be estimated and $T$ is the size of the training sample. The first order optimality condition for maximum likelihood estimation is:

$$ \sum_{t=1}^{T} \left[ - \log(\mu_t(\theta)) - \frac{x_t}{\mu_t(\theta)} \right] $$

(12)

Noticing that the shape variable $a$ does not affect the first order condition and its value is irreverent and does not have any influence on $\theta$ and their standard errors [7, 8]. Without the justification of the underlying error distribution, it is suggested to derive the parameters in equation 10 by traditional GARCH framework as the maximizer of equation 11, which is a quasi maximum likelihood estimator. Lee & Hansen demonstrated the Gaussian likelihood estimation
method for GARCH(1,1) can provide consistently estimated parameters for input series which is neither Gaussian nor independent [16]. Referring to Engle’s procedure, the parameters can be obtained by taking the positive square root of the non-negative variable of interest \(\sqrt{\sigma^2}\) as the dependent variable and setting the mean value to zero with the assumption of normally distributed errors [7, 8].

In this paper, we employ the MEM(1,1) framework to predict the future volatility based on the most up-to-date volatility estimates. This framework has been successfully modeled the dynamics of non-negative volatility series, including range-based and high-frequency estimates, in some applications [8, 14, 15] and has been extended to multivariate cases recently [5]. We treat \(x_t\) in equations 9, 10 as a proxy to represent the input series (volatility estimates) for the model.

### 3.2 Correlation analysis among models with and without overnight information

Correlation analysis on the predicted conditional volatilities from MEM with and without overnight information are used to study the overnight impact. As stated in Section 2, \(\hat{\sigma}_t^2\) and \(\hat{\sigma}_{NW,t}^2\) are estimators without the consideration of overnight return in their formulation while \(\hat{\sigma}_6^2\) and \(\hat{\sigma}_{wholeRV,t}^2\) are estimators with overnight return.

To model the MEM 1-step-ahead conditional variances, we leave the exogenous term in equation 10 empty and replace the \(x_t\) in equation 9 by the estimators defined in equations 1–5 correspondingly. Since the estimators represent variance for different time spans as stated in Figure 1, their magnitudes are naturally different. Therefore, we employ correlation coefficient as a scale-independent measure to evaluate the impact of overnight information. For instance, if all overnight returns equal to zero, the correlation will be 1. A small correlation demonstrates a large impact from overnight returns. The predicted conditional volatilities (i.e. square root of the conditional mean estimates) are named as MEM-\(\sigma_t\), MEM-\(\sigma_6\), MEM-\(\sigma_{NW}\), and MEM-\(\sigma_{wholeRV}\) respectively for the rest of this paper for clarity.

### 3.3 Generalized whole-day-based variance formulation

Observing that the minimum-variance estimators in equations 2 and 5 can be formulated as:

\[
Var_t = w_1 On_t^2 + w_2 Act_t
\]

where \(Var_t\) and \(Act_t\) represent variance estimates of whole day period and active trading period on day \(t\) respectively, \(w_1\) and \(w_2\) are weight factors and \(On_t\) is the overnight return. \(Var_t\) can then be considered as a linear combination of squared overnight return and a variance estimate of an active trading period.

The minimum-variance estimators, \(\hat{\sigma}_6^2\) and \(\hat{\sigma}_{wholeRV,t}^2\), can be considered as a particular weight combination. Scholars may use weights other than the minimum-variance weights to construct whole-day-based variance estimators. For example, Blair [3] and Gallo [9] use weights with \(w_1 : w_2 = 1 : 1\) to construct their estimators for whole day period. Sometimes, people may simply set \(w_1 = 0\) as it is supposed that the magnitude of overnight variance is comparatively small and cannot give significant influence on the outcomes. To broaden our investigation of impact from overnight information, we try to consider all the possible combinations of positive \(w_1\) and \(w_2\) and formulate the estimator for whole day period as:

\[
Var_t = (w_1 + w_2) \left[ \frac{w_1}{w_1 + w_2} On_t^2 + \frac{w_2}{w_1 + w_2} Act_t \right] = (w_1 + w_2)(\lambda On_t^2 + (1 - \lambda) Act_t)
\]

where \(\lambda\) is some positive scalar and \(0 \leq \lambda \leq 1\). \(\lambda\) can be considered as a variable that governs the composition and its value indicates the influence of overnight information on a whole-day-based estimator. The portion \(\lambda On_t^2 + (1 - \lambda) Act_t\) represents a scaled version of \(Var_t\).

As our MEM models do not have any exogenous variable, the scaling factor, \(w_1 + w_2\), only adds a constant term, \(Tlog(w_1 + w_2)\), to the likelihood function in equation 12. The optimal conditional variances for the original series therefore only differs with the scaled version in a factor of \(w_1 + w_2\). In other words, the value of conditional volatilities for the original series is equal to those from scaled series multiply \(\sqrt{w_1 + w_2}\). Since we use correlation to compare the overnight impact and linear regression to reflect the incremental information content of the predicted conditional volatilities, the properties of scaled form \(\lambda On_t^2 + (1 - \lambda) Act_t\) can therefore demonstrate the corresponding properties of the original series. Our generalized whole-day-based formulations are as follows.

\[
\text{general } \hat{\sigma}_t^2 = \lambda On_t^2 + (1 - \lambda) \hat{\sigma}_t^2, \quad \text{general } \hat{\sigma}_{Act,t}^2 = \lambda On_t^2 + (1 - \lambda) \hat{\sigma}_{Act,t}^2
\]

where \(\text{general } \hat{\sigma}_t^2\) and \(\text{general } \hat{\sigma}_{Act,t}^2\) represent generalized variance estimators based on range information and high-frequency information respectively. Our refined study will use these two estimators to substitute the \(x_t\) in equations 9 and 10 for evaluating the impact of overnight return. Their corresponding predicted conditional volatilities are labeled as MEM-general \(\sigma_t\) and MEM-general \(\sigma_{Act}\).

### 3.4 Regression models for VIX/VXD prediction

The information content of MEM predicted volatilities is assessed by their influence on the prediction of market-based volatility indexes (VIX and VXD). The indexes involved are constructed by the Chicago Board Options Exchange (CBOE), the world largest options exchange, to capture market expectation of the next 30 calendar days (22 trading
days). They are compiled by averaging the weighted prices of put and call options in the market to reflect the option implied volatilities, which in turn, represent the market’s expectation of future fluctuation and hence they are called market-based volatility [20]. VIX aims to capture the volatility of S&P 500 index while VXD aims at Dow Jones Industrial Average (DJIA) [24]. The CBOE index has been related to the model-based predicted volatility in recent literature. Blair et al. investigated the information content of VIX for the prediction of GARCH volatility and found out the current VIX value contains the richest information content for 1-step-ahead predicted realized volatility [3]. Besides, Engle & Gallo studied the possibility of using MEM volatilities to improve the prediction of VIX in 2006. They demonstrated that multi-step average volatilities can be incorporated as statistically significant regressors in the auto-regression of VIX [8].

Under ideal efficient market hypothesis, risk neutral assumptions and the absence of insider information leakage, the model-based predicted volatility and the market-based volatility index should contain the same information content. However, these ideal situations are not valid for the real case and the information content of the two volatilities are usually different. Furthermore, their coverage on time horizon are different. The options used to compute the indexes last for around 30 calendar days covering both trading and non-trading overnight period [24] while the model-based prediction may be based on estimators without any overnight component. As the market-based volatility indexes cover the volatility for both overnight and active trading period, it is interesting to know whether the inclusion of overnight information in model-based volatility can provide any additional predictive value. For the simplicity, the existence of incremental information content of overnight return is checked by simple linear regression models based on ordinary least squares method. The general regression model is as follows:

$$MI_t = \kappa + \gamma MI_{t-1} + \delta MemRange_t + \zeta MemHighFreq_t$$  

where $MI$ is the market based index, such as VIX and VXD. $\kappa$, $\gamma$, $\delta$ and $\zeta$ are the regression coefficients, $MemRange_t$ and $MemHighFreq_t$ are the proxies that represent the MEM predicted volatilities for day $t$ with various weight on overnight composition. The estimators in equations 1, 2 and 15 are substituted as the range-based proxies ($MemRange_t$) while 4, 5 and 16 are as high-frequency proxies ($MemHighFreq_t$) respectively.

By placing restrictions on certain parameters, we can define four different models.

1. Base model of AR(1) for the prediction of market based index by setting $\delta = \zeta = 0$
2. Model with the use of range-based information as an additional regressor: $\zeta = 0$
3. Model with the use of high-frequency information as an additional regressor: $\delta = 0$
4. Unrestricted model that incorporates both range-based and high-frequency information

The regression results are compared relatively to the base specification (i.e. simple AR(1) model). Adjusted R-square and F statistics are used as performance measures. Although the value of market indexes constructed by CBOE represents volatilities in an annual basis, the regression models are still valid as the model coefficients can absorb the scaling effect.

4. EMPIRICAL INVESTIGATION OF THE IMPACT OF OVERNIGHT INFORMATION

Two index data sets, S&P 500 and Dow Jones Industrial Average (DJIA), in the period of 13 March 2006 to 11 January 2008 (458 trading days) are used in our study. The index values are sampled every 10 minutes starting from 9:30 to 16:00 inclusively. In addition, the daily close of their corresponding volatility indexes, VIX and VXD, are used for the regression analysis to investigate the information content of the predicted volatilities.

Our data selection scheme for model training is based on a rolling sample approach. For instance, if the sample size is $m$, the first sample for model training will be the 1 to $m$ data points, the second sample will be the 2 to $m + 1$ data points and so on. For MEM volatility forecasts, the size of an input sample is 3/5 of the total available data. The set of input samples are used to produce their corresponding 1-step-ahead predicted conditional volatilities. The empirical results are summarized in the subsequent sub-sections.

4.1 Preliminary study on the empirical data

An important concern about the calculation of realized variance is whether the return series is autocorrelated or not. If the return series is autocorrelated, the calculated result should be adjusted to offset the bias caused by the autocorrelation. In our study, the realized variance is estimated with the use of 10 minute intraday returns. Figure 2 contains the autocorrelation plots of two return series, S&P 500 and DJIA, with 95% confidence bounds. It indicates that the first serial correlation coefficients of both series are nonzero and the series of DJIA has some other nonzero coefficients in lag 3, 5, 9 and 10. To tackle the autocorrelation problem, we apply the Newey-West method in equation 4 to estimate the realized variances for this study. Following Hansen & Lunde’s practice, we select a fixed value for the desired length of lag window for bias adjustment [12]. The autocorrelation plot (Figure 3) for 30 minute intraday returns shows the series do not suffer from the autocorrelation
In this study, there are 184 MEM structures for a single data set. We choose the length of lag window to cover 30 minutes ($w = 30$).

The descriptive statistics and correlation coefficients among squared overnight return ($On^2$), squared sigma 4 ($\hat{\sigma}_4^2$) and Newey-West realized variance ($\hat{\sigma}_{NW}^2$), are reported in Table 1.

The mean of $On^2$ is much smaller and its magnitude is less than 1/100 of those of $\hat{\sigma}_4^2$ or $\hat{\sigma}_{NW}^2$ for both S&P 500 and DJIA cases. Furthermore, the distribution of $On^2$ is more asymmetric and has thicker tails than the two variance series. Observations of a few large $On^2$ accounts for the high values of kurtosis. The low correlations of $On^2$ to either $\hat{\sigma}_4^2$ or $\hat{\sigma}_{NW}^2$ indicate that it contains information other than those in the two variance series. Besides, the correlation between $\hat{\sigma}_4^2$ and $\hat{\sigma}_{NW}^2$ is not very high (less than 0.8) and this indicates the two estimated variance series are different from each other.

### 4.2 Forecast from models with and without overnight information under minimum-variance assumptions

As mentioned in Section 3, the estimators $\hat{\sigma}_4^2$ and $\hat{\sigma}_{wholeRV}^2$ consider overnight information in their formulation while $\hat{\sigma}_4^2$ and $\hat{\sigma}_{NW}^2$ do not. It is interesting to know whether the inclusion of overnight information in the estimators gives noticeable impacts on the predicted volatilities.

MEM volatilities without overnight information (MEM-$\sigma_4$, MEM-$\sigma_{NW}$) are considered as the corresponding base series for comparison purpose. The correlation ($\rho$) between the base series and the testing series, which contains overnight information, are calculated to reflect the impact. The value of $\rho$ will be 1 if the overnight returns are zeros and as a result, a large correlation demonstrates a small impact.

The model fitness is checked by ARCH test on the standardized residuals and Ljung-Box test on the squared standardized residuals. Since a rolling sample approach is used in this study, there are 184 MEM structures for a single
Table 2. Diagnostics information for the MEM models

<table>
<thead>
<tr>
<th></th>
<th>ARCH(2)</th>
<th>Q(12)</th>
</tr>
</thead>
<tbody>
<tr>
<td>S&amp;P 500</td>
<td></td>
<td></td>
</tr>
<tr>
<td>MEM-σ₄</td>
<td>0.476</td>
<td>8.529</td>
</tr>
<tr>
<td>MEM-σ₆</td>
<td>0.476</td>
<td>8.545</td>
</tr>
<tr>
<td>MEM-σ₅NW</td>
<td>0.885</td>
<td>7.139</td>
</tr>
<tr>
<td>MEM-σwholeRV</td>
<td>0.885</td>
<td>7.139</td>
</tr>
<tr>
<td>DJIA</td>
<td></td>
<td></td>
</tr>
<tr>
<td>MEM-σ₄</td>
<td>0.368</td>
<td>13.415</td>
</tr>
<tr>
<td>MEM-σ₆</td>
<td>0.368</td>
<td>13.439</td>
</tr>
<tr>
<td>MEM-σ₅NW</td>
<td>0.994</td>
<td>7.095</td>
</tr>
<tr>
<td>MEM-σwholeRV</td>
<td>0.994</td>
<td>7.095</td>
</tr>
</tbody>
</table>

input estimator and we propose to access them by the average values of the test statistics to avoid the abnormality caused by few specific samples with highly fluctuating values. The results of ARCH(2) test (5% critical value = 5.99) and Q(12) (5% critical value = 21.03), are reported in Table 2 and no major specification problems are signaled by the diagnostics.

The impact of overnight information is assessed by the correlation coefficient between models with and without overnight variance. For range-based estimators, the correlation coefficients between MEM-σ₄ and MEM-σ₆ are 1.000 for both S&P 500 and DJIA. It can be explained by the highly contrasting weight ratio in the formulation $\hat{\sigma}^2_6$. Under the minimum-variance situation, $\hat{\sigma}^2_6$ is calculated as $0.165 \times \text{On}^2_t + 3.249 \times \hat{\sigma}^2_4$ and the ratios of the mean of $\text{On}^2_t$ to $\hat{\sigma}^2_6$ are 1 : 68 for S&P 500 and 1 : 170 for DJIA. As a result, including $\text{On}^2_t$ in the formulation gives extremely small impact to $\hat{\sigma}^2_6$ and thus the MEM-σ₆ should be highly correlated to MEM-σ₄. On the other hand, for both S&P 500 and DJIA dataset, the correlation coefficients between MEM-σ₅NW and MEM-σwholeRV are also equal to 1.000. The weight ratios between the mean of $\text{On}^2_t$ to $\hat{\sigma}^2_{NW}$ are 1 : 77 and 1 : 68 for S&P 500 and DJIA respectively and these results are different from Hansen & Lunde’s finding [12] as the magnitude of overnight variance of market index is much smaller than those appeared in individual listed stocks. With such high correlation among the MEM volatilities, it is concluded that the effect of overnight information in either Garman’s or Hansen’s whole-day-based variance is minimal under the minimum-variance situation.

4.3 Impact of overnight return under a generalized weighted approach

The empirical results in the previous section show that overnight return square ($\text{On}^2_t$) cannot give a significant impact on the MEM. However, the composition of the involved estimators, $\hat{\sigma}^2_6$ and $\hat{\sigma}^2_{wholeRV}$, are constrained by the minimum variance situation and therefore other possible combinations have not yet been studied. The minimum variance assumption is relaxed and an investigation under the general situation specified in equations 15 and 16 is carried out. An experiment has been conducted by adjusting $\lambda$ from 0 to 1 with 0.001 for each increment and the results are recorded accordingly.

The model diagnostic information is visualized by Figures 4 and 5. In general, MEM-general $\sigma_4$ tends to have smaller ARCH(2) values, which can be interpreted as a better model fit, than MEM-general $\sigma_{RV}$ over a large range of $\lambda$. However, Ljung-Box test gives an opposite result indicat-
ing MEM-general $\sigma_{RV}$ always has a better fit. So, there is no consensus to differentiate which type of estimator has a better model fit. For the validation of MEM, all the mean values of ARCH(2) statistics for either MEM-general $\sigma_4$ or MEM-general $\sigma_{RV}$ are smaller than the critical value (5.99) for all possible $\lambda$. For Ljung-Box(12) test, the means of MEM-general $\sigma_4$ and MEM-general $\sigma_{RV}$ are larger than the critical value when $\lambda \geq 0.999$ for S&P dataset. For DJIA data, the no autocorrelation hypotheses are rejected when $\lambda \geq 0.987$ and $\lambda \geq 0.982$ for the cases in MEM-general $\sigma_4$ and MEM-general $\sigma_{RV}$ respectively. As a result, we conclude that the MEM models are valid for S&P 500 dataset under $0 \leq \lambda \leq 0.998$ and DJIA under $0 \leq \lambda \leq 0.981$.

The impact of overnight return is reflected by the correlation graphs. Figure 6 depicts the correlation among the predicted volatilities for $\lambda$ from 0 to 1 inclusively. To improve the visibility, the plot is zoomed to give the view for $\rho \geq 0.9$ in Figure 7.

For S&P 500, MEM-general $\sigma_4$ and MEM-general $\sigma_{RV}$ give similar behaviors. The correlation coefficients stay nearly constant (almost equal to 1) until $\lambda$ reaches around 0.4 and decrease sharply to the local minimum. The $\rho$ then bounds back to a high value and oscillates until $\lambda$ attains a high value. Specifically, the $\rho$ of MEM-general $\sigma_4$ decreases sharply from around $\lambda = 0.39$ to the local minimum at $\lambda = 0.437$ with $\rho = 0.917$. The $\rho$ increases and rebounds to the original level at $\lambda = 0.51$. A similar U-shape pattern is also observed in MEM-general $\sigma_{NW}$ but the region is shifted to $0.40 \leq \lambda \leq 0.52$ with the local minimum at $\lambda = 0.433$ with $\rho = 0.927$.

For DJIA, the U-shape of MEM-general $\sigma_4$ appears around the range of 0.81 $\leq \lambda \leq 0.88$. The range for MEM-general $\sigma_{RV}$ is around 0.48 $\leq \lambda \leq 0.59$. Their local minima are at $\lambda = 0.835$ with $\rho = 0.765$ and $\lambda = 0.517$ with $\rho = 0.845$ respectively. The shift of the U-shape can be explained by the difference of the magnitudes between $\hat{\sigma}_4^2$ and $\hat{\sigma}_{NW}^2$.

To summarize, the appearance of a U-shape portion in every curve demonstrates that the inclusion of overnight information can influence the characteristics of MEM volatility. However, the influence is not monotonic as an increase of overnight proportion does not necessarily produce a larger change in correlation.

4.4 Incremental information content of model-based volatility

Observing that overnight information gives noticeable impact in specific ranges, it is interesting to know whether the impact contains useful information or not. We assess the incremental information content by treating the MEM predicted conditional volatilities as exogenous variables to predict the market-based volatility indexes (VIX and VXD). For the simplicity, simple linear AR(1) OLS regression models are used in this study. The base model defined in equation 17 is used as the baseline for comparison purpose. MEM volatilities which help to increase the adjusted R-square and pass the join zero coefficient test with 95% confidence (indication of the coefficients are non-zeros with 95% confidence) are considered to contain incremental information content in this study. The results of adjusted R-square and F statistics are plotted in Figures 8, 9 and 10.

For both VIX and VXD regressions, models with combination $\lambda = 0$ are checked and none of them can produce a regression result with larger adjusted R-square than the base model and pass the F test at the same time. Therefore, we regard that the MEM predicted volatilities without

Figure 6. Comparison of correlation coefficient under the generalized weighted approach.

Figure 7. Correlation coefficient under the generalized weighted approach ($\rho \geq 0.9$).
overnight information do not contain incremental information for market-based indexes.

On the other hand, there are cases that give better R-square and pass the F test when overnight information is embedded. Table 3 lists the combinations that contain incremental information for the regression. The results for VIX and VXD regressions are consistent. The inclusion of MemRange cannot improve the prediction whereas MemHighFreq can give favorable results for some combinations. In additional, the information content of MemRange is not complementary to MemHighFreq as models with the use of both range-based and high-frequency information are always not as good as models that use MemHighFreq alone.

Our empirical results exemplify that overnight information can improve the prediction of the CBOE volatility indexes under specific combinations.

Table 3. Combinations (λ) that give larger adjusted R-square than the base model and with F statistics larger than 95% confidence critical value

<table>
<thead>
<tr>
<th>VIX regression</th>
<th>Model 2</th>
<th>Model 3</th>
<th>Model 4</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0.381</td>
<td>0.413</td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.382</td>
<td>0.469</td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.389</td>
<td>0.473</td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.399</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.401</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.407</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.412</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Nil</td>
<td>0.413</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.419</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.424</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.469</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.473</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.502</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.509</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.526</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>VXD regression</th>
<th>Model 2</th>
<th>Model 3</th>
<th>Model 4</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0.480</td>
<td>0.487</td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.487</td>
<td></td>
<td>0.841</td>
</tr>
<tr>
<td></td>
<td>0.490</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.578</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Nil</td>
<td>0.583</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.874</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.880</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.881</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.885</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
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5. CONCLUSION

The impact of overnight return on Engle’s Multiplicative Error Model (MEM) is investigated in this study. Under minimum-variance situations, overnight return has nearly no impact on models based on either Garman’s or Hansen’s whole-day-based estimators for both S&P 500 and DJIA data. When the minimum-variance conditions are relaxed, our general formulations demonstrate U-shape patterns in the correlation graphs among the predicted conditional volatilities with and without overnight information. However, the influence is not monotonic as an increase of overnight proportion does not necessary produce a larger change in correlation.

On the other hand, our empirical results show that the inclusion of overnight information can improve the prediction of market-based volatility indexes, VIX and VXD, under specific combinations. We demonstrate MEM volatilities resulted from linearly combined overnight variance and high frequency realized variance can help to improve the prediction of CBOE indexes under a simple linear AR(1) regression. More sophisticated regression models may improve the prediction of CBOE indexes under a simple linear AR(1) regression. More sophisticated regression models may help to improve the prediction of CBOE indexes under a simple linear AR(1) regression.

This study investigates the impact of overnight return on Engle’s Multiplicative Error Model (MEM) is investigated in this study. Under minimum-variance situations, overnight return has nearly no impact on models based on either Garman’s or Hansen’s whole-day-based estimators for both S&P 500 and DJIA data. When the minimum-variance conditions are relaxed, our general formulations demonstrate U-shape patterns in the correlation graphs among the predicted conditional volatilities with and without overnight information. However, the influence is not monotonic as an increase of overnight proportion does not necessary produce a larger change in correlation.

On the other hand, our empirical results show that the inclusion of overnight information can improve the prediction of market-based volatility indexes, VIX and VXD, under specific combinations. We demonstrate MEM volatilities resulted from linearly combined overnight variance and high frequency realized variance can help to improve the prediction of CBOE indexes under a simple linear AR(1) regression. More sophisticated regression models may help to improve the prediction of CBOE indexes under a simple linear AR(1) regression.