A class of threshold autoregressive conditional heteroscedastic models
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This paper generalizes Ling’s (2007) double AR(p) model by considering a threshold effect in the mean equation. Provided the threshold is known, consistency and asymptotic normality of the quasi maximum likelihood estimators for the model are proved under weak conditions. Based on the Lagrange Multiplier principle, a threshold effect test is studied and its asymptotic null distribution is shown to be a functional of a zero-mean Gaussian process. Approximate methods are given to compute the upper percentage points and simulation results show that they perform well. From the empirical studies, we know that the original model can be improved when the threshold effect is considered.
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1. INTRODUCTION

In a recent paper, Ling (2007) considered the double AR(p) or DAR(p) model, which has the form

\[ y_t = \theta_1 y_{t-1} + \cdots + \theta_p y_{t-p} + \varepsilon_t, \]
\[ \varepsilon_t = \varepsilon_t \sqrt{h_t}, \varepsilon_t \sim i.i.d(0,1), \]
\[ h_t = \omega + a_5 y_{t-1}^2 + \cdots + a_p y_{t-p}^2, \quad \omega, a_i > 0, i = 1, \ldots, p, \]

(1)

where \( \omega, a_i > 0, t \in \mathbb{N} \equiv \{ -p, \ldots, 0, 1, 2, \ldots \} \), \( y_s \) is independent of \( \{ \varepsilon_t \} \) for \( t > s \). Let \( \mathcal{F}_t \) be the \( \sigma \)-field generated by \( \{ \varepsilon_t, \varepsilon_{t+1}, \ldots, \varepsilon_{t+p} \} \), \( t \in \mathbb{N} \), then we have \( \text{var}(\varepsilon_t | \mathcal{F}_{t-1}) = \omega + a_5 y_{t-1}^2 + \cdots + a_p y_{t-p}^2 \). As mentioned in the paper, model (1) is a special case of ARMA-ARCH models in Weiss (1986), but it differs from Engle’s (1982) ARCH model if \( \theta_1 \neq 0 \). The difference lies in the specifications of the conditional variance: Engle’s (1982) conditional variance is driven by the unobserved errors while model (1)’s depends on the past observations. Such a specification of the conditional variance brings both novelty and difficulty. The novel results acquired by Ling (2004, 2007) were that the quasi maximum likelihood estimators can be still consistent and asymptotically normal when \( \mathbb{E} y_t^2 = \infty \), which usually does not hold any more for the classical AR(p) model with i.i.d errors. Difficulty lies in finding the conditions under which the series generated from the model is stationary and geometrically ergodic. Though Ling (2007) has obtained a sufficient and necessary condition on stationarity and ergodicity for model (1) when \( \varepsilon_t \sim i.i.d. \mathcal{N}(0,1) \), it is still an open problem for general cases.

When \( p = 1 \), model (1) becomes the DAR(1) model whose theoretical results and practical application have been well discussed by Ling (2004), Ling and Li (2008) for both stationary and nonstationary cases. When the DAR(1) model was applied to the US 3-month treasure bill rate series in Ling (2004), it was found that the model is superior to the usual AR(1) and seems to be able to get a more reliable statistical inference compared to the usual AR(1)-GARCH(1, 1) model. Nevertheless, since financial data usually present some asymmetric effect or nonlinear relationship, it is helpful to take these factors into account. A well-known tool to deal with this is the threshold autoregressive model because of its ability to capture some important characteristics such as jumps and limit cycles (Tong and Lim, 1980; Tong, 1990; Li and Lam, 1995). Consequently, it is worthwhile to consider a generalized DAR(p) model, which is piecewise linear in the mean function.

In this paper we consider the following threshold autoregressive conditional heteroscedastic (TARCH) model:

\[ y_t = \theta_0 + \sum_{i=1}^{p} \theta_i y_{t-i} + I(y_{t-d} \leq r)(\phi_0 + \sum_{i=1}^{p} \phi_i y_{t-i}) + \varepsilon_t, \varepsilon_t = \varepsilon_t \sqrt{h_t}, \varepsilon_t \sim i.i.d(0,1), \]
\[ h_t = \omega + a_1 y_{t-1}^2 + \cdots + a_m y_{t-m}^2, \quad \omega, a_i > 0, i = 1, \ldots, m, \]

(2)

where \( \omega, a_i > 0, t \in \mathbb{N} \equiv \{ -m, \ldots, 0, 1, 2, \ldots \} \), \( y_s \) is independent of \( \{ \varepsilon_t \} \) for \( t > s \); \( I(\cdot) \) is the indicator function and \( r \) is the threshold parameter. For simplicity, the nonnegative integers \( p, d, m \) are assumed known and satisfy \( 0 \leq p \leq m, 1 \leq d \leq m \). The threshold parameter \( r \) is assumed to have a known bounded numerical range \( \mathbb{R}_r \), usually a finite interval. When \( \theta_0 = \phi_0 = \phi_i = 0, p = m \), model (2) is reduced to Ling’s (2007) DAR(p) model. Model (2) also bears resemblance to Li and Lam’s (1995) TARCH model. The difference is that: the former belongs to Weiss’ ARCH-type models while the latter is an Engle’s ARCH-type model. Moreover, we relax the distribution of the process \( \{ \varepsilon_t \} \) to the more general cases instead of the original normal distribution.
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The paper is arranged as follows. In Section 2, we discuss the quasi maximum likelihood estimator (QMLE), threshold effect test and some associated asymptotic properties. Simulations and empirical studies are shown in Section 3. We conclude the paper in Section 4 and all proofs are put in the Appendix.

2. ESTIMATION AND THRESHOLD EFFECT TEST

2.1 Parametric estimation

We assume the threshold parameter \( r \) in model (2) is known. In practice, as that has been done in the subsequent Section 3.2, we can adopt the idea of Li and Lam (1995) to estimate \( r \). Let \( \psi = (\theta^T, \phi^T, \alpha^T)^T, \theta = (\theta_0, \ldots, \theta_p)^T, \phi = (\phi_0, \ldots, \phi_p)^T, \alpha = (\omega, a_1, \ldots, a_m)^T \) and \( \psi \in \Psi \), which is a bounded parameter space for model (2). All through this article, the superscript \( T \) denotes the transpose of a vector or a matrix. Suppose that the true parameter \( \psi_0 = (\theta_0^T, \phi_0^T, a_0^T)^T \) is an interior point of \( \Psi \). Without loss of generality, we consider \( \Psi \) as a neighborhood of \( \psi_0 \). We need to estimate \( \psi \) based on the observations \( \{y_t\}_{t=1}^T \) and initial values \( y_0, \ldots, y_{t-1} \).

Consider the following quasi conditional log-likelihood (apart from a constant term)

\[
L_T(\psi) = \sum_{t=1}^T l_t(\psi) = \sum_{t=1}^T \left[ -\frac{1}{2} \log h_t - \frac{1}{2} \frac{\varepsilon_t^2}{h_t} \right],
\]

and we have

\[
\frac{\partial l_t}{\partial \psi} = \frac{1}{2} \left( 1 - \frac{\varepsilon_t^2}{h_t^2} \right) \frac{1}{h_t} \frac{\partial h_t}{\partial \psi} - \frac{\varepsilon_t}{h_t^2} \frac{\partial \psi_t}{\partial \psi},
\]

\[
\frac{\partial^2 l_t}{\partial \psi \partial \psi^T} = \frac{1}{2h_t^2} \left( 1 - \frac{\varepsilon_t^2}{h_t^2} \right) \frac{\partial h_t}{\partial \psi} \frac{\partial h_t}{\partial \psi}^T + \frac{\varepsilon_t}{h_t^2} \frac{\partial \psi_t}{\partial \psi} \frac{\partial \psi_t}{\partial \psi^T} - \frac{\varepsilon_t^2}{2h_t^4} \frac{\partial \psi_t}{\partial \psi} \frac{\partial \psi_t}{\partial \psi^T}.
\]

where

\[
\frac{\partial \psi_t}{\partial \theta} = -\left( y_{t-1}, \ldots, y_{t-p} \right)^T, \quad \frac{\partial \psi_t}{\partial \phi} = -I(\{y_{t-d} \leq r\}) \left( y_{t-1}, \ldots, y_{t-p} \right)^T,
\]

\[
\frac{\partial \psi_t}{\partial \alpha} = \left( \varepsilon_t \right)^T, \quad \frac{\partial \psi_t}{\partial \alpha} = 0, \quad \frac{\partial \psi_t}{\partial \alpha} = \left( y_{t-1}, \ldots, y_{t-m} \right)^T.
\]

For convenience of notations, we put \( h_t = h_t(\psi), \varepsilon_t = \varepsilon_t(\psi), h_0 = h_0(\psi_0), \varepsilon_0 = \varepsilon_0(\psi_0), \psi = \psi_0 \), then the following theorem holds under Assumptions 1–2 in the Appendix.

**Theorem 2.1.** For model (2) with known threshold and the considered quasi log-likelihood function \( L_T(\psi) \) given by (3), under the Assumptions 1–2 in the Appendix, there exists a fixed open neighborhood \( U(\psi_0) \subset \Psi \) such that with probability one, as \( T \to \infty \), \( L_T(\psi) \) has a unique maximum point \( \hat{\psi}_T \) in \( U \). Furthermore, \( \sqrt{T}(\hat{\psi}_T - \psi_0) \xrightarrow{L^2} N(0, \Omega_T^{-1} \Omega_T) \), where \( \Omega_T, \Omega_T \) are respectively given as

\[
E \left( \begin{array}{c}
\frac{4}{h_0} Y_{t1}^2 Y_{t1}^T
\frac{4(\varepsilon_t - \varepsilon_0)^2}{h_0} Y_{t1} Y_{t1}^T
\frac{4}{h_0} Y_{t1}^2 Y_{t1}^T
\frac{4(\varepsilon_t - \varepsilon_0)^2}{h_0} Y_{t1} Y_{t1}^T
0
0
0
0
\end{array} \right)
\]

and

\[
E \left( \begin{array}{c}
\frac{2}{h_0} Y_{t1} Y_{t1}^T
\frac{2(\varepsilon_t - \varepsilon_0)^2}{h_0} Y_{t1} Y_{t1}^T
\frac{2I(\{y_{t-d} \leq r\})}{h_0} Y_{t1} Y_{t1}^T
\frac{2(\varepsilon_t - \varepsilon_0)^2}{h_0} Y_{t1} Y_{t1}^T
0
0
0
0
\end{array} \right).
\]

**Remark 1.** Through the proof in the Appendix, it is known that \( E\hat{y}_T^2 < \infty \) is not required to guarantee the validity of the theorem, which is consistent with Ling (2007). The matrices \( \Omega_T, \Omega_T \) can be calculated by the relevant sample means after the parameters are estimated.

2.2 Threshold effect test

In this section, we consider the test for the threshold effect, i.e., to test

\[
H_0: \phi_0 = \phi_1 = \cdots = \phi_p = 0.
\]

Such a test is nonstandard because the threshold parameter \( r \) is absent under \( H_0 \). From (5) and (6), we have

\[
E(\partial^2 L_T / (\partial \phi \partial \phi^T)) = E(\partial^2 L_T / (\partial \alpha \partial \alpha^T)) = 0.
\]

Following Davies (1977, 1987), the LM test statistic for our null hypothesis is

\[
S = \sup_{r \in R} \eta_r(C_r - L_r^* C_r^{-1} L_r)^{-1} \eta_r,
\]

where

\[
\eta_r = T^{-\frac{1}{2}} \frac{\partial L_T(\psi)}{\partial \phi} |_{\hat{\psi}_T, \hat{\phi}_T, \phi = 0},
\]

\[
C_r = -\frac{1}{T} E \left( \frac{\partial^2 L_T(\psi)}{\partial \psi \partial \psi^T} \right) |_{\hat{\psi}_T, \hat{\phi}_T, \phi = 0},
\]

\[
L_r = -\frac{1}{T} E \left( \frac{\partial^2 L_T(\psi)}{\partial \psi \partial \psi^T} \right) |_{\hat{\psi}_T, \hat{\phi}_T, \phi = 0}.
\]

Here \( \hat{\psi}_T, \hat{\phi}_T \) are the QMLE under the null hypothesis, and the above quantities \( \eta_r, C_r, L_r \) are asymptotically convergent to the ones that are evaluated
at the true values for $\theta$ and $a$. With an abuse of notation, in the rest of this article, $\eta_r$, $C_r$, $C_r$, $L_r$ stand for the quantities evaluated at the true value of $\theta$ and $a$ under $H_0$. Then we can state the following theorem:

**Theorem 2.2.** Suppose Assumptions 1–3 in the Appendix hold, then the asymptotic distribution of $\{\eta_r\}$ is identical to that of a $(p+1)$-dimensional Gaussian process $\{\xi_r\}$ indexed by the threshold parameter $r \in R$. For $r, s \in R$, we have

$$\xi_r \sim N_{p+1}(0, C_r - L_r^T C^{-1} L_r),$$
$$\text{cov}(\xi_r, \xi_s) = C_{\text{min}(r,s)} - L_r^T C^{-1} L_s.$$

Also, the asymptotic null distribution of the LM test statistic $S$ in (7) is given by the distribution of $\sup_{r \in R} \xi_r^T (C_r - L_r^T C^{-1} L_r)^{-1} \xi_r$.

**Remark 2.** Theorem 2.2 is similar to Wong and Li’s (1997) Theorem, but concerns different situations. Moreover, our Assumptions 1–3 are weaker in contrast with theirs (e.g., $E_{\varepsilon} \xi_i < \infty$ is a little stronger than $E_{\varepsilon} \xi_i < \infty$). The proof is a generalization of Chan (1990), Wong and Li (1997), which is given in the Appendix.

In practice, it is necessary to estimate the upper percentage points of the asymptotic null distribution for $S$. For model (2), note that $C_r = L_r$, $C_r$, and $C - C_r$ are positive definite. Then there exist an invertible matrix $Q$ and a diagonal matrix $D = \text{diag}(\lambda_1(r), \ldots, \lambda_{p+1}(r))$ such that $QQ^T$ is an identity matrix and $QQ^T = D$, with all $\lambda_i(r)$ being strictly between 0 and 1. Let $Q\xi_r = (B_{1r}, \ldots, B_{p+1,r})^T$. Then $B_{ir}$’s are independent Gaussian processes with mean zero and

$$\text{cov}(B_{ir}, B_{is}) = \lambda_i \{\text{min}(r,s)\} - \lambda_i(r) \lambda_i(s).$$

As a result,

$$\xi_r^T (C_r - L_r^T C^{-1} L_r)^{-1} \xi_r = \left\{ \frac{B_{1r}^2}{\lambda_1(r) - \lambda_1^2(r)} + \cdots + \frac{B_{p+1,r}^2}{\lambda_{p+1}(r) - \lambda_{p+1}^2(r)} \right\}.$$

When $p = 0$, we need to compute

$$\text{pr}\left\{ \sup_{\beta_1 \leq \lambda_1(r) \leq \beta_2, r \in R} \frac{B_{1r}^2}{\lambda_1(r) - \lambda_1^2(r)} > z^2 \right\}, 0 < \beta_1 < \beta_2 < 1$$

for a given $z$, where $\beta_1 = \text{min}\{\lambda_1(r)\}$ and $\beta_2 = \text{max}\{\lambda_1(r)\}$ for $r \in R$. For general $p > 0$ cases, we want to evaluate

$$\text{pr}\left\{ \sup_{r \in R} \left[ \frac{B_{1r}^2}{\lambda_1(r) - \lambda_1^2(r)} + \cdots + \frac{B_{p+1,r}^2}{\lambda_{p+1}(r) - \lambda_{p+1}^2(r)} \right] > y \right\}.$$ 

Based on Chan and Tong (1990), Chan (1991), by using techniques similar to Wong and Li (1997), we have that the probability in (8) can be approximated by

$$\left( \frac{2}{\pi} \right)^{\frac{1}{2}} \exp \left( -\frac{y^2}{2} \right) \left( \frac{z - \gamma + 1}{z} \right),$$

and the probability in (9) can be approximated by

$$1 - \exp \left\{ -2 \lambda_{p+1}^2(y) \left( \frac{y}{p+1} - 1 \right) \sum_{i=1}^{p+1} \int_0^\infty \frac{dt}{\sqrt{2\pi}} \frac{d^i}{dr^i} \right\},$$

where $\chi^2_{p+1}(\cdot)$ means the probability density function of the $\chi^2$-distribution with $(p+1)$ degree of freedom and $t_i = \frac{1}{2} \log\{\lambda_i(r)/(1 - \lambda_i(r))\}$.

It remains to find the matrix $Q$ or the $\lambda_i(r)$’s. Note that $C, C - C_r$, are positive definite matrices. Let $C^{-\frac{1}{2}}$ be the inverse of the matrix $C^{-\frac{1}{2}}$ that satisfies $C^{\frac{1}{2}} C^{-\frac{1}{2}} = C$, then $C^{\frac{1}{2}} (C - C_r) C^{-\frac{1}{2}}$ is also positive definite. Denote the eigenvalues of $C^{\frac{1}{2}} (C - C_r) C^{-\frac{1}{2}}$ by $\delta_1(r), \ldots, \delta_{p+1}(r)$ and accordingly there exists an orthogonal matrix $Q_1$ satisfying

$$Q_1 C^{\frac{1}{2}} (C - C_r) C^{-\frac{1}{2}} Q_1 = \text{diag}\{\delta_1(r), \ldots, \delta_{p+1}(r)\},$$

Here, $I$ means an identity matrix. Define $Q = Q_1 C^{-\frac{1}{2}}$, then we have

$$QQ^T = I, QC_r Q^T = \text{diag}\{1 - \delta_1(r), \ldots, 1 - \delta_{p+1}(r)\}.$$ 

By definition, it is known that $\{1 - \delta_i(r)\}$’s are exactly the eigenvalues of $C^{-\frac{1}{2}} C_r C^{-\frac{1}{2}}$. Hence, for evaluating the probabilities in (8–9), we firstly need to estimate the eigenvalues of the matrix $C^{-\frac{1}{2}} C_r C^{-\frac{1}{2}}$.

### 3. SIMULATIONS AND EMPIRICAL STUDIES

#### 3.1 Simulations

This section examines the performance of the proposed LM test in finite samples through Monte Carlo simulations. We give examples for $d = 1, p \leq m \leq 2$ as the following:

- **M1:** $y_t = 0.1 + e_t \sqrt{h_t}, h_t = 0.2 + 0.16 h_{t-1} + 0.09 y_{t-2}$;
- **M2:** $y_t = 0.36 h_{t-1} + e_t \sqrt{h_t}, h_t = 0.3 + 0.49 h_{t-1}$;
- **M3:** $y_t = 0.3 y_{t-1} + 0.1 y_{t-2} + e_t \sqrt{h_t}, h_t = 0.5 + 0.1 y_{t-1} h_{t-1} + 0.1 y_{t-2}^2$;
- **M4:** $y_t = 0.1 + 0.3 y_{t-1} + e_t \sqrt{h_t}, h_t = 0.5 + 0.32 y_{t-1}^2$;
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Table 1. Results of the simulation experiments for assessing the empirical sizes and power with and without intercept

<table>
<thead>
<tr>
<th>Model</th>
<th>p m d</th>
<th>Sample size</th>
<th>10.0%</th>
<th>5.0%</th>
<th>2.5%</th>
<th>1.0%</th>
</tr>
</thead>
<tbody>
<tr>
<td>M1</td>
<td>0 2 1</td>
<td>$T = 100$</td>
<td>5.9</td>
<td>3.1</td>
<td>1.4</td>
<td>0.3</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$T = 300$</td>
<td>5.4</td>
<td>2.7</td>
<td>1.3</td>
<td>0.5</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$T = 500$</td>
<td>6.0</td>
<td>3.1</td>
<td>1.8</td>
<td>0.7</td>
</tr>
<tr>
<td>M2†</td>
<td>1 1 1</td>
<td>$T = 100$</td>
<td>6.7</td>
<td>3.2</td>
<td>1.3</td>
<td>0.8</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$T = 300$</td>
<td>9.8</td>
<td>5.1</td>
<td>2.2</td>
<td>0.7</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$T = 500$</td>
<td>9.9</td>
<td>5.0</td>
<td>2.3</td>
<td>1.2</td>
</tr>
<tr>
<td>M3†</td>
<td>2 2 1</td>
<td>$T = 100$</td>
<td>13.8</td>
<td>8.1</td>
<td>6.5</td>
<td>4.6</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$T = 300$</td>
<td>10.7</td>
<td>5.1</td>
<td>3.1</td>
<td>2.1</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$T = 500$</td>
<td>12.9</td>
<td>6.3</td>
<td>2.8</td>
<td>0.9</td>
</tr>
<tr>
<td>M4</td>
<td>1 1 1</td>
<td>$T = 100$</td>
<td>17.9</td>
<td>14.6</td>
<td>11.7</td>
<td>10.3</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$T = 300$</td>
<td>7.1</td>
<td>4.3</td>
<td>3.0</td>
<td>2.0</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$T = 500$</td>
<td>7.2</td>
<td>3.7</td>
<td>1.7</td>
<td>1.0</td>
</tr>
<tr>
<td>M5</td>
<td>0 2 1</td>
<td>$T = 100$</td>
<td>51.2</td>
<td>37.5</td>
<td>27.2</td>
<td>16.9</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$T = 300$</td>
<td>97.5</td>
<td>94.8</td>
<td>90.8</td>
<td>85.3</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$T = 500$</td>
<td>100.0</td>
<td>99.8</td>
<td>99.8</td>
<td>99.1</td>
</tr>
<tr>
<td>M6</td>
<td>1 1 1</td>
<td>$T = 100$</td>
<td>89.8</td>
<td>83.3</td>
<td>77.2</td>
<td>67.5</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$T = 300$</td>
<td>89.3</td>
<td>82.2</td>
<td>75.4</td>
<td>64.5</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$T = 500$</td>
<td>90.3</td>
<td>83.9</td>
<td>76.9</td>
<td>66.8</td>
</tr>
<tr>
<td>M7†</td>
<td>1 1 1</td>
<td>$T = 100$</td>
<td>17.1</td>
<td>9.6</td>
<td>5.2</td>
<td>2.4</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$T = 300$</td>
<td>49.7</td>
<td>37.8</td>
<td>28.0</td>
<td>15.3</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$T = 500$</td>
<td>71.1</td>
<td>61.4</td>
<td>50.2</td>
<td>37.8</td>
</tr>
<tr>
<td>M8†</td>
<td>2 2 1</td>
<td>$T = 100$</td>
<td>30.1</td>
<td>21.9</td>
<td>17.5</td>
<td>14.9</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$T = 300$</td>
<td>59.6</td>
<td>38.3</td>
<td>27.1</td>
<td>16.7</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$T = 500$</td>
<td>58.36</td>
<td>46.2</td>
<td>35.9</td>
<td>24.5</td>
</tr>
</tbody>
</table>

Note: †testing with no intercept; number of replications=1000.

$M5: y_t = 0.6 - 0.4I(y_{t-1} \leq 0) + \epsilon_t \sqrt{h_t},$

$h_t = 0.3 + 0.15y^2_{t-1} + 0.1y^2_{t-2};$

$M6: y_t = 0.1 + 0.1y_{t-1} - I(y_{t-1} \leq 0)(0.2 + 0.2y_{t-1}) $

$+ \epsilon_t \sqrt{h_t}, h_t = 0.05 + 0.36y^2_{t-1};$

$M7: y_t = 0.4y_{t-1} - 0.3y_{t-1}I(y_{t-1} \leq 0) + \epsilon_t \sqrt{h_t},$

$h_t = 0.25 + 0.4y^2_{t-1};$

$M8: y_t = 0.1y_{t-1} + 0.1y_{t-2} + (0.2y_{t-1} - 0.15y_{t-2})$

$\cdot I(y_{t-1} \leq 0) + \epsilon_t \sqrt{h_t}, h_t$

$= 0.5 + 0.16y^2_{t-1} + 0.1y^2_{t-2};$

where $\epsilon_t \sim i.i.d. N(0, 1)$. $M1$–$M4$ are used to check the empirical size and $M5$–$M8$ are adopted to demonstrate the power of the test. We conducted 1000 replications with sample sizes $T=100, 300$ and 500 for each of the above examples. Following Wong and Li (1997), we chose $R$, the numerical range for the threshold, to be the intervals between the 10th percentile and 90th percentile of $y_t$. The empirical sizes or power at the nominal upper 10%, 5%, 2.5% and 1% points are listed in Table 1.

Table 1 shows that both sizes and powers behave well. Empirical sizes in each case get closer to the nominal level (especially at the nominal levels of 2.5% and 1%) and the test gets more powerful with increasing sample size $n$.

3.2 Empirical studies

Ling (2004) applied the DAR(1) model to the US 3-month treasury bill rate series from July 1972 to August 2001 and found that the model fitted the data well, compared to the common AR(1) model. For comparison, we also consider the same set of data except for a longer period from January 1951 to October 2008 (totally 694 observations).

We take $x_t$ to be the logarithms of the observed series and $y_t = x_t - x_{t-1}$. Based on Ling (2004), it is reasonable to apply the model (2) with $p = m = d = 1$ and $\theta_0 = 0$ to the considered data, which has the form

$$y_t = \theta y_{t-1} + \phi y_{t-1}I(y_{t-1} \leq r) + \epsilon_t \sqrt{\omega + a_1 y^2_{t-1}},$$

(12) $\epsilon_t \sim i.i.d(0, 1)$.

Before fitting the data by model (12), we first test whether $\phi = 0$ is significant. With the numerical range $R$ being the interval between the 10th percentile and 90th percentile of $y_t$, the $p$ value for the considered test is 0.0194, which shows that it is reasonable to introduce the threshold part. To estimate the threshold parameter $r$, we adopt the idea of Li and Lam (1995). Denote the potential candidates for $r$ by $R = \{r_1, r_2, \ldots, r_L\}$, the estimation of $r$ is performed by considering

$$\max_{r \in R} L_T(\hat{\psi}(r)).$$
where $\hat{\phi}(r)$ is the maximizer of the quasi log-likelihood given by (3) with the threshold parameter $r$ being fixed.

For comparison, we use $\{y_t\}_{1}^{640}$ to estimate model (12) and leave $\{y_t\}_{641}^{693}$ for forecasting. Take $R$ as a series of evenly spaced points in $\hat{R}$ with the step length being 0.001. Then we get $\hat{r} = -0.0422$, based on which, the model is as follows:

$$
y_t = 0.3149 y_{t-1} + 0.2188 y_{t-1} I(y_{t-1} \leq -0.0422) + \epsilon_t \sqrt{h_t},$$

(13) 
$$h_t = (0.0004) + 0.7656 y_{t-1}^2, \epsilon_t \sim i.i.d(0, 1).$$

The values in parentheses are the corresponding standard deviations which were calculated based on Theorem 2.1. We also estimate the DAR(1) model based on Ling (2004):

$$y_t = \frac{1}{\sqrt{0.0035}} y_{t-1} + \epsilon_t \sqrt{h_t},$$

(14) 
$$h_t = (0.0004) + 0.7740 y_{t-1}^2, \epsilon_t \sim i.i.d(0, 1).$$

Moreover, we have the estimations:

For (13),

$$E[\log (0.3149 + \epsilon_t \sqrt{0.7656})] = -0.8957 < 0,$$

$$E[\log (0.3149 - \epsilon_t \sqrt{0.7656})] = -0.9483 < 0.$$

For (14),

$$E[\log (0.4009 + \epsilon_t \sqrt{0.7740})] = -0.8236 < 0,$$

$$E[\log (0.4009 - \epsilon_t \sqrt{0.7740})] = -0.8381 < 0.$$

Note that (12) and DAR(1) model can be rewritten respectively as

$$y_t = \theta y_{t-1} + \phi y_{t-1} I(y_{t-1} \leq r) + \epsilon_t \sqrt{\frac{\omega}{\omega + a_1^2 y_{t-1}^2 + \sqrt{a_1}|y_{t-1}|}},$$

$$y_t = \theta y_{t-1} + \epsilon_t \sqrt{\frac{\omega}{\omega + a_1^2 y_{t-1}^2 + \sqrt{a_1}|y_{t-1}|}} + \epsilon_t \sqrt{\frac{\omega}{\omega + a_1^2 y_{t-1}^2 + \sqrt{a_1}|y_{t-1}|}}.$$

Both $\phi y_{t-1} I(y_{t-1} \leq r)$ and $\omega/(\omega + a_1^2 y_{t-1}^2 + \sqrt{a_1}|y_{t-1}|)$ are $\sigma(|y_{t-1}|)$ as $y_{t-1}$ goes to infinity. We know from Example 4.1 in Cline and Pu (2004) that the estimated parameters for the above models satisfy the geometric ergodicity conditions. The statistic $Q(M)$ in Li and Mak (1994) with $M = 3, 6, 12$ are used for checking the adequacy of the model (13) and their values are $Q(3) = 0.8764 < \chi^2_{0.95} = 7.815, Q(6) = 5.5123 < \chi^2_{0.95} = 12.592, Q(12) = 16.8462 < \chi^2_{12, 0.95} = 21.026$, which suggests that model (13) is adequate for the considered data at a 5% significance level. The value of the log-likelihood for model (13) is 1436 and that for model (14) is 1434.4.

### Table 2. Percentiles of Difference Series between Upper and Lower Bounds

<table>
<thead>
<tr>
<th>Difference Series</th>
<th>Percentiles</th>
</tr>
</thead>
<tbody>
<tr>
<td>${u_{at} - l_{at}}$</td>
<td>10%</td>
</tr>
<tr>
<td>${u_{at} - l_{at}}$</td>
<td>0.1873</td>
</tr>
<tr>
<td>${u_{at} - l_{at}}$</td>
<td>0.1875</td>
</tr>
</tbody>
</table>

Now we apply model (13–14) for one step ahead forecast for $\{y_t\}_{642}^{693}$. We have

$$\text{for (13), } RMSE = \sqrt{\frac{1}{52} \sum_{t=642}^{693} (y_t - \hat{y}_t)^2} = 0.1253.$$  
$$\text{for (14), } RMSE = \sqrt{\frac{1}{52} \sum_{t=642}^{693} (y_t - \hat{y}_t)^2} = 0.1281.$$  

We also computed the one-step ahead forecast intervals with 95% confidence level for each case. Denote $u_{at}, l_{at}$ as the upper bounds series, which are calculated respectively according to (13) and (14). Similarly $l_{at}$ and $l_{bt}$ denote the corresponded lower bounds. We list the percentiles of the difference series between upper and lower bounds in Table 2. It can be seen from the table that model (13) generates slightly narrower confidence intervals. In terms of the log-likelihood values, the RMSEs and the distance between the estimated bounds, we know that model (13) is superior to model (14).

It makes sense to consider Li and Lam’s (1995) TARCH model with order $p_1 = p_2 = 1, d = 1$ for the data. The model is

$$y_t = \theta y_{t-1} + \phi y_{t-1} I(y_{t-1} \leq r) + \epsilon_t, \epsilon_t = \epsilon_t \sqrt{h_t},$$

(15) 
$$h_t = \omega + a_1 \epsilon_{t-1}^2, \epsilon_t \sim i.i.d. \ N(0, 1).$$

Before fitting the data by model (15), we apply the method in the special case (A) of Wong and Li (1997) to test whether $\phi$ is significantly different from zero. The $p$ value for the considered test is computed as 0.5674 by choosing $\hat{R}$ as the interval between the 10th percentile and 90th percentile of $y_t$, which suggests $\phi = 0$ in (15). Then we have

$$y_t = \theta y_{t-1} + \epsilon_t, \epsilon_t = \epsilon_t \sqrt{h_t} \sim i.i.d. \ N(0, 1).$$

Based on observations $\{y_t\}_{1}^{640}$, we obtain

$$y_t = \frac{0.2603 y_{t-1} + \epsilon_t}{(0.0259)} + \epsilon_t \sqrt{h_t}.$$

(16) 
$$h_t = \frac{0.0022 + 0.8567 \epsilon_{t-1}^2}{(0.0001)} \sim i.i.d. \ N(0, 1).$$

In terms of (16), we construct one step ahead of the forecast for $\{y_t\}_{642}^{693}$ and it can be found that the root mean squared error is 0.1330 which is larger than that of model (13) and (14) respectively. Thus model (13) seems to be more reasonable than (16) for the considered data.
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4. CONCLUSIONS

This paper considers a class of threshold ARCH model by adding a threshold effect in the mean equation of the DAR(\(p\)) model proposed by Ling (2007). The asymptotic theory for the QMLE of the considered model is proved. A LM test is proposed for testing the threshold effect and approximate methods are given to tabulate the upper percentage points of the asymptotical null distribution. From the simulation results, we found the approximation methods work well and via the empirical studies, we know our model has improvement over existing models when we introduce a threshold effect for the considered data.
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APPENDIX

A.1 Assumptions and lemma

We make the following assumptions for model (2).

Assumption 1. The series \(\{y_t\}\) generated from model (2) is strictly stationary and geometrically ergodic for the considered parameter space \(\Psi\).

Assumption 2. The i.i.d \((0, 1)\) process \(\{\varepsilon_t\}\) satisfies \(E\varepsilon_t^4 < \infty\), and is absolutely continuous with a continuous symmetric probability density function which is positive everywhere.

Assumption 3. The process \(\{y_t\}\) is \(\rho\)-mixing with an exponential decreasing rate, i.e., there exists a \(\mu\) between 0 and 1 such that \(\rho(m) = O(m^\mu), m \in \mathbb{N}\), where \(\rho(m) = \sup|\text{corr}(f, g)|\), the supremum being over all square integrable \(f\) and \(g\) which are measurable with respect to \(\{y_t, t \leq 0\}\) and \(\{y_t, t \geq m\}\), respectively.

Remark 3. For judging the geometrical ergodicity required in Assumption 1, we can make use of Cline and Pu (2004)(e.g., Corollary 2.2, Theorem 3.5 and Example 4.1); Part of the conditions in the Assumptions 2-3 have also been adopted by Chan (1990) to weaken the condition of normality.

Lemma. Denote \(L_T(\psi)\) as a function of the observations \(y_1, \ldots, y_T\) and the parameter \(\psi \in \Psi \subseteq \mathbb{R}^k\). Suppose \(\psi_0\) is an interior point of \(\Psi\). Assume \(L_T(\cdot) : \mathbb{R}^k \to \mathbb{R}\) is three times continuously differentiable in \(\psi\) and that

A1 As \(T \to \infty\), \(\sqrt{T} \partial L_T(\psi)/\partial \psi \to N(0, \Omega_S), \Omega_S > 0\).

A2 As \(T \to \infty\), \(\partial^2 L_T(\psi)/\partial \psi_j \partial \psi_k \rightarrow \Omega_j > 0\).

A3 \(\max_{i,j,k=1,\ldots,p+2} \sup_{\psi \in \Psi} \left| \partial^3 L_T(\psi)/\partial \psi_i \partial \psi_j \partial \psi_k \right| \leq c_T\).

Here \(N(\psi_0)\) is a neighborhood of \(\psi_0\) and \(0 \leq c_T \rightarrow c, 0 < c < \infty\). Then there exists a fixed open neighborhood \(U(\psi_0) \subseteq N(\psi_0)\) such that

B1 As \(T \to \infty\), with probability one that there exists a minimum point \(\hat{\psi}_T\) of \(L_T(\psi)\) in \(U(\psi_0)\) and \(L_T(\psi)\) is convex in \(U(\psi_0)\). Moreover, \(\hat{\psi}_T\) is unique and solves \(\partial L_T(\hat{\psi}_T)/\partial \psi = 0\).

B2 As \(T \to \infty\), \(\hat{\psi}_T - \psi_0 \to 0, \sqrt{T}(\hat{\psi}_T - \psi_0) \to N(0, \Omega_T^{-1}\Omega_S\Omega_T^{-1})\).

Proof. See Lemma 1 in Jensen and Rahbek (2004). \(\square\)

A.2 Proof of Theorem 2.1

Let

\[ L_T^\Psi(\psi) = \frac{1}{T} \sum_{t=1}^{T} \left[ \log h_t + \frac{\varepsilon_t^2}{h_t} \right] = \frac{1}{T} \sum_{t=1}^{T} l_T^\Psi(\psi), \]

and it can be shown:

\[ \frac{\partial^2 l_T^\Psi}{\partial \psi_j \partial \psi_k} = \left[ 2 \left( 1 - \frac{\varepsilon_t^2}{h_t} \right) \frac{1}{h_t} \frac{\partial h_t}{\partial \psi_j} \frac{\partial h_t}{\partial \psi_k} + \frac{\partial \varepsilon_t}{\partial \psi_j} \frac{\partial \varepsilon_t}{\partial \psi_k} \right] \]

and

\[ \frac{\partial^3 l_T^\Psi}{\partial \psi_i \partial \psi_j \partial \psi_k} = \left[ 2 \left( 1 - \frac{3\varepsilon_t^2}{h_t} \right) \frac{1}{h_t} \frac{\partial h_t}{\partial \psi_i} \frac{\partial h_t}{\partial \psi_j} \frac{\partial h_t}{\partial \psi_k} + \left( 4 \frac{\varepsilon_t}{h_t} \frac{\partial h_t}{\partial \psi_i} \frac{\partial \varepsilon_t}{\partial \psi_j} \frac{\partial \varepsilon_t}{\partial \psi_k} + 4 \frac{\varepsilon_t}{h_t} \frac{\partial \varepsilon_t}{\partial \psi_i} \frac{\partial h_t}{\partial \psi_j} \frac{\partial h_t}{\partial \psi_k} + 4 \frac{\varepsilon_t}{h_t} \frac{\partial \varepsilon_t}{\partial \psi_i} \frac{\partial \varepsilon_t}{\partial \psi_j} \frac{\partial h_t}{\partial \psi_k} + 2 \frac{\varepsilon_t}{h_t} \frac{\partial \varepsilon_t}{\partial \psi_i} \frac{\partial \varepsilon_t}{\partial \psi_j} \frac{\partial \varepsilon_t}{\partial \psi_k} \right) \right] \]

\[ \leq l_{1t} + l_{2t} - l_{3t}, \]

Here, \(l_{it}, i = 1, 2, 3\) mean the corresponding quantities expressed in the above three square brackets. To prove Theorem 2.1, we just need to verify A1−A3 described in the above lemma.
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Recall \( h_t = h_t(\psi) \), \( \varepsilon_t = \varepsilon_t(\psi) \), \( h_{0t} = h_t(\psi_0) \), \( \varepsilon_{0t} = \varepsilon_t(\psi_0) \), \( \varsigma = EcF_1 - 1 \). From the above (17–18), we know
\[
\sqrt{T} \frac{\partial L_T^2(\psi_0)}{\partial \psi} = \frac{1}{\sqrt{T}} \sum_{t=1}^T \left[ 1 - \frac{\varepsilon_{0t}^2}{h_{0t}} \right] \frac{1}{h_{0t}} \frac{\partial h_t}{\partial \psi} + 2 \frac{\varepsilon_{0t} \varepsilon_t}{h_{0t}} \frac{\partial \varepsilon_t}{\partial \psi}
\]
\[
\triangleq \frac{1}{\sqrt{T}} \sum_{t=1}^T S_t.
\]

Consider any non-zero vector \( c = (c_1, \ldots, c_q)^T, q = 2p + m + 3 \), we have
\[
\sqrt{T} e^T \frac{\partial L_T^2(\psi_0)}{\partial \psi} = \frac{1}{\sqrt{T}} \sum_{t=1}^T \left( \frac{1}{\sqrt{T}} S_t \right) \triangleq \sum_{t=1}^T W_t.
\]

Given the information set up to time \( t - 1, \mathcal{F}_{t-1} = \sigma(\varepsilon_{t-1}, \ldots, \varepsilon_1, y_0, \ldots, y_{m-1}) \), then we know \( \{W_t\} \) is a martingale difference with respect to the information set and \( E(W_t^2 | \mathcal{F}_{t-1}) = c^T E(S_t S_t^T | \mathcal{F}_{t-1}) c \). It is not difficult to get
\[
E(S_t S_t^T | \mathcal{F}_{t-1}) = \frac{\varsigma}{h_{0t}} \frac{\partial h_t}{\partial \psi} \frac{\partial h_t}{\partial \psi} + 4 \frac{\varepsilon_{0t} \varepsilon_t}{h_{0t}} \frac{\partial \varepsilon_t}{\partial \psi} \triangleq \Omega S_t.
\]

Consequently, we have
\[
\sum_{t=1}^T E(W_t^2 | \mathcal{F}_{t-1}) = T \sum_{t=1}^T \Omega_{S,t} = E(\varsigma) \frac{\partial h_t}{h_{0t}} \frac{\partial h_t}{\partial \psi} \frac{\partial h_t}{\partial \psi} + 4 \frac{\varepsilon_{0t} \varepsilon_t}{h_{0t}} \frac{\partial \varepsilon_t}{\partial \psi} \frac{\partial \varepsilon_t}{\partial \psi}
\]
\[
\Omega_{S} = E(\Omega S, t) = E(\varsigma) \frac{\partial h_t}{h_{0t}} \frac{\partial h_t}{\partial \psi} \frac{\partial h_t}{\partial \psi} + 4 \frac{\varepsilon_{0t} \varepsilon_t}{h_{0t}} \frac{\partial \varepsilon_t}{\partial \psi} \frac{\partial \varepsilon_t}{\partial \psi}.
\]

Furthermore, given any \( \delta > 0 \), we have
\[
\sum_{t=1}^T E \left[ W_t^2 I(\{W_t \geq \delta\}) \right] = \frac{1}{\sqrt{T}} \sum_{t=1}^T E \left[ \varsigma^2 S_t S_t^T c I(\{c^T S_t S_t^T c \geq \delta^2 T\}) \right]
\]
\[
= E \left[ \varsigma^2 S_t S_t^T c I(\{c^T S_t S_t^T c \geq \delta^2 T\}) \right] \to 0.
\]

The above limit can be explained by the fact that \( E \Omega S, t < \infty \). By the martingale central limit theorem, see, for example, Theorem 35.12 in Billingsley (1995), we proved that
\[
\sum_{t=1}^T W_t \xrightarrow{L} N(0, \varsigma^2 \Omega S, t),
\]
(23) namely condition A1 is satisfied.

Applying the double expectation formula we can get
\[
E \left( \frac{\partial^2 L_t^2(\psi_0)}{\partial \psi \partial \psi^T} \right) = E \left( \frac{1}{h_{0t}} \frac{\partial h_t}{\partial \psi} \frac{\partial h_t}{\partial \psi^T} + 2 \frac{\varepsilon_{0t} \varepsilon_t}{h_{0t}} \frac{\partial \varepsilon_t}{\partial \psi} \frac{\partial \varepsilon_t}{\partial \psi^T} \right) \triangleq \Omega_t,
\]
\[
\frac{\partial^2 L_t^2(\psi_0)}{\partial \psi \partial \psi^T} = \frac{1}{T} \sum_{t=1}^T \frac{\partial^2 L_t^2(\psi_0)}{\partial \psi \partial \psi^T} \xrightarrow{p} \Omega_t,
\]
which means A2 holds.

For each \( \psi \in \Psi \), from (6) and (20) it is not difficult to show there exist finite positive constants \( C_1, C_2, C_3 \) satisfying
\[
|l_{1t}| \leq C_1(1 + \frac{\varsigma^2}{h_{0t}}), |l_{2t}| \leq C_2(1 + \frac{\varsigma^2}{h_{0t}}), |l_{3t}| \leq C_3.
\]
Similar to the proof of (ii) in Ling’s (2007) lemma B.2, we can further show that there are two constants \( C_4, C_5 \) depending only on the parametric space \( \Psi \) such that
\[
1 + \sup_{\psi \in \Psi} \frac{c^T(\psi)}{h_{0t}(\psi)} \leq C_4 \varsigma^2 + C_5. \]
Put \( w_t = (C_1 + C_2)(C_4 \varsigma^2 + C_5) + C_3 \). Then we know \( w_t \) is a stationary, nonnegative series and satisfies
\[
\max_{i,j,k=1,\ldots,p+2} \sup_{\psi \in N(\theta)} \left| \frac{\partial^3 L_t^2(\psi)}{\partial \psi_i \partial \psi_j \partial \psi_k} \right| \leq \frac{1}{T} \sum_{t=1}^T w_t \xrightarrow{p} EW_t < \infty.
\]
Hence A3 is satisfied. In conjunction with (22) and (24), we establish Theorem 2.1.

### A.3 Proof of Theorem 2.2

Define
\[
\eta_{\infty} = T^{-\frac{1}{2}} \frac{\partial L_T(\psi)}{\partial \theta} = \frac{1}{\sqrt{T}} \sum_{t=1}^T \left[ -\frac{\varepsilon_t}{h_{0t}} \frac{\partial \varepsilon_t}{\theta} \right],
\]
and let \( u_r = (\eta_{\infty}, \eta_{\infty}^r, \varepsilon^r, c_1^r, c_2^r, \ldots, c_1^p, c_2^p)^T \). Here, \( \varepsilon^r \) is any nonzero constant vector and \( c_1 = (c_{10}, \ldots, c_{1p})^T, c_2 = (c_{20}, \ldots, c_{2p})^T \). Consider
\[
\varepsilon^r u_r = c_1^r \eta_{\infty} + c_2^r \eta_r
\]
\[
= \frac{1}{\sqrt{T}} \sum_{t=1}^T \left[ -\frac{\varepsilon_t}{h_{0t}} \frac{\partial \varepsilon_t}{\theta} \right] \to 0
\]
then we know \( \{U_t\} \) is a martingale difference with respect to \( \mathcal{F}_{t-1} \). Using analogous discussion to (23), we can show
\[
u_r \xrightarrow{L} N \left( 0, \left( \frac{C}{L_r^T} L_r \right) \right).
\]
Hence, on condition that \( \eta_{\infty} = 0 \), we have
\[
u_r \xrightarrow{L} N \left( 0, \left( C_r - L_r^T C_{-1} L_r \right) \right).
\]
For \( r \neq s \), let \( u_{r,s} = (\eta_{\infty}^r, \eta_{\infty}^s, \eta^r, \eta^s)^T \), then it can be similarly obtained that
\[
u_{r,s} \xrightarrow{L} N \left( 0, \left( L_r^T C_r L_r \right) \right).
\]
and conditionally, $(\eta_t, \eta_b)^{'}$ converges in distribution to

$$N \left\{ 0, \left( \begin{array}{cc} C_{\eta} & C_{\eta \eta_b} \\ C_{\eta_b \eta} & C_{\eta_b} \end{array} \right)^{-1} \left( \begin{array}{c} L_{\eta} \\ L_{\eta_b} \end{array} \right) \right\}.$$ 

Hence, $(\eta_t, \eta_b)$ asymptotically follows a joint normal distribution with the covariance being $C_{\min(r,s)} - L_{\eta_b} C^{-1} L_{\eta}.$

Let $b > 0, D_b(\infty, \infty) \big( D_b[-b, b] \big)$ denote the function spaces with each element $f : R(\infty, \infty) \rightarrow \mathbb{R}^b$ being right continuous and having left-hand limit. Equip $D_b(\infty, \infty) \big( D_b[-b, b] \big)$ with the topology of uniform convergence over compact sets. Let $C_b(\infty, \infty)$ be the subspace of $D_b(\infty, \infty)$ consisting of functions continuous everywhere. More details on these spaces can be found in Pollard (1984). Now, $(\eta_t, -\infty < r < \infty)$ lives on $D_{p+1}(-\infty, \infty),$

Subsequently, we show that $\eta_t$ converges weakly to $\{\xi_i\}$ in $D_{p+1}(-\infty, \infty)$ and each realization of $\{\xi_i\}$ belongs to $C_{p+1}(-\infty, \infty)$ almost surely. It suffices to verify the tightness of $(\eta_t, -b < r < b)$ componentwise. Without loss of generality, consider the last component of $(\eta_t, -b < r < b).$

It is tight if and only if

$$g_T(r) = \frac{1}{\sqrt{T}} \sum_{t=1}^{T} \left[ \frac{\varepsilon_t}{h_t} y_{t-p} I(y_{t-d} \leq r) \right]$$

is tight.

Let $-b \leq s \leq r \leq b$ be two arbitrary numbers, $M_i, K_i (i=1, 2)$ be constants independent of $T.$ Then

$$g_T(r) - g_T(s) = \frac{1}{\sqrt{T}} \sum_{t=1}^{T} \left[ \frac{\varepsilon_t}{h_t} y_{t-p} I(s < y_{t-d} \leq r) \right].$$

For $i = 1, \ldots, p, \delta = 1, 2, 3, 4,$ note $d, p \leq m, y_{t-i}^{2}/h_t = O(1),$ then we have

$$E \left\{ \left[ \frac{\varepsilon_t}{h_t} y_{t-i} I(s < y_{t-d} \leq r) \right]^{\frac{\delta}{4}} \right\} \leq E \left\{ \left( 1 + \frac{y_{t-i}^{4}}{h_t^{4}} \right) I(s < y_{t-d} \leq r) E \left( \left( 1 + \frac{y_{t-i}^{4}}{h_t^{4}} \right) |I_{t-i}^{(2)} | \right) \right\} \leq M_i E \left\{ I(s < y_{t-d} \leq r) \right\} \leq M_2 (r - s).$$

Let $\zeta = \frac{1}{\sqrt{T}} \sum_{t=1}^{T} y_{t-p} I(s < y_{t-d} \leq r).$ Applying the Assumption 3 and Lemma 3.6 in Peligrad (1982), we have

$$E \left| g_T(r) - g_T(s) \right|^{4} \leq K_1 (T^{\frac{1}{2}} ||\varepsilon_t||_{4} + T^{\frac{1}{2}} ||\varepsilon_t||_{2})^{4} \leq K_2 (||r - s||/T + (r - s)^2).$$

(26)

Here $||.||_{4}$ means the usual $L_4$ norm. The second line in the above inequalities follows from (25). For $[-b, b], \delta,$ consider a partition $\{ -b = r_0 < r_1 < \cdots < r_L = b \}$ with $u > 0, r_j = r_{j-1} + u, 0 \leq j \leq L - 1$ and $r_L - r_{L-1} \leq u.$ Define

$$\kappa_{t,i} = \frac{1}{\sqrt{T}} \left[ \frac{\varepsilon_t y_{t-i}}{h_t} I(r_{i-1} < y_{t-d} \leq r_i) \right],$$

then, $\forall i, \text{for } r_{i-1} \leq r \leq r_i,$ we have

$$|g_T(r) - g_T(s)| \leq \sum_{i=1}^{T} \kappa_{t,i}.$$ 

(27)

Based on (25), it is not difficult to show

$$\sup_{i} \sum_{t=1}^{T} \kappa_{t,i} = uO_p(\sqrt{T}).$$

(28)

In terms of (26–28), by applying the similar discussion used in the proof of Theorem 22.1 in Billingsley (1968), we can show the tightness of $\{g_T(r), -b \leq r \leq b\}.$
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