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Many clinical trials have multiple objectives and have a time-to-event outcome that may be modeled using a Weibull distribution. For two-arm trials, we obtain the optimal allocations for a few design criteria and for multi-arm trials, we provide a general approach for finding the optimal allocations. These multi-objective optimal designs meet user-defined tradeoffs among the objectives. We focus on two-objective design problems for estimating model parameters and discriminating whether the treatments have constant hazard (exponential distribution) or non-constant hazard (general Weibull distribution). To target the desired allocations, we implement the doubly adaptive biased coin design (DBCD) of Hu and Zhang (2004) and evaluate its effectiveness. We compare performance of the various response-adaptive allocation strategies in an exemplary four-arm trial using a simulation study and show that our proposed response-adaptive randomization designs generally outperform a balanced design when ethics, randomization and estimation efficiency are incorporated at the onset.
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1. INTRODUCTION

Response-adaptive randomization for clinical trials has received a lot of attention recently. The theoretical developments are covered in a monograph by Hu and Rosenberger (2006) and a recent summary of the statistical research on response-adaptive randomization and its applications can be found in Pong and Chow (2011, Chapter 15) and in the review paper by Rosenberger, Sverdlov and Hu (2012). Response-adaptive randomization designs are becoming increasingly popular in clinical trials because such designs are increasingly viewed as being more ethical, efficient and practical than one-stage locally single-objective optimal designs for estimating treatment effects.

Hu and Rosenberger (2003) proposed a mathematical template for the development and evaluation of various response-adaptive randomization procedures. For clinical trials with two treatment arms, Jennison and Turnbull (2000) proposed a general approach for deriving optimal allocations that minimize a weighted sum of treatment sample sizes subject to a constraint on the asymptotic variance of the estimated treatment difference. Their approach led to a series of papers proposing optimal response-adaptive randomization designs. The main references include papers by Rosenberger et al. (2001), Biswas and Mandal (2004), Zhang and Rosenberger (2006, 2007), Gwise, Hu and Hu (2008), Biswas and Bhattacharya (2009, 2010), Bandyopadhyay and Bhattacharya (2010). For implementing optimal allocations in two-treatment trials one can use the ERADE procedure of Hu, Zhang and He (2009), which is an asymptotically best response-adaptive randomization procedure for two-arm trials. In our work, we employ the doubly-adaptive biased coin design (DBCD) of Hu and Zhang (2004), which is currently a popular sequential method for finding optimal allocation rules in a multi-arm trial with several optimal properties.

For multi-objective clinical trials with more than two treatment arms, obtaining an optimal allocation can be challenging. Besides technical difficulties, a main difficulty is that designs optimal under a given design criterion can have low efficiencies under another criterion. A few design approaches have been advocated to handle this problem and most sought to balance the trade-offs among the competing objectives. Tymofyeyev et al. (2007) proposed an approach for finding optimal allocations for multi-arm clinical trials based on minimization of some clinically relevant measure (e.g., expected number of treatment failures) subject to constraints on the size of the non-centrality parameter of the chi-square test and the treatment allocation proportions. Their approach was applied to develop optimal response-adaptive randomization procedures (Zhu and Hu, 2009; Jeon and Hu, 2010). For clinical trials where the primary concern is estimation efficiency rather than hypothesis testing, the optimality criterion can be based on the Fisher information matrix. For example, Wong and Zhu (2008) considered normal responses with heteroscedasticity and obtained locally $D_1$-optimal designs that maximize efficiency for estimating treatment contrasts. Their approach allowed different sets of contrasts to be estimated with different levels of user-specified efficiencies, with more important ones requiring higher efficiencies. In a similar vein, Gwise, Zhu and Hu (2011) proposed the $D$-optimal and the $D_1$-optimal biased coin designs for multi-treatment trials with heteroscedastic outcomes. Biswas, Mandal and Bhattacharya (2011) obtained optimal allocations for trials with $K \geq 2$ treatments and heteroscedastic outcomes assuming at least one and at most...
\((K - 1)\) restrictions on the variances of the treatment contrasts.

Most of the aforementioned papers provide response-adaptive randomization designs for binary or continuous outcomes. Many clinical trials have censored time-to-event outcomes and research on response-adaptive randomization designs for such trials is limited. Some recent references are Cheung et al. (2006), Zhang and Rosenberger (2007), Bandypadhyay, Biswas, and Bhattacharya (2009, 2010). Most recently, Sverdlov, Ryeznik and Wong (2012) derived locally \(D\)-optimal designs for multi-arm trials with a censored Weibull time-to-event outcome, and proposed a way to construct compound optimal designs that target inference efficiency and skew more patients to more efficacious doses at the same time. They also explored weighted optimality designs that provide tradeoffs between several optimal allocations by minimizing the Euclidean distance and the Kullback-Leibler distance between the allocations. They did not further discuss how to find the “optimal” weights in the combined criterion, except that there was a general sense that larger weights should be given to the more important criteria.

This paper focuses on optimal designs for a multiple-arm trial with a censored Weibull outcome and differs from the work in Sverdlov, Ryeznik and Wong (2012) in a number of ways. Here, we first obtain optimal allocations for a single-objective trial with Weibull models in which efficient estimation of treatment contracts is the primary concern. For a multi-objective trial, we provide a systematic and meaningful way to select the proper weights in the convex combination of the criteria to find the optimal designs that achieve user-specified levels of the design efficiencies. Additionally, we provide a general formal design strategy to incorporate multiple objectives in the trial. These objectives may include parameter estimation, hypothesis testing, protection against the standard extreme value distribution with probability density function \(f(w) = e^w \exp(-e^w)\). The random variable \(T_{ik}\) follows a Weibull distribution with survivor function \(S(t) = \exp\left(\frac{-e^{-\mu_k t}}{b}\right), t > 0\) and we denote all unknown model parameters by \(\theta = (\mu_1, \ldots, \mu_K, b)^t\).

Let \(\zeta > 0\) be the censoring time for the \(i\)th patient, let \(t_{ik} = \min(T_{ik}, \zeta_i)\) be the observed time and let \(\delta_{ik} = I_{(T_{ik} = T_{ik})}\) be the indicator of the event of interest. It is assumed that \(\zeta_i\) is independent of \(T_{ik}\) and the total sample size \(n\) is pre-determined in advance either by cost or the number of patients that can be realistically included in the study. The design question is how to optimally allocate \(n_k\) patients to the \(k\)th treatment group so that \(n = \sum_{k=1}^K n_k\). Letting \(z_{ik} = (\log t_{ik} - \mu_k)/b\) be the standardized \(\log t_{ik}\), the log-likelihood for \(\theta\) given data from all subjects in the \(K\) treatment groups is

\[
\log L(\theta) = \log \prod_{k=1}^K \prod_{i=1}^{n_k} \left(1 + e^{z_{ik}} \exp(-e^{z_{ik}})\right)^{\delta_{ik}} \left(\exp(-e^{z_{ik}})\right)^{1-\delta_{ik}} = \sum_{k=1}^K \sum_{i=1}^{n_k} (-\delta_{ik} \log b + \delta_{ik} z_{ik} - e^{z_{ik}}).
\]

The maximum likelihood estimator \(\hat{\theta} = (\hat{\mu}_1, \ldots, \hat{\mu}_K, \hat{b})^t\) of \(\theta\) is obtained by solving the following system of score equations \(\frac{\partial \log L(\theta)}{\partial \theta} = 0\) numerically:

\[
0 = \frac{\partial \log L(\theta)}{\partial \mu_k} = \sum_{i=1}^{n_k} \left(\delta_{ik} - e^{z_{ik}}\right) \left(-\frac{1}{b}\right), \quad k = 1, \ldots, K,
\]

\[
0 = \frac{\partial \log L(\theta)}{\partial b} = -\frac{1}{b} \sum_{k=1}^K \sum_{i=1}^{n_k} \delta_{ik} + \sum_{k=1}^K \sum_{i=1}^{n_k} \delta_{ik} \frac{z_{ik}}{b}.
\]

To determine the Fisher information matrix for \(\theta\), it is instructive to work with designs defined by the proportions of subjects allocated to the \(K\) groups. Let \(\rho = (\rho_1, \ldots, \rho_K)^t\) be the design that allocates \(\rho_k\) proportion of the total subjects to treatment group \(k\), \(0 \leq \rho_k \leq 1\) and \(\sum_{k=1}^K \rho_k = 1\). For a trial with \(n\) patients, this means roughly \(n_i = n\rho_i\) patients are assigned to treatment \(i\) subject to \(n = n_1 + \cdots + n_K\). A direct calculation shows the Fisher information matrix for \(\theta = (\mu_1, \ldots, \mu_K, b)^t\) using design \(\rho\).
is

\[ M(\rho, \theta) = E \left( \frac{\partial^2 \log L(\theta)}{\partial \theta \partial \theta'} \right) = \frac{b^2}{n} \left( \text{diag}\{\rho_1 \epsilon_1, \ldots, \rho_K \epsilon_K\} x \sum_{k=1}^K \rho_k (\epsilon_k + c_k) \right) , \]

Here \( x = (\rho_1 a_1, \ldots, \rho_K a_K)' \), \( c_k = \Pr(\delta_k = 1) \), \( a_k = E(z_k e^{z_k}) \), \( c_k = E(z_k^2 e^{z_k}) \) and \( \epsilon_k, a_k, c_k \) all depend on \( \mu_k, b \) and the censoring mechanism used in the trial.

Many design optimality criteria are formulated in terms of the information matrix. A popular criterion for estimating all model parameters in the model is \( D \)-optimality that requires the determinant of the information matrix to be maximized to minimize the volume of the confidence ellipsoid for \( \theta \). This is the same as finding a design to minimize the determinant or some monotonic increasing function of the determinant of the inverse of the Fisher Information matrix given by

\[ M^{-1}(\rho, \theta) = \frac{b^2}{n} \left( \text{diag}\{\frac{1}{\rho_1 \epsilon_1}, \ldots, \frac{1}{\rho_K \epsilon_K}\} + \frac{1}{\Delta} y y' - \frac{1}{\Delta} y \right) , \]

where \( y = (a_1/\epsilon_1, \ldots, a_K/\epsilon_K)' \), \( \Delta = \sum_{k=1}^K \rho_k d_k \), and

\[ d_k = \epsilon_k + c_k - \frac{a_k^2}{\epsilon_k} > 0, \quad k = 1, \ldots, K. \]

The value of \( d_k \) is inversely proportional to the variance of \( \hat{b} \) when \( \hat{b} \) is computed using data from treatment group \( k \) alone.

In practice, we frequently wish to compare \((K - 1)\) experimental treatments with a placebo or an active placebo. For the \((K - 1)\) pairwise comparisons, we want to estimate the vector \( \mathbf{A} \theta = (\mu_2 - \mu_1, \ldots, \mu_K - \mu_1)' \), where \( \mathbf{A} \) is an appropriately chosen \((K - 1) \times (K + 1)\) matrix of contrasts. The Fisher information matrix for \( \mathbf{A} \theta \) is

(2)

\[ \mathbf{A}' M^{-1}(\rho, \theta) \mathbf{A} = \frac{b^2}{n} \left( \text{diag}\{\frac{1}{\rho_2 \epsilon_2}, \ldots, \frac{1}{\rho_K \epsilon_K}\} + \frac{1}{\rho_1 \epsilon_1} 11' + \frac{1}{\Delta} \mathbf{u} \mathbf{u}' \right) , \]

where \( \mathbf{u} = (a_1/\epsilon_1 - a_2/\epsilon_2, \ldots, a_1/\epsilon_1 - a_K/\epsilon_K)' \) and \( 1 = (1, \ldots, 1)' \). This matrix can now be minimized in some sense by choice of design so that we have maximal information of \( \mathbf{A} \theta \). Some possibilities are:

\section{2.1 The \( D_A \)-optimal allocation}

The \( D_A \)-optimal allocation minimizes the criterion \(|\mathbf{A}' M^{-1}(\rho, \theta) \mathbf{A}|\). In general, it is quite challenging to find the analytical formula for the \( D_A \)-optimal allocation. To build intuition, let us consider the case when there is no censoring in any of the treatment groups. Then \( \epsilon_k = 1 \) for \( k = 1, \ldots, K \) and \( a_1 = \cdots = a_K \), and so \( \mathbf{u} = 0 \) and the third summand in (2) is zero. It follows that when there is no censoring, we have \(|\mathbf{A}' M^{-1}(\rho, \theta) \mathbf{A}| = (b^2/n)^K \prod_{k=1}^K \rho_k^{-1} \), and it is easily found using the arithmetic-geometric mean inequality that the \( D_A \)-optimal allocation is the balanced allocation vector \( \rho^* = (1/K, \ldots, 1/K)' \).

In the case with censoring, let us assume that we have \( K = 2 \) treatment groups. If we let \( \rho_1 = p = 1 - \rho_2 \), we have

\[ g(p) = |\mathbf{A}' M^{-1}(\rho, \theta) \mathbf{A}| = \frac{1}{p \epsilon_1} + \frac{1}{(1-p) \epsilon_2} + \frac{(\frac{a_1}{\epsilon_1} - \frac{a_2}{\epsilon_2})^2}{pd_1 + (1-p)d_2} . \]

To determine the \( D_A \)-optimal allocation, we find the minimum of \( g(p) \) over the interval \((0, 1)\). A direct calculation shows

\[ g'(p) = -\frac{1}{p^2 \epsilon_1} + \frac{1}{(1-p)^2 \epsilon_2} + \frac{(d_1 - d_2)(\frac{a_1}{\epsilon_1} - \frac{a_2}{\epsilon_2})^2}{pd_1 + (1-p)d_2} . \]

\[ \lim_{p \to 0^+} g'(p) = -\infty, \quad \lim_{p \to 1^-} g'(p) = +\infty \text{ and } g''(p) > 0 \text{ for all } p \text{ in } (0, 1). \]

This implies that there is at least one zero of \( g'(p) \) in the interval \((0, 1)\) and because \( g'(p) \) is strictly monotone increasing in \( p \), the equation \( g'(p) = 0 \) has a unique root \( p^* \), which is the point of minimum of \( g(p) \). The value of \( p^* \) can be found numerically once we have nominal values of \( \epsilon_k, a_k, \) and \( d_k \), for \( k = 1, 2 \).

\section{2.2 The trace-optimal allocation}

The trace-optimal allocation minimizes trace of \( \mathbf{A}' M^{-1}(\rho, \theta) \mathbf{A} \). From (2), we have

\[ \text{tr}\{\mathbf{A}' M^{-1}(\rho, \theta) \mathbf{A}\} = \frac{b^2}{n} \left( \frac{K-1}{\rho_1 \epsilon_1} + \sum_{k=2}^K \frac{1}{\rho_k \epsilon_k} + \frac{1}{\Delta} \sum_{k=2}^K \left( \frac{a_1}{\epsilon_1} - \frac{a_k}{\epsilon_k} \right)^2 \right) \].

If there is no censoring in any of the treatment groups, we find the proportions \( \rho_1, \ldots, \rho_K \) that minimize

\[ \text{tr}\{\mathbf{A}' M^{-1}(\rho, \theta) \mathbf{A}\} \]

subject to \( \sum_{k=1}^K \rho_k = 1 \). Using the harmonic-arithmetic mean inequality, the trace-optimal allocation proportions are found as

\[ \rho_1 = \frac{\sqrt{K-1}}{\sqrt{K-1} + K-1} , \quad \rho_k = \frac{1}{\sqrt{K-1} + K-1} , \quad k = 2, \ldots, K \].

This is a well-known result given in Fleiss (1986, p. 96). In the case with censoring and \( K = 2 \) treatment groups, the trace-optimal allocation is the same as the \( D_A \)-optimal allocation described in subsection 2.1.
2.3 Optimal designs for hazard ratio estimation

In a survival trial with $K$ treatment groups, the main interest is often in estimating hazard ratios of $(K - 1)$ experimental treatments versus “control”. For model (1), the hazard function in the $k$th treatment group is equal to $h_k(y) = b^{-1} \exp((y - \mu_k)/b)$, and the hazard ratio comparing treatment $k$ versus treatment 1 is given by $\exp((\mu_1 - \mu_k)/b)$, $k = 2, \ldots, K$. We are interested in estimating with maximum precision the vector of log-hazard ratios

$$\nu(\theta) = \left(\frac{\mu_1 - \mu_2}{b}, \ldots, \frac{\mu_1 - \mu_K}{b}\right)^T,$$

which is a nonlinear function of $\theta = (\mu_1, \ldots, \mu_K, b)$. By the invariance property of the maximum likelihood estimates, we have $\nu(\hat{\theta}) = ((\hat{\mu}_1 - \hat{\mu}_2)/b, \ldots, (\hat{\mu}_1 - \hat{\mu}_K)/b)^T$ and the delta method approximates the asymptotic variance-covariance matrix of $\nu(\theta)$ by

$$\text{Avar} \left( \nu(\theta) \right) = \left( \frac{\partial \nu(\theta)}{\partial \theta} \right)^T M^{-1}(\rho, \theta) \left( \frac{\partial \nu(\theta)}{\partial \theta} \right),$$

where the $(K - 1) \times (K + 1)$ matrix $M^{-1}(\rho, \theta)$ is given by

$$\left( \frac{\partial \nu(\theta)}{\partial \theta} \right)' = \left( \begin{array}{cccc} \frac{1}{b} & -\frac{1}{b} & 0 & \ldots & -\frac{1}{b} - \frac{\mu_1 - \mu_2}{b} \\ \vdots & \vdots & \vdots & \ddots & \vdots \\ \frac{1}{b} & 0 & 0 & \ldots & -\frac{1}{b} - \frac{\mu_1 - \mu_K}{b} \end{array} \right).$$

When $K = 2$, we have $\rho_1 = p = 1 - \rho_2$, $\nu = (\mu_1 - \mu_2)/b$, $\frac{\partial \theta}{\partial \theta} = (1/b, -1/b, -\frac{\mu_1 - \mu_2}{b})^T$, and

$$\text{Avar} \left( \frac{\hat{\mu}_1 - \hat{\mu}_2}{b} \right) = \frac{1}{p\epsilon_1} + \frac{1}{(1 - p)\epsilon_2} + \frac{(\epsilon_1 - \epsilon_2 + \frac{\mu_1 - \mu_2}{b})^2}{p\epsilon_1 + (1 - p)\epsilon_2}. \tag{3}$$

To minimize the asymptotic variance of the estimated hazard ratio, we now find the value of $p \in (0, 1)$ that minimizes the expression in (3). This problem is similar to the problem of finding the $D_A$-optimal allocation in subsection 2.1 but the optimal allocation proportions $\rho_1$ and $\rho_2$ for both cases may not be the same.

In the next section, we focus on two-arm trials which are ubiquitous in medical studies and make specific comparisons.

3. COMPARISON OF OPTIMAL ALLOCATION STRATEGIES FOR TWO-ARM TRIALS

For two-arm trials, it is possible to provide formulae for different optimal allocation schemes. We consider a two-arm trial in which patients are followed up during a fixed predetermined period of time $\tau > 0$. We set $\tau = 1/(-\log(0.1))$, which means that an observation occurs if the logarithm of the event time is less than or equal to the 10th percentile of the standard extreme value distribution, and the observation is censored otherwise.

Before any design is implemented, it is always instructive to understand its operating characteristics and its relative performance compared with alternative designs under a broad range of assumptions and different measures of goodness. This is because design can affect the quality of inference and its performance can vary substantially from one criterion to another. For example, consider the Weibull distribution with parameters $b = 0.75$ (increasing hazard), $\mu_1 = 0$, and let $\mu_2$ range from $-1$ to 1 in a two-arm trial and we want to compare the following six allocation strategies using four optimality measures:

I The $D$-optimal allocation (Sverdlov, Ryeznik and Wong, 2012):

$$\rho_1 = \frac{d_1 - 2d_2 + \sqrt{d_1^2 - d_1d_2 + d_2^2}}{3(d_1 - d_2)}, \quad \rho_2 = 1 - \rho_1.$$

II The $D_A$-optimal allocation (subsection 2.1)

III The optimal allocation for hazard ratio estimation (subsection 2.3)

IV The allocation minimizing the average hazard of a Weibull distribution subject to the restriction on the non-centrality parameter (Zhang and Rosenberger (2007), formula (14), p. 162). For our model this allocation is given by

$$\rho_1^* = \frac{\sqrt{e^{-\mu_2}(1 + \frac{\epsilon_2}{\epsilon_1})}/d_1}{\sqrt{e^{-\mu_2}(1 + \frac{\epsilon_2}{\epsilon_1})}/d_1 + \sqrt{e^{-\mu_1}(1 + \frac{\epsilon_1}{\epsilon_2})}/d_2}, \quad \rho_2^* = 1 - \rho_1^*.$$

V The allocation minimizing the average hazard of a Weibull distribution assuming the common constant follow-up time for the patients (Zhang and Rosenberger (2007), formula (15), p. 163):

$$\rho_1^{**} = \frac{\sqrt{e^{-\mu_2/b}(1 + \frac{\epsilon_1}{\epsilon_2})}/d_1}{\sqrt{e^{-\mu_2/b}(1 + \frac{\epsilon_1}{\epsilon_2})}/d_1 + \sqrt{e^{-\mu_1/b}(1 + \frac{\epsilon_1}{\epsilon_2})}/d_2}, \quad \rho_2^{**} = 1 - \rho_1^{**}.$$

VI The balanced allocation $\rho = (1/2, 1/2)$

The four optimality measures are (i) $D$-efficiency, (ii) $D_A$-efficiency, (iii) Efficiency of hazard ratio estimation, and (iv) the size of the non-centrality parameter of the statistical test based on the maximum likelihood estimator $(\hat{\mu}_1, \hat{\mu}_2, b)$ for testing the hypotheses $H_0 : \mu_1 = \mu_2$ vs. $H_A : \mu_1 \neq \mu_2$. 
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Figure 1. Operating characteristics of the various allocation strategies for a hypothetical two-arm trial with constant follow-up time for each patient.

Figure 1 is a graphical summary of the allocations. The upper left plot of the treatment allocation proportions shows the $D$-optimal allocation (allocation I) is skewed in favor of the treatment with a lower value of the parameter $\mu_k$, $k = 1, 2$. In other words, $\rho_1 < 1/2$ for $\mu_2 < \mu_1 = 0$ and $\rho_1 \geq 1/2$ for $\mu_2 \geq 0$. In contrast, each of the allocations II, III, IV, and V are skewed towards the treatment group with higher value of the $\mu_k$. The optimal allocations II and III seem always closer to 0.5 than the optimal allocations IV and V.

From the three efficiency plots ($D$-efficiency, $D_A$-efficiency, and hazard ratio efficiency) we observe that each of the allocations I, II, and III is best according to the one criterion it optimizes. We also note than the balanced allocation is quite efficient, and the two allocations of Zhang and Rosenberger (2007) (allocations IV and V) exhibit substantial loss in the efficiencies as the treatment difference increases ($\mu_2$ deviates from $\mu_1 = 0$). The plot of the noncentrality parameter (ncp) also shows that the six allocation strategies have similar values of the ncp when the two treatments have similar performance, i.e. $\mu_2$ is close to $\mu_1$, and as the treatment difference increases, allocations IV and V have smaller values of the ncp, and hence are potentially less powerful, than the other allocations. Figure 1 also demonstrates that as the treatment difference increases, each of these allocations can have very different efficiencies; for instance, the $D_A$-efficiencies of the allocation rules IV and V are more than 20% lower than the $D_A$-efficiencies of the balanced design, and more than 10% lower than $D_A$-efficiencies of the $D$-optimal design as $\mu_2$ approaches ±1.

These results reinforce that design considerations are important and one should implement a design only after a careful comparison of the alternatives. In our example, unsurprisingly, no single allocation is best in terms of all the four criteria. The operating characteristics of competing allocation strategies should be evaluated under a range of hypothetical experimental scenarios to appreciate the design characteristics and tradeoff among all candidate designs.

4. OPTIMAL ALLOCATIONS FOR DUAL-OBJECTIVE TRIALS

Nowadays, it is unrealistic that trials are designed and carried out with only one single goal in mind. Today the rising cost of experimentation has increasingly led researchers...
to look for more efficient designs that enable them to reliably answer multiple scientific questions at the same time without raising cost. In particular, they want efficient designs that are able to incorporate study objectives and concerns more accurately. Frequently, not all parameters are equally interesting and objectives may have different levels of interest. For example, a researcher wants to estimate model parameters but is concerned about model inadequacy, or some parameters in a model have more meaningful biological interpretations than others and so should be estimated with greater accuracy than the rest. A multiple-objective optimal design incorporates these aims and practical concerns at the design stage and delivers user-specified efficiencies for one or more objectives.

Sverdlov, Ryeznik and Wong (2012) considered a dual-objective optimization problem using a Weibull model for a time-to-event trial. The first objective was to maximize information for \( \theta = (\mu_1, \ldots, \mu_K, b)' \), which can be achieved by minimizing \( \Phi_1(\rho) = \log |M^{-1}(\rho, \theta)| \). The second objective was to have the most accurate inference for the parameter \( b \) by minimizing \( \Phi_2(\rho) = -\log \Delta \) over all possible allocation schemes for the \( K \)-treatment groups. For a user-selected constant \( 0 \leq \alpha \leq 1 \), they considered minimizing a convex combination

\[
\alpha \Phi_1(\rho) + (1 - \alpha) \Phi_2(\rho)
\]

subject to \( \sum_{k=1}^{K} \rho_k = 1 \). If \( \alpha = 1 \), we have the \( D \)-optimal allocation, which guarantees maximum information for \( \theta \). If \( \alpha = 0 \), the optimization problem reduces to minimizing \( \Phi_2(\rho) = -\log \Delta \), and the optimal allocation places all subjects on the treatment arm with the maximum value of \( d_k \) (or assigns equal proportions if there are several such treatments). The merits of such an allocation are two-fold. First, it is optimal for discriminating between the exponential model \( (b = 1) \) and a general Weibull model \( (b \neq 1) \). Second, it is attractive from an individual ethics perspective in clinical trials where shorter response times are desirable (e.g., time to recovery or time until pain symptoms disappear). The matter is that for many censoring schemes (including a censoring scheme with constant follow-up period for each patient, considered in this paper), the \( d_k \) is monotonically decreasing in \( \mu_k \) when \( b \) is fixed. Therefore, the treatment group with the minimum value of \( \mu_k \) has the maximum value of \( d_k \), and the optimization problem with \( \alpha = 0 \) results in allocating all subjects to this treatment group, thereby achieving an allocation which is “best” from an individual ethics perspective.

If \( 0 < \alpha < 1 \), then we have an allocation providing a tradeoff between two optimality criteria. For \( 0 < \alpha \leq 1 \), the minimizer of (4) is a vector \( \rho^* = (\rho_{1}^*, \ldots, \rho_{K}^*)' \) whose components satisfy the following nonlinear system of \( K \) equations:

\[
\frac{\alpha}{\rho_k} + \frac{d_k}{\sum_{k=1}^{K} \rho_k^* d_k} = \alpha K + 1, \quad k = 1, \ldots, K,
\]

and for \( k = 1, \ldots, K \) we have

\[
\frac{\alpha}{\alpha K + 1} \leq \rho_k^* \leq \frac{1 + \alpha}{\alpha K + 1}.
\]

Note that the optimal allocation vector \( \rho^* \) depends on unknown model parameters \( \theta = (\mu_1, \ldots, \mu_K, b)' \) through \( d_1, \ldots, d_K \), and therefore it is locally optimal, as are all optimal designs in Section 3.

### 4.1 Choosing the value of the tradeoff parameter

An important question is how to determine the right value of \( \alpha \) that provides the desired tradeoff between the objectives. One can use inequalities (5) to calculate the lower and upper bounds on the allocation proportions for a given value of \( \alpha \). For a more rigorous approach, it is useful to consider the relative efficiencies under different criteria.

Let \( \rho^*_1 \) denote the \( D \)-optimal allocation rule obtained by minimizing \( \log |M^{-1}(\rho, \theta)| \), and \( \rho^*_2 \) denote the allocation rule obtained by minimizing \( -\log \Delta \). For an arbitrary allocation \( \rho = (\rho_1, \ldots, \rho_K)' \), define the efficiency of \( \rho \) relative to \( \rho^*_1 \) as

\[
E_1(\rho) = \left\{ \frac{|M^{-1}(\rho^*_1, \theta)|}{|M^{-1}(\rho, \theta)|} \right\}^{1/(K+1)},
\]

and the efficiency of \( \rho \) relative to \( \rho^*_2 \) as

\[
E_2(\rho) = \frac{\sum_{k=1}^{K} \rho_k d_k}{\sum_{k=1}^{K} \rho^*_k d_k}.
\]

If the efficiency is equal to 0.5, the design \( \rho \) has to be replicated twice to do as well as the optimal design. Clearly, both \( E_1(\rho) \) and \( E_2(\rho) \) are between 0 and 1 and high values are desirable.

To find a design that delivers user-prescribed levels of efficiency for the two criteria, we use the approach of Cook and Wong (1994). They showed that when we have convex criteria, two sets of optimization problems are equivalent. The first problem considers a convex combination of the two convex criteria, which is still a convex criterion. Minimizing the new criterion is straightforward but it is not clear what is the interpretation of the weights used in the convex combination. For each weight used in the convex combination, we determine the compound optimal design that minimizes the new criterion. The other problem is a constrained optimization problem. If one objective is more important, we want to ensure that the design has at least a certain level of user-specified efficiency and subject to this requirement, does as well as possible for the second objective. It follows that for each user-specified level of efficiency for the more important criterion, we have a constrained optimal design. Cook and Wong (1994) showed that these two classes of optimal design are equivalent in the sense that solving one solves...
a corresponding problem in the other. The key is to find which weight $\alpha$ in the convex combination corresponds to the user-specified efficiency sought for the more important criterion. To answer this question, they proposed using an efficiency plot that simultaneously graphs the two efficiencies of the compound optimal design as a function of $\alpha$. In other words, we plot $E_1(\rho)$ and $E_2(\rho)$ versus $\alpha$ in the same figure as illustrated in Wong (1995) where he considered polynomial models and model misspecification and parameter estimation were the two objectives of interest. Assuming estimating the model parameter $\theta$ is the more important objective and the user has specified a minimal value for $E_1(\rho)$, say $c_1$, the value of $\alpha$ to use to generate the compound optimal design is the one that corresponds to the point of intersection of the graph of $E_1(\rho)$ and the horizontal line at $E_1(\rho) = c_1$. This resulting compound optimal design is the one that solves the more intuitive constraint optimization problem formulated at the beginning of the problem with user-specified efficiency.

To illustrate this idea, consider a trial with four treatment arms with constant follow-up times of the patients. We first construct locally optimal designs, for which nominal values of the parameters are available. Later on we sequentially estimate these parameters and perform response-adaptive randomization of patients to the treatment groups. Here we choose $\mu_1 = 0$, $\mu_2 = -0.25$, $\mu_3 = -0.5$, $\mu_4 = -1$, and $b = 0.5$. As in Section 3, the follow-up time is chosen to be $\tau = 1/(-\log(0.1))$. We have an observation if the event time is less than or equal to $\tau$; otherwise the event time is censored if the event time is larger than $\tau$.

Table 1 displays the compound optimal design $\rho^* = (\rho_1^*, \rho_2^*, \rho_3^*, \rho_4^*)'$ for different values of $\alpha$ between 0 and 1. Figure 2 is an efficiency plot obtained by graphing $E_1(\rho)$ and $E_2(\rho)$ versus values of $\alpha$ in the interval [0, 1]. Note that $E_1(\rho)$ is the more intuitive criterion. Given the constrained optimization problem, the plot shows that both criteria are equally important in our example, the figure shows the correct $\alpha$ to use to generate the compound optimal design is $\alpha = 0.1$. If one criterion is more important than the other, then the value of $\alpha$ must be chosen differently.

For instance, if estimating the vector of all model parameters is the main objective, we want a design that guarantees high efficiency for estimating $\theta$, say $c_1 = E_1(\rho) = 90\%$. The plot shows if we draw a horizontal line at $c_1 = 0.90$, this line meets the graph of $E_1(\rho)$ at around $\alpha = 0.2$. This means that the constrained optimal design is found by generating the compound optimal design with $\alpha = 0.2$. The plot also shows that $E_2(\rho) \approx 70\%$ implying that the two criteria are not very competitive. Further applications of efficiency plots to find dual-objective optimal designs for biomedical studies can be found in Huang and Wong (1998a, 2004).

The above designs are all locally optimal and because $\theta$ is unknown, they cannot be implemented. One may generate many compound optimal designs for a range of hypothetical $\theta$ values and hope that they are not sensitive to the choice of the nominal values. In our example, we changed the nominal values of $(\mu_1, \mu_2, \mu_3, \mu_4)'$ and constructed similar plots (not shown here). The patterns were similar to the one shown in Figure 2 while keeping $\tau = 1/(-\log(0.1))$ and $b = 0.5$. However, when different nominal values result in different optimal designs, alternative methods are required. One such method is the response-adaptive approach that sequentially estimates the unknown parameters using all currently available responses from patients to generate the compound optimal designs.

**Figure 2. Efficiency plot for the four-arm trial for estimating $\theta$ and $b$, assuming that $\theta$ is known.**
4.2 Implementing optimal allocations by response-adaptive randomization

In practice the true parameter values are unknown. Response-adaptive randomization designs can be used to learn from accumulating data in the trial and enhance the optimal allocations. In this subsection we present results of a simulation study comparing several response-adaptive randomization designs with a balanced randomization design. In our simulations the true parameter vector $\theta$ is assumed to be unknown and it will be sequentially estimated. We consider a four-arm trial with $n = 200$ patients and constant follow-up time $\tau = 1/(-\log(0.1))$ for each patient. Throughout, we assume that $b = 0.5$, and treatment effects vary across the four groups as signified by their mean values $\mu_1, \mu_2, \mu_3$ and $\mu_4$. In our simulation, we consider four hypothetical dose response profiles:

A Flat dose-response: $\mu_1 = \mu_2 = \mu_3 = \mu_4 = 0$
B Monotone dose-response: $\mu_1 = 0, \mu_2 = -0.25, \mu_3 = -0.5, \mu_4 = -1$
C “U-shape” dose-response: $\mu_1 = 0, \mu_2 = -0.25, \mu_3 = -0.5, \mu_4 = -0.25$
D “Threshold” dose-response: $\mu_1 = 0, \mu_2 = \mu_3 = \mu_4 = -0.5$

The following four allocation strategies will be compared using efficiencies and also a measure based on ethical considerations which will be discussed momentarily.

I A compound optimal allocation with $\alpha = 0.1$
II A compound optimal allocation with $\alpha = 0.2$
III The D-optimal allocation with $\alpha = 1$
IV The balanced allocation $\rho = (0.25, 0.25, 0.25, 0.25)^\prime$

Allocation IV is implemented using a completely randomized design (CRD) for which every subject is randomized to treatment groups with equal probabilities. Due to its unpredictability, the CRD mitigates the chance of selection bias in the design. Note that the CRD balances treatment assignments asymptotically, but the treatment numbers may not be perfectly balanced for a finite sample size due to randomization in the design. However, we use the CRD as a reference procedure in order to facilitate a comparison of the variability of allocation proportions with response-adaptive randomization procedures.

Allocations I, II, and III are implemented using the doubly-adaptive biased coin design procedure (DBCD, Hu and Zhang, 2004). For a trial with $K$ treatment groups ($K = 4$ in our case), let $(\rho_1, \ldots, \rho_K)$ denote a target allocation vector corresponding to one of the allocations I, II or III. For the DBCD procedure, the $(j+1)$th patient is randomized to treatment $k$ with probability

$$\psi_{j+1,k} = \frac{\hat{\rho}_k(j)}{\sum_{i=1}^K \hat{\rho}_i(j)} \left( \frac{\hat{\rho}_i(j)}{N_i(j)/T} \right)^{\gamma}, \quad k = 1, \ldots, K,$$

where $\hat{\rho}(j) = (\hat{\rho}_1(j), \ldots, \hat{\rho}_K(j))^\prime$ is the estimated target allocation based on the observed data from the first $j$ patients, $N_i(j)/j, i = 1, \ldots, K$ are current treatment proportions, and $\gamma \geq 0$ is a parameter controlling the degree of randomness of an allocation procedure ($\gamma = 0$ is most random, and $\gamma = \infty$ is almost a deterministic procedure). Rosenberger and Hu (2004) found by simulation that $\gamma = 2$ provides a reasonable balance between randomness and optimality and accordingly, our allocations I, II and III are implemented using the value $\gamma = 2$.

We also evaluate these designs by their ethical value. One common ethical measure increasingly used in the literature is the average value of the total number of “successes” (TNS) in the trial from the design (Rosenberger et al., 2001). In our example we assume that short responses are clinically favorable, and an observation is a “success” if it is less than the threshold $\tau = 1/(-\log(0.1))$. Therefore, TNS in our case is simply the total number of subjects in the trial with observed (uncensored) event times, i.e.

$$\text{TNS} = \sum_{k=1}^4 \sum_{i=1}^{n_k} 1 \{ T_{ik} \leq \tau \}.$$

A major stumbling block in implementing adaptive designs is the time delay, as one needs to wait for outcomes of currently enrolled patients before allocating the next cohort of patients to the treatment groups. Hu et al. (2008) showed that under widely applicable conditions, large sample results for the DBCD procedure are unaffected by delayed response. Simulations of adaptive survival trials with moderate sample sizes (e.g. Zhang and Rosenberger, 2007) show that when 60 percent or more of the patient’s responses accrue during the recruitment stage of the trial, inferential properties response-adaptive designs is negligibly affected compared to the case when there is no delay. Clearly, response-adaptive designs are inappropriate in trials with fast recruitment and very long follow-up periods.

In our example we assume that recruitment is not fast so that adaptations in the design are feasible. There are several ways to facilitate response-adaptive randomization with delayed outcomes. One approach is to simulate a priority queue data structure, assuming some distribution for patient arrival times and use a continuous monitoring scheme for updating history of responses from patients in the trial and implementing response-adaptive allocation (Rosenberger and Seshaiyer, 1997; Zhang and Rosenberger, 2007). Another approach is a “cohort” response-adaptive randomization (Chappell and Karrison, 2006), for which treatment randomization probabilities are updated after cohorts of subjects respond. We use the latter approach in simulations for this section. For a trial with $n = 200$ patients, first 20 patients are randomized equally among the four treatment arms. The next wave of patients are enrolled in cohorts of 20 such that every cohort of size 20 is enrolled only after all patients in the previous cohort have responded. Thus the model parameters and treatment randomization probabilities are recalculated after every 20 patients, based on the vector of accumulated responses.
Table 2. Theoretical and simulated allocation proportion vector \((\mu_1, \mu_2, \mu_3, \mu_4)\), and maximum likelihood estimates of the model parameters \((\mu_1, \mu_2, \mu_3, \mu_4, b)\) of designs I, II, III, and IV for scenarios A, B, C, and D, based on 1,000 simulations

<table>
<thead>
<tr>
<th>Design</th>
<th>Scenario A (flat dose-response)</th>
<th>Scenario B (monotone dose-response)</th>
<th>Scenario C (U-shape(^{b}) dose-response)</th>
<th>Scenario D (threshold) dose-response</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(\mu_1)</td>
<td>(\mu_2)</td>
<td>(\mu_3)</td>
<td>(\mu_4)</td>
</tr>
<tr>
<td>I</td>
<td>Theoretical</td>
<td>0.250</td>
<td>0.250</td>
<td>0.250</td>
</tr>
<tr>
<td></td>
<td>Average</td>
<td>0.249</td>
<td>0.247</td>
<td>0.245</td>
</tr>
<tr>
<td></td>
<td>S.D.</td>
<td>0.130</td>
<td>0.135</td>
<td>0.134</td>
</tr>
<tr>
<td>II</td>
<td>Theoretical</td>
<td>0.250</td>
<td>0.250</td>
<td>0.250</td>
</tr>
<tr>
<td></td>
<td>Average</td>
<td>0.245</td>
<td>0.248</td>
<td>0.250</td>
</tr>
<tr>
<td></td>
<td>S.D.</td>
<td>0.034</td>
<td>0.034</td>
<td>0.034</td>
</tr>
<tr>
<td>III</td>
<td>Theoretical</td>
<td>0.250</td>
<td>0.250</td>
<td>0.250</td>
</tr>
<tr>
<td></td>
<td>Average</td>
<td>0.247</td>
<td>0.247</td>
<td>0.247</td>
</tr>
<tr>
<td></td>
<td>S.D.</td>
<td>0.030</td>
<td>0.030</td>
<td>0.030</td>
</tr>
</tbody>
</table>

\(^{b}\) Doubly adaptive biased coin designs for balancing competing objectives in time-to-event trials
Let us first examine the performance of the procedures under a flat dose-response, i.e., when all four treatments are equally effective (scenario A). From Table 2, we see that under scenario A our adaptive designs (I, II, III) and the completely randomized design (CRD, design IV) all converged to the equal allocation. The D-optimal design (III) had similar variability of allocation proportions compared to CRD, whereas two compound optimal designs (I and II) had slightly higher standard deviations of allocation proportions compared to CRD. From Table 3, the theoretical and simulated (median) values of these efficiencies based on 1,000 simulation runs. The table reports the median values of $E_1(\rho)$ and $E_2(\rho)$, and the mean value of TNS, with its standard deviation in parentheses.

<table>
<thead>
<tr>
<th>Design</th>
<th>A</th>
<th>B</th>
<th>C</th>
<th>D</th>
</tr>
</thead>
<tbody>
<tr>
<td>I</td>
<td>$E_1(\rho)$</td>
<td>1.000</td>
<td>0.911</td>
<td>0.775</td>
</tr>
<tr>
<td></td>
<td>$E_2(\rho)$</td>
<td>1.000</td>
<td>0.847</td>
<td>0.796</td>
</tr>
<tr>
<td></td>
<td>TNS</td>
<td>34 (5)</td>
<td>123 (6)</td>
<td>123 (6)</td>
</tr>
<tr>
<td>II</td>
<td>$E_1(\rho)$</td>
<td>1.000</td>
<td>0.978</td>
<td>0.913</td>
</tr>
<tr>
<td></td>
<td>$E_2(\rho)$</td>
<td>1.000</td>
<td>0.809</td>
<td>0.696</td>
</tr>
<tr>
<td></td>
<td>TNS</td>
<td>34 (5)</td>
<td>109 (6)</td>
<td>109 (6)</td>
</tr>
<tr>
<td>III</td>
<td>$E_1(\rho)$</td>
<td>1.000</td>
<td>1.000</td>
<td>1.000</td>
</tr>
<tr>
<td></td>
<td>$E_2(\rho)$</td>
<td>1.000</td>
<td>0.771</td>
<td>0.535</td>
</tr>
<tr>
<td></td>
<td>TNS</td>
<td>34 (5)</td>
<td>87 (5)</td>
<td>87 (5)</td>
</tr>
<tr>
<td>IV</td>
<td>$E_1(\rho)$</td>
<td>1.000</td>
<td>0.998</td>
<td>0.990</td>
</tr>
<tr>
<td></td>
<td>$E_2(\rho)$</td>
<td>1.000</td>
<td>0.739</td>
<td>0.483</td>
</tr>
<tr>
<td></td>
<td>TNS</td>
<td>34 (5)</td>
<td>80 (6)</td>
<td>80 (6)</td>
</tr>
</tbody>
</table>
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Figure 3. Distributions of the maximum likelihood estimators $\hat{\mu}_1, \hat{\mu}_2, \hat{\mu}_3, \hat{\mu}_4$ for the four randomization procedures based on 200 patients and 1,000 simulations with $\mu_1 = 0$, $\mu_2 = -0.25$, $\mu_3 = -0.5$, $\mu_4 = -1$ and $b = 0.5$.

Finally, we note that under each of the scenarios B, C, and D, the balanced design (IV) was least ethical among the four designs (Table 3). For instance, under scenario B, on average, the $D$-optimal design (III) resulted in 7 more successes; the design with $\alpha = 0.2$ (design II) had 29 more successes; and the design with $\alpha = 0.1$ (design I) had 43 more successes than the balanced design. All four designs had similar standard deviations of TNS.

The overall conclusion from the simulation study is that the proposed adaptive designs are fully randomized and do a good job targeting optimal allocations. At the same time, our adaptive designs achieve the prescribed levels of efficiency and tend to allocate more patients to the more efficacious doses. Our examples here also show that adaptive designs, when properly implemented, can outperform balanced randomization designs in terms of efficiency and ethical criteria.

5. DISCUSSION

In this paper, several design issues have been addressed for multi-arm time-to-event clinical trials with censored Weibull outcomes. We explored several optimality criteria for estimating treatment contrasts, including $D_A$-optimality, trace-optimality, and optimality for estimation of treatment hazard ratios. If there is no censoring in the model, the optimal allocations are easily found. Unfortunately, matters are not so mathematically neat when censoring is present. In the $K = 2$ treatment case, we found optimal allocations numer-
ically by minimizing objective functions which depend on model parameters. Numerical studies show that optimal allocations are very close to 0.5, the balanced allocation. These results are consistent with some previous findings in the literature on efficiency of balanced allocation for an exponential model and Cox’s proportional hazards model (Kalish and Harrington, 1988).

For trials with \( K \geq 2 \) treatment arms we discussed how to select weights in a compound optimality criterion to generate allocations that achieve prescribed levels of two selected efficiency criteria. The resulting designs are locally optimal. We used response-adaptive randomization to sequentially target selected optimal allocations in a hypothetical clinical trial with four treatment arms. Simulations show that the doubly-adaptive biased coin design procedures (DBCD; Hu and Zhang, 2004) converge well to the selected optimal targets and thereby achieve the desired levels of statistical efficiency. The described methodology may be useful in planning phase II dose ranging studies with primary time-to-event outcomes where smaller event times signify higher treatment efficacy (e.g. recovery).

The design approach discussed here can be extended to problems for more than two objectives and the objectives have unequal interest to the researcher. After formatting all objectives as convex functional of the information matrix and prioritizing the objectives in terms of their importance, the researcher specifies the efficiencies required for each criterion. The most important one should have the highest efficiency requirement, followed by the next most important criterion and so on. Of course the sought optimal design may not exist if all the efficiencies are unreasonably high and the objectives are competitive. The researcher does not have to specify the efficiency required for the least important criterion because it is only determined after all the more important objectives have met their efficiencies requirements. Computationally, no technical problems arise because the compound optimal design for the multiple-objective problem is still found straightforwardly by minimizing a convex combination of convex criteria. The only issue is the interpretation of the weights used in the convex combination, i.e. which convex combination corresponds to the set of user-specified efficiency requirements? We can resort to a high dimensional efficiency plot and used the same technique as for a dual-objective optimal design problem. However, appreciating high dimensional graphics can be both tricky and difficult and so there are still implementing and interpreting issues for finding multiple objective optimal design problems. Some work in this direction are Huang and Wong (1998b), and Zhu and Wong (2001).

We close with a note that we dealt with the problem of finding optimal allocation proportions for a multi-arm trial. An obvious analog of the design problem just discussed is to have the \( K \) treatment groups be different dose levels of the same drug. In this case, it is sensible to select the best doses on a continuous scale, rather than finding the best proportions. This is a promising research topic for the future work.
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