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We consider a state space model approach for high frequency financial data analysis. An expectation-maximization (EM) algorithm is developed for estimating the integrated covariance matrix of the assets. The state space model with the EM algorithm can handle noisy financial data with correlated microstructure noises. Difficulty due to asynchronous and irregularly spaced trading data of multiple assets can be naturally overcome by considering the problem in a scenario with missing data. Since the state space model approach requires no data synchronization, no record in the financial data is deleted so that it efficiently incorporates information from all observations. Empirical data analysis supports the general specification of the state space model, and simulations confirm the efficiency gain and the benefit of the state space model approach.
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1. INTRODUCTION

Since the seminal work of Engle (1982), investigating variations and covariations among multivariate time series of assets prices has been a central focus of both quantitative and empirical financial studies; see Andersen, Bollerslev, Diebold, and Lays (2003), Andersen, Bollerslev, and Diebold (2008), Barndorff-Nielsen and Shephard (2007) and reference therein for comprehensive overviews. In the past two decades, high frequency financial trading data have become increasingly available, and there are surging research interests covering both volatility estimation for univariate return series, and covariances estimation among assets; see, for example, Barndorff-Nielsen and Shephard (2004), Aït-Sahalia, Mykland, and Zhang (2005), Zhang, Mykland, and Aït-Sahalia (2005), Hansen and Lunde (2006), Fan and Wang (2007), Barndorff-Nielsen, Hansen, Lunde, and Shephard (2008,2011), Aït-Sahalia, Fan, and Xiu (2010), and Christensen, Kinnebrock, and Podolskij (2010).

The abundance of high frequency financial data has blessed the investigations of volatilities and covariations for the underlying price processes over a short period of time to more precisely reflect the current market dynamics. Thus it can be viewed as more advantageous compared with traditional volatility and covariations modeling and forecasting approaches that require observations over a longer period of time. On the other hand, however, features of high frequency financial data also pose new challenges and difficulties. First of all, it is common that observed financial trading data are contaminated by the so-called market microstructure noises. The impact of data contamination on the volatilities and covariations estimations for the unobservable underlying price processes is very substantial, especially in studies using high frequency data for summarizing market dynamics over a short period of time; see, for example, Hansen and Lunde (2006) for an overview. Additional difficulty arises from practical features of the financial trading data including the so-called asynchronous and irregularly time spaced observations; see, for example, discussions in Barndorff-Nielsen, Hansen, Lunde, and Shephard (2011), and Aït-Sahalia, Fan, and Xiu (2010). The last but not the least challenge is due to the large number of assets of interest so that the problem of volatility and covariations estimation belongs to the well known family of difficult problems of estimating a huge covariance matrix; see Wang and Zhou (2011), Tao, Wang, Yao and Zou (2011) among others.

Estimating univariate realized volatility from high frequency trading data is influenced by the main difficulty due to contaminated data; see Hansen and Lunde (2006) and Aït-Sahalia, Mykland, and Zhang (2005) among others. Various methods have been developed to deal with contaminated data and are demonstrated effective for estimating the integrated volatility. These include the realized kernel approach (Barndorff-Nielsen, Hansen, Lunde, and Shephard, 2008), the two and multiple time scale approach (Zhang, Mykland, and Aït-Sahalia, 2005; Zhang, 2006; Aït-Sahalia and Mykland, 2009), pre-averaging approach (Jacod, Li, Mykland, Podolskij, and Vetter, 2009),
and the quasi-maximum likelihood approach (Aït-Sahalia, Mykland, and Zhang, 2005; Xiu, 2010).

Dealing with multivariate assets requires extra effort when estimating covariances because the observations of trading prices are generally asynchronous among the assets. A class of methods in this scenario is pre-processing the data set by applying a variety of synchronizing schemes such as the previous tick approach (Zhang, 2011), the fresh time scheme (Barndorff-Nielsen, Hansen, Lunde, and Shepard, 2011) and the MINSPAN (Harris, McInish, Shoessmith, and Wood, 1995), and the Generalized Synchronization method (Aït-Sahalia, Fan, and Xiu, 2010). Subsequently, methods developed for synchronized high frequency data can be applied; see, for example, the realized kernel approach (Barndorff-Nielsen, Hansen, Lunde, and Shepard, 2011), the pre-averaging approach (Christensen, Kinnebrock, and Podolskij, 2010), the two time scale method (Zhang, 2011), the threshold average realized volatility matrix method (Wang and Zou, 2010), and the quasi-maximum likelihood approach (Aït-Sahalia, Fan, and Xiu, 2010; Liu and Tang, 2012). It is clear that these data synchronizing methods inevitably delete a portion of the observations, and thus efficiency loss may incur in the estimators. Another class of methods dealing with asynchronous data is by inserting pseudo-data into the original data set by some interpolations before applying the aforementioned methods; see, for example, Hoshikawa, Kanatani, Nagai and Nishiyama (2008), Peluso, Corsi, and Mira, 2012, and Malliavin and Mancino (2002, 2009). Inserting data may induce bias in the estimators because there is no guarantee that a data interpolation method can accurately reflect the properties of the unknown data model.

In this paper, we consider a state space model approach for studying multivariate contaminated high frequency financial data that can be observed asynchronously over irregularly spaced times. By considering asynchronous trading data in the scenario of missing data with incomplete observations, an expectation maximization (EM) algorithm (Dempster, Laird, and Rubin, 1977) is developed to jointly estimate the volatilities and covariances of the underlying asset prices in a covariance matrix. Our study of high frequency financial data analysis using a state space model adapts and generalizes the multivariate quasi-maximum likelihood approach of Liu and Tang (2012) for more conveniently dealing with general asynchronous and irregularly spaced data. Instead of using data synchronization methods for pre-processing asynchronous data, the state space model approach is able to handle the original data directly. The state space model approach shares the same data model with the one in the quasi-maximum likelihood approach, and they are equivalent if all data are observed synchronously. We show the state space model approach is convenient for practical implementations, and is capable of efficiently incorporating data information without manipulating the original data by deleting or inserting records.

Our simulation studies demonstrate the efficiency gain by using the proposed approach.

We note two independent studies, Shepard and Xiu (2012) and Crosi, Peluso, and Audrino (2012), on high frequency financial data analysis using the EM algorithm. In both Shepard and Xiu (2012) and Crosi Peluso, and Audrino (2012), the microstructure noises are considered as uncorrelated between different assets. As detailed in Section 2, we develop a more general EM algorithm for the state space model approach that allows the correlations among the microstructure noises to take a general form. As shown in our simulation studies, there is a substantial impact on the estimation of the integrated covariance matrix if the structure covariance matrix of the microstructure noise is misspecified. Our empirical financial data analysis also reveals that it is more reasonable to consider the covariance matrix of the microstructure noise to be a general positive definite matrix.

The rest of this paper is structured as follows. We describe the proposed state space model approach in Section 2. Simulations and an example of high frequency financial data analysis are presented in Section 3, and Section 4 concludes the paper.

2. THE STATE SPACE MODEL APPROACH

Let us introduce some notations first. We denote by $Y_t = (Y_{1t}, Y_{2t}, \ldots, Y_{dt})'$ the observed log-prices of $d$ assets at time $t$ over a fixed interval $[0,T]$. Without loss of generality, we take $T = 1$ for simplicity hereinafter. Suppose that each $Y_{it}$ ($i = 1, \ldots, d$) contains the true log-price $X_{it}$ and microstructure noise $U_{it}$ with the additive form $Y_{it} = X_{it} + U_{it}$.

The true log-price process $X_t = (X_{1t}, \ldots, X_{dt})'$ are assumed to satisfy:

$$
\begin{align*}
\frac{dX_t}{\mu_t dt + \sigma_t dW_t},
\end{align*}
$$

where the drift process $\mu_t$ is assumed to be locally bounded and spot volatility process $\sigma_t$ is positive and locally bounded Itô semimartingale matrix, $W_t = (W_{1t}, \ldots, W_{dt})'$ is an independent $d$ dimensional Brownian motion, $(\rho_{kl})_{kl} := \frac{E(W_{kt} W_{lt})}{\sqrt{\sigma_k \sigma_l}}$ is a positive definite correlation matrix.

For high frequency financial data analysis, the impact due to the mean $\mu_t$ is asymptotically negligible when sampling interval lengths shrink to zero if $\mu_t$ is locally bounded (Mykland and Zhang, 2010). Thus we consider for simplicity that $\mu_t = 0$. Our target is to estimate the integrated covariance matrix (ICM) of the log-price $X_t$:

$$
\Sigma_t = \int_0^1 \sigma_t \sigma_t' dt = \int_0^1 \Sigma_t dt.
$$

The $d$-dimensional noises $U_t = (U_{1t}, \ldots, U_{dt})'$ contaminated in different observations of $Y_t$ are typically assumed to be independent and identically distributed with mean $0$, positive definite covariance matrix $\Lambda_0$ and finite fourth moment; see, for example, Aït-Sahalia, Fan, and Xiu (2010) and
Liu and Tang (2012). In addition, U_t and X_t are assumed to be mutually independent to ensure the identifiability of the ICM \( \Sigma_t \) and \( A_t \). For discussions about the impact of serially-correlated noises, we refer to Aït-Sahalia and Mykland (2009) and Aït-Sahalia, Mykland, and Zhang (2011).

In our study, the observations of the assets price processes are allowed to be asynchronous and irregularly spaced over \([0,1]\). Therefore, we denote the collection of data by \( \{Y_{dij}, i = 1, \ldots, d; j = 1, \ldots, n_i\} \) where \( Y_{dij} \) denotes the observation for the \( i \)th asset at time \( t_{ij} \) for \( j = 1, \ldots, n_i \) with \( t_{ij} \) and \( n_i \) being asset specific.

When \( t_{ij} \) are synchronous for all assets and equally spaced with interval \( \Delta \) over \([0,1]\) for all assets, Liu and Tang (2012) analyze the properties of a quasi maximum likelihood approach that imposes two not necessarily correct assumptions that a) \( \sigma_t = \sigma \) in (1) so that \( \Sigma_t = \Sigma \) is time invariate, and b) \( U_t \) is a normally distributed random vector and independent of \( X_t \). They show that the estimators of \( \Sigma \) and \( A \) of the quasi maximum likelihood approach are consistent to the ICM \( \Sigma_t \) and \( A_t \) as \( \Delta \to 0 \). Moreover, the estimator of the quasi maximum likelihood (QML) approach achieves the optimal rate of convergence in the sense of Gloter and Jacod (2001).

To extend the quasi-maximum likelihood approach by relaxing the requirement on synchronous data, we consider the following state space model. We firstly write the union of all observation time points \( t_{ij} \)s \( i = 1, \ldots, d; j = 1, \ldots, n_i \) of \( d \) assets as

\[
\tau_j, j = 1, \ldots, n, 
\]

where \( n \) is the total number of distinct time points that each one has observations of at least one asset price, and \( \tau_j \)s are those observations times such that \( 0 \leq \tau_1 < \tau_2 < \cdots < \tau_j \leq 1 \). We follow the settings in Liu and Tang (2012) and impose the aforementioned two not necessarily correct assumptions a) and b). By ignoring the impact of \( \mu_t \) in (1) and since hypothetically the underlying process can be observed at any time, we have

\[
\begin{align*}
X_{\tau_j} - X_{\tau_{j-1}} &= \sigma(W_{\tau_j} - W_{\tau_{j-1}}) \sim N(0, \Sigma \Delta_j), \\
Y_{\tau_j} - Y_{\tau_{j-1}} &= X_{\tau_j} - X_{\tau_{j-1}} + U_{\tau_j} - U_{\tau_{j-1}} \\
&\sim N(0, \Sigma \Delta_j + 2A),
\end{align*}
\]

where \( \Delta_j = \tau_j - \tau_{j-1} \). This inspires us to consider the following state space model for the latent process \( X_t \) and observed process \( Y_t \) as follows:

\[
\begin{align*}
Y_j &= X_j + U_j, \\
X_j &= X_{j-1} + V_j,
\end{align*}
\]

where \( V_j \)s are independent and normally distributed with mean zero and covariance \( \Sigma \Delta_j \). Here for simplicity in notations, we suppress the time \( \tau \) by treating \( Y_{\tau_j} = (Y_{\tau_{1j}}, \ldots, Y_{\tau_{dj}}) \) as \( Y_j = (Y_{1j}, \ldots, Y_{dj}) \) when no confusion arises, and the same convention applies for \( X_{\tau_j} \) and \( U_{\tau_j} \).

When applying model (2) to observed high frequency data, we treat the components with no observation at time \( \tau_j \) as missing, and assume that there are \( d_j \) \( (d_j \geq 1) \) observations at time \( \tau_j \) for \( j = 1, \ldots, n \).

Let \( B_j = \{B^{(1)}_{ij}, \ldots, B^{(d_j)}_{ij}\} \) be a permutation matrix such that \( Y_j = B_j(Y_{1j}, Y_{2j}, \ldots, Y_{dj})' = (Y_{j}^{(1)'}, Y_{j}^{(2)'}, \ldots, Y_{j}^{(d_j)'})' \) where \( Y_j^{(1)} \in \mathbb{R}^{d_1} \) collects the observed asset prices, and \( Y_j^{(2)} \in \mathbb{R}^{d-d_1} \) is the missing component. Hence the role of \( B_j \) is such that the first \( d_j \) components in \( Y_j \) are observed. Then the state space model (2) can be written as

\[
\begin{align*}
\tilde{Y}_j &= B_j X_j + \tilde{U}_j, \\
X_j &= X_{j-1} + V_j,
\end{align*}
\]

where \( \tilde{U}_j \) is the reordered \( d \) dimensional random vector with mean zero and variance \( A_j = B_j A B_j' \).

If all \( Y_j \) and \( X_j \) are observable, it is clear that under the assumption that the initial state \( X_0 \sim N(\mu, \Sigma) \) and ignore constant part, the log-likelihood function is given by

\[
-2\ln L(\theta) = \ln|\Sigma| + (X_0 - \mu)' \Sigma^{-1}(X_0 - \mu) + n \ln|\Sigma| + \sum_{j=1}^{n} \Delta_j^{-1}(X_j - X_{j-1})' \Sigma^{-1}(X_j - X_{j-1}) \\
+ \ln|A| + \sum_{j=1}^{n} \left( (B_j'(\tilde{Y}_j - B_j X_j))' A_j^{-1} (B_j'(\tilde{Y}_j - B_j X_j)) \right).
\]

where we denote by \( \theta \) the vector of parameters containing all elements of \( \{\mu, \Sigma, \Sigma, A\} \). Then by taking the derivatives of parameters, we have the maximum likelihood estimators are \( \hat{\theta}^{(0)} = \nabla \sum_{j=1}^{n} \sum_{\text{all} j} (B_j'(\tilde{Y}_j - B_j X_j))' (B_j'(\tilde{Y}_j - B_j X_j))' \) and

\[
\hat{\Sigma} = \sum_{j=1}^{n} \sum_{\text{all} j} \Delta_j^{-1} (\tilde{X}_j - X_{j-1})(\tilde{X}_j - X_{j-1})',
\]

where \( \Delta_j = \tau_j - \tau_{j-1} \). However, in practice one can only observe data \( y_n = \{Y_1^{(1)}, \ldots, Y_n^{(1)}\} \). To estimate the parameters, we apply the EM algorithm (Dempster, Laird, and Rubin, 1977). We first specify an initial value to \( \theta \) denoted by \( \theta^{(0)} = (\mu^{(0)}, \Sigma^{(0)}, \Sigma^{(0)}, A^{(0)}) \), where the \( r \)th element of \( \mu^{(0)} \) can simply be specified as the first observation of \( r \)th asset, \( A^{(0)} \) can be taken as the realized covariance divided by \( 2n \) (Zhang, Mykland and Aït-Sahalia, 2005), \( \Sigma \) and \( \Sigma \) can be initialized by the subsample based realized covariance matrix or the QML estimator (Aït-Sahalia, Fan, and Xiu, 2010; Liu and Tang, 2012).

Let

\[
\begin{align*}
\tilde{X}_j &= E(X_j|y), \\
\tilde{P}_j &= E((X_j - \tilde{X}_j)(X_m - \tilde{X}_m)|y).
\end{align*}
\]

be the conditional expectation and covariance given the data \( y_n = \{Y_1^{(1)}, \ldots, Y_n^{(1)}\} \), and denote by \( P_j = \tilde{P}_j \) when \( m = j \) the conditional variance.

The conditional expectation of the log-likelihood function (4) given \( y_n \) and \( \theta^{(k-1)} \) requires evaluating the conditional expectations of \( (X_j - X_{j-1})(X_j - X_{j-1})' \) and
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\( (\bar{Y}_j - B_j X_j)(\bar{Y}_j - B_j X_j)' \). Specifically,

\[
E(\{X_j - X_{j-1}\}(X_j - X_{j-1})'|y_n) = E(\{X_j X_j' - X_jX_{j-1} - X_{j-1}X_j + X_{j-1}X_{j-1}'|y_n\)
\]

\[
= (X_j X_j' + P_j^n) - (X_j X_{j-1} + P_{j-1})
\]

By decomposing \( A_j \) into blocks according to the components in \( Y_j \) as \( (A_{11j}, A_{12j}) \), we have \( Y_j (Y_j)' \) follows normal distribution with mean \( B_j (Y_j)' \) and variance \( A_{22j} - A_{21j} A_{11j}^{-1} A_{12j} \).

Hence

\[
E(\{X_j (Y_j)'|y_n\)
\]

\[
= E\{E(\{X_j (Y_j)'|y_n, X_j = X_n\})|X_j = X_n\}
\]

And by the law of total variance, we have that

\[
\text{Var}(\{X_j (Y_j)'|y_n\)
\]

\[
= \text{Var}(\{E(\{X_j (Y_j)'|y_n, X_j\})\}
\]

\[
+ E(\{\text{Var}(\{X_j (Y_j)'|y_n, X_j\})\}
\]

Therefore,

\[
\text{Var}(\{X_j (Y_j)'|y_n\}
\]

\[
= \text{Var}(\{E(\{X_j (Y_j)'|y_n, X_j\})\}
\]

\[
+ E(\{\text{Var}(\{X_j (Y_j)'|y_n, X_j\})\}.\]

By decomposing \( A_j \) into blocks according to the components in \( Y_j \) as \( (A_{11j}, A_{12j}) \), we have \( Y_j (Y_j)' \) follows normal distribution with mean \( B_j (Y_j)' \) and variance \( A_{22j} - A_{21j} A_{11j}^{-1} A_{12j} \).

Hence

\[
E(\{Y_j (Y_j)'|y_n\)
\]

\[
= E(\{E(\{Y_j (Y_j)'|y_n, X_j = X_n\})|X_j = X_n\}
\]

And by the law of total variance, we have that

\[
\text{Var}(\{Y_j (Y_j)'|y_n\)
\]

\[
= \text{Var}(\{E(\{Y_j (Y_j)'|y_n, X_j\})\}
\]

\[
+ E(\{\text{Var}(\{Y_j (Y_j)'|y_n, X_j\})\}.\]

Therefore,

\[
E_{k-1}(\{\bar{Y}_j - B_j X_j\}(\bar{Y}_j - B_j X_j)'|y_n)
\]

\[
= \left\{ E_{k-1}(\{\bar{Y}_j - B_j X_j\}|y_n) E_{k-1}(\bar{Y}_j - B_j X_j)'|y_n) \right\}
\]

\[
+ \text{Var}_{k-1}(\{\bar{Y}_j - B_j X_j\}|y_n)
\]

\[
= \left( A_{k-1} (A_{11j})^{-1} (Y_j (Y_j)' - B_j X_j) \right)
\]

\[
\times \left( A_{k-1} (A_{11j})^{-1} (Y_j (Y_j)' - B_j X_j)' \right)',
\]

where \( E_{k-1} \) and \( \text{Var}_{k-1} \) means the expectation and variance are taken under \( \theta^{(k-1)} \).

Let \( M^{(k)} = E_{k-1}(\{\bar{Y}_j - B_j X_j\}(\bar{Y}_j - B_j X_j)'|y_n) \). Then the E-step of EM algorithm at \( k \)th iteration is

\[
Q(\theta|\theta^{(k-1)})
\]

\[
= E(\{-2\ln L_x(\theta)|y_n, \theta^{(k-1)}\}
\]

\[
= \ln |\Sigma_0| + \text{tr}(\Sigma_0^{-1} (P_0^n + (X_0^n - \mu_0)(X_0^n - \mu_0)'))
\]

\[
+ n\ln |A| + \text{tr}(A^{-1} (S_{11} - S_{10} - S_{10}' + S_{00}))
\]

where

\[
S_{11} = \sum_{j=1}^{n} \Delta_{j}^{-1} (P_0^n + X_j^n X_j^n'),
\]

\[
S_{00} = \sum_{j=1}^{n} \Delta_{j}^{-1} (P_{j-1} + X_j^n X_j^n'),
\]

\[
S_{10} = \sum_{j=1}^{n} \Delta_{j}^{-1} (X_j^n X_j^n' + P_{j,j-1}^n).
\]

Then by solving the first order condition, we complete the M-step and update the estimators of \( \Sigma \) and \( A \) by

\[
\hat{\Sigma}^{(k)} = n^{-1} (S_{11} + S_{00} - S_{10} - S_{10}')
\]

\[
\hat{A}^{(k)} = n^{-1} \sum_{j=1}^{n} B_j^' M^{(k)} B_j,
\]

and update \( \mu_0 \) and \( \Sigma_0 \) by

\[
\hat{\mu}^{(k)} = X_0^n \quad \text{and} \quad \hat{\Sigma}^{(k)} = P_0^n.
\]

Then the final estimator for \( \Sigma \) and \( A \) are obtained by repeating the E-step and M-step until convergence.

We note that the conditional expectations in (5) can be conveniently evaluated by the Kalman filtering method; see, for example, Shumway and Stoffer (2006). Since our state space model is constructed from a quasi-maximum likelihood approach, we call it the QKF approach. For completeness of the framework, we present the results for applying the Kalman filtering in the Appendix.

We make the following remarks on the state space model approach.
Remark 1. When \( A \) is a diagonal matrix, i.e. components in \( U \) are uncorrelated. The E-step is simplified by observing that
\[
M^{(k)} = E_{k-1} \left\{ (\tilde{Y}_j - \tilde{B}_jX_j)(\tilde{Y}_j - \tilde{B}_jX_j)'|y_n \right\} \\
= (\tilde{Y}_j - \tilde{B}_jX_j)^{(1)}(\tilde{Y}_j - \tilde{B}_jX_j)'^{(1)} + \tilde{B}_j \tilde{P}_j^{(k)} \tilde{B}_j'
+ \begin{pmatrix} 0 & 0 \\ 0 & A_{0j}^{(k-1)} \end{pmatrix},
\]
with \( \tilde{Y}_j = (Y_j^{(1)}) \) and \( \tilde{B}_j = (B_j^{(1)}) \). This is actually the case considered in Shepard and Xiu (2012) and Crosi, Peluso, and Audrino (2012). A closer look at (6) reveals that when \( A \) is not a diagonal matrix, information in the observed components \( Y_j^{(1)} \) is incorporated when taking the conditional expectation of \( Y_j^{(2)} \). This fact may provide an opportunity for efficiency gain. In addition, if the matrix \( A \) is misspecified as a diagonal matrix, it is likely a bias may incur in the estimator \( \Sigma \); see our simulation studies for more detail.

Remark 2. Theory of the EM algorithm (Wu, 1983) ensures the convergence of the estimator to the maximizer of the so-called complete data likelihood function which is constructed based on \( y_n \). Thus, the estimator based on the state space model approach is consistent as long as the complete data likelihood based estimator is consistent. To our best knowledge, there is no general theory ensuring the consistency of the estimators using the EM algorithm. Most likely this is because the theoretical analysis of the estimator with missing data depends on the specific mechanism of the data missingness. Nevertheless, in the high frequency financial data case, data missingness from how transactions are triggered is an interesting and challenging problem; see, for example, Engle and Russell (1998). On the other hand, as shown in Liu and Tang (2012), the maximum likelihood approach with appropriately synchronized data is consistent under some conditions on the data asynchronicity. Since a data synchronization scheme only incorporates a portion of the data information contained in the complete data, we may reasonably conjecture that the estimator based on the state space model approach is also consistent because it incorporates more data information.

Remark 3. A family of methods with multivariate high frequency financial data is applying data pre-processing with synchronization; see, for example, Barndorff-Nielsen, Hansen, Lunde, and Shepard (2011), Zhang (2011), Liu and Tang (2012). Inevitably, a portion of data is deleted and thus information loss may incur. As shown in our simulation studies, the efficiency gain is substantial by using the state space model approach with EM algorithm as compared with the approach using data synchronization.

Remark 4. When all components in \( Y \) are observed with equally spaced data, it can be shown that the state space model approach is equivalent to the quasi-maximum likelihood approach in Liu and Tang (2012). Let
\[
\tilde{Y}_j = Y_j - Y_{j-1} = X_j - X_{j-1} + U_j - U_{j-1} (j = 1, \ldots, n)
\]
be the log-returns of \( d \) assets and \( \tilde{Y} = (\tilde{Y}_1, \tilde{Y}_2, \ldots, \tilde{Y}_n)' \). Then the log-likelihood function of \( \tilde{Y} \) is
\[
-2\ln L_{\tilde{Y}}(\Sigma, A) = \ln |\Omega| + \tilde{Y}'\Omega^{-1}\tilde{Y},
\]
where
\[
\Omega = I_n \otimes (\Sigma \Delta + 2A) - (L_L + L_R) \otimes A,
\]
where \( \otimes \) denotes the Kronecker product, \( I_n \) is the \( n \)-dimensional identity matrix, \( L_L = (L_{kl}) \) (\( k, l = 1, \ldots, n \)) is an \( n \)-dimensional one-lag sub-diagonal matrix with \( L_{k-1,k} = 1 \) (\( k = 2, \ldots, n \)) and all other elements being 0. Hence, by results in Liu and Tang (2012), the state space model approach for synchronic data is also consistent in this special case, and also achieves the optimal rate of convergence \( n^{1/4} \) in the sense of Gloter and Jacod (2001).

Remark 5. The estimators of \( \Sigma \) and \( A \) are positive semi-definite by observing that in the explicit forms (8), the updates in each M-step are all positive semi-definite.

Remark 6. In developing the EM algorithm for estimating the ICM, it is assumed that the true log returns and the microstructure noise respectively follow normal distributions. In literature, the normal distribution is conventionally used in studying financial returns (Black and Scholes, 1973) mainly because of its convenience for more tractable analysis. In our study, the main role of the normal assumption is to ensure explicit forms in the EM algorithm by using Kalman filtering. We note that the validity of the QML approach for estimating the ICM does not require the distributional assumption to be true; see also Xiu (2010) and Liu and Tang (2012). As shown in our simulations, the state space model approach works very well even when returns do not follow normal distributions.

3. NUMERICAL EXAMPLES

3.1 Simulations

We demonstrate the merits of the state space model approach (QKF) by extensive simulations. We compare the state space model approach to the quasi-maximum likelihood approach (QML) of Liu and Tang (2012), and the approach of ¨Aıt-Sahalia, Fan, and Xiu (2010) that utilizes a QKF approach for estimating the ICM does not require the distributional identity and so is denoted by POL. The number of replications in simulations is 1,000 for call cases. The QML approach estimate \( \Sigma \) and \( A \) by maximizing the quasi-log-likelihood function (10); see Liu and Tang (2012) for efficient algorithm for numerical implementations. The POL approach estimates the ICM element by element. Specifically, the integrated covariation of latent processes \( X_t \) and
$X_{it}$ in the two asset log-price processes $Y_{kt}$ and $Y_{lt}$, and the covariance of noises $U_{kt}$ and $U_{lt}$ contaminated in the observations of $Y_{kt}$ and $Y_{lt}$ are estimated by using the polarization identity for random variables:

$$\tilde{\text{cov}}(Z_i, Z_l) = \{ \tilde{\text{var}}(\gamma Z_k + (1 - \gamma) Z_l) + \tilde{\text{var}}(\gamma Z_k - (1 - \gamma) Z_l) \} / \{ 4 \gamma (1 - \gamma) \}$$

where $\gamma$ can be chosen as $\tilde{\text{var}}(Z_i) / \{ \tilde{\text{var}}(Z_k) + \tilde{\text{var}}(Z_l) \}$ or other values in practice, $\tilde{\text{var}}(\gamma Z_k \pm (1 - \gamma) Z_l)$ is the one dimensional QML estimator (Aït-Sahalia, Mykland, and Zhang, 2005; Xu, 2010) of the integrated variances of latent process in the new series $\gamma Z_k \pm (1 - \gamma) Z_l$ respectively. We note that both QML approach and the POL approach require synchronized data so that some data synchronization scheme is required if handing experiments with asynchronous data.

We consider in the first experiment the performances of three estimators in estimating the ICM for equally spaced data. We generate data of the log-price process from the Heston Model,

$$dX_{it} = \sigma_{it} dW_{it}, \quad (i = 1, 2, 3)$$

$$d\sigma_{it}^2 = \kappa_t (\sigma_{it}^2 - s_i^2) dt + \sigma_t d\sigma_{it} + \sigma_{it} - J_{it} dN_{it},$$

where $E(dW_{it} \cdot d\sigma_{it}) = \delta_{ij} \rho_{it} dt$, $\delta_{ij} = 1$ for $i = j; \delta_{ij} = 0$ for $i \neq j$ and $E(dW_{it} \cdot dW_{jt}) = \rho_{ij} dt$. The first observation of volatility process $\sigma_{0i}^2$ is sampled from a Gamma distribution $\Gamma(\kappa, s_i^2/\sigma_{0i}^2)$. The jump size $J_{it}$ in volatility equals to $\exp(z_i)$, where $z_i \sim N(0, \kappa_i)$, and $N_{it}$ is a Poisson Process independent of other processes with intensity $\lambda_i$. The parameters are respectively specified by values in Table 1. The noises $\{U_{it}\}_{t=1}^n$ are independent and identically distributed with distribution $N(0, A)$, where $A_{ij} = \alpha_i \alpha_j \beta_{ij}$ with $\alpha_i$ for $i = 1, 2, 3$ are given in Table 1 and $\beta_{12} = -0.2, \beta_{13} = -0.15$ and $\beta_{23} = 0.1$. We calculate the bias and root mean square error (RMSE) for the three approaches, and also compute the relative efficiency (RE) to compare three approaches where RE is the ratio of the RMSE of QML and QKF and REP is the ratio of RMSE of POL and QKF. Therefore a relative efficiency with value greater than 1 indicates a better performance of the QKF approach. We consider $d = 2$ by only using the first two log-price processes generated, and $d = 3$ by considering all three processes. We vary the correlation between two latent log-return processes to compare the performances of estimators when $d = 2$. When $d = 3$, we set the correlations as $\rho_{12} = 0.3, \rho_{13} = 0.6, \rho_{23} = 0.9$. Results for the two dimensional case are reported in Table 2, and results for the three dimensional case are reported in the upper part of Table 3. We can see that those results are consistent with our expectations. First, the QML and QKF approach perform similarly while both have better performance than the POL approach especially when the correlation level between processes is higher and the sampling interval is smaller. This demonstrates the advantage of the approaches that utilizes information from the quasi-likelihood function. In this experiment, we also note that the QKF and QML approaches have close performance to each other, which is also expected.

We conduct the second experiment to assess the performance of the methods with asynchronous data. We firstly generate original equally spaced synchronous log-prices data.
Table 3. Bias and root mean square errors (RMSE, values in brackets) ($\times 10^2$) of the three processes case for elements of ICM $[\hat{\Sigma}_{ij}]$ ($i, j = 1, 2, 3$) when data are synchronous and asynchronous

<table>
<thead>
<tr>
<th>$\Delta = 12s$</th>
<th>Synchronous Data</th>
<th>Asynchronous Data</th>
<th>POL</th>
<th>QML</th>
<th>QKF</th>
<th>REP</th>
<th>REQ</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\Sigma_{ij}$</td>
<td></td>
<td></td>
<td>($\Delta = 12s$)</td>
<td>($\Delta = 6s$)</td>
<td>($\Delta = 6s$)</td>
<td>($\Delta = 12s$)</td>
<td>($\Delta = 12s$)</td>
</tr>
<tr>
<td>$\hat{\Sigma}_{11}$</td>
<td>0.01</td>
<td>0.10</td>
<td>(1.56)</td>
<td>(1.50)</td>
<td>(1.05)</td>
<td>(1.00)</td>
<td>1.07</td>
</tr>
<tr>
<td>$\hat{\Sigma}_{12}$</td>
<td>0.01</td>
<td>0.09</td>
<td>(1.47)</td>
<td>(0.93)</td>
<td>(0.49)</td>
<td>(0.84)</td>
<td>1.45</td>
</tr>
<tr>
<td>$\hat{\Sigma}_{13}$</td>
<td>0.01</td>
<td>0.02</td>
<td>(1.46)</td>
<td>(0.90)</td>
<td>(0.52)</td>
<td>(0.84)</td>
<td>1.45</td>
</tr>
<tr>
<td>$\hat{\Sigma}_{21}$</td>
<td>0.01</td>
<td>0.02</td>
<td>(1.72)</td>
<td>(1.10)</td>
<td>(0.71)</td>
<td>(1.02)</td>
<td>1.45</td>
</tr>
<tr>
<td>$\hat{\Sigma}_{22}$</td>
<td>0.20</td>
<td>0.08</td>
<td>(1.24)</td>
<td>(0.75)</td>
<td>(0.53)</td>
<td>(0.68)</td>
<td>1.39</td>
</tr>
<tr>
<td>$\hat{\Sigma}_{23}$</td>
<td>0.21</td>
<td>0.04</td>
<td>(1.24)</td>
<td>(0.75)</td>
<td>(0.53)</td>
<td>(0.68)</td>
<td>1.39</td>
</tr>
<tr>
<td>$\hat{\Sigma}_{31}$</td>
<td>0.20</td>
<td>0.09</td>
<td>(1.21)</td>
<td>(0.75)</td>
<td>(0.53)</td>
<td>(0.68)</td>
<td>1.45</td>
</tr>
<tr>
<td>$\hat{\Sigma}_{32}$</td>
<td>0.21</td>
<td>0.04</td>
<td>(1.21)</td>
<td>(0.75)</td>
<td>(0.53)</td>
<td>(0.68)</td>
<td>1.39</td>
</tr>
<tr>
<td>$\hat{\Sigma}_{33}$</td>
<td>0.21</td>
<td>0.04</td>
<td>(1.21)</td>
<td>(0.75)</td>
<td>(0.53)</td>
<td>(0.68)</td>
<td>1.39</td>
</tr>
</tbody>
</table>

Note: The upper part are the results for equally spaced synchronous data with time interval between two consecutive observations equals to $\Delta = 12s$, and the bottom part are the results for asynchronous data generated through Bernoulli trials with success probabilities $0.6, 0.8, 0.5$ for three assets from original equally spaced synchronous data with time interval between two consecutive observations equals to $\Delta = 6s$. QKF is our new estimator obtained by combining the QML and Kalman filter together. QML is the estimator developed in Liu and Tang (2012) and POL is the estimator derived in Ait-Sahalia, Fan, and Xiu (2010). REP is the ratio of the RMSEs of POL and RMSE of QKF and REQ is the ratio of the RMSEs of QLE and RMSE of QKF.

for three assets processes by choosing the time interval $\Delta = 2s$ or $\Delta = 12s$ in the same way as that in the first case, and then we use Bernoulli trials with success probabilities $p_1, p_2, p_3$ to randomly select observations from original data for three log-price processes respectively. We then use refresh time scheme (Barndorff-Nielsen, Hansen, Lunde, and Shepard, 2011) to synchronize them for the QML and POL approaches. Table 4 reports the results comparing the three approaches under different correlation $\rho_{12}$ and the same $(p_1, p_2)$. Table 5 reports the results comparing the three approaches under different $(p_1, p_2)$ and the same correlation $\rho_{12}$. The lower part of Table 3 reports the results of the three approaches for 3 dimensional ICM when data are asynchronous. This experiment confirms the promising performance of the QKF approach especially when $d = 3$ (Table 3) and data with higher level asynchronicity (Table 5). Therefore, we clearly see the improvement of the state space model approach without requiring data synchronization so that data information is most efficiently incorporated.

Table 4. Bias and root mean square errors (RMSE, values in brackets) ($\times 10^2$) of the two processes case for elements of ICM $[\hat{\Sigma}_{ij}]$ ($i, j = 1, 2, 3$) when data are asynchronous

<table>
<thead>
<tr>
<th>$\Delta = 2s$</th>
<th>POL</th>
<th>QML</th>
<th>QKF</th>
<th>REP</th>
<th>REQ</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\Sigma_{11}$</td>
<td>0.01</td>
<td>0.02</td>
<td>0.01</td>
<td>1.07</td>
<td>1.14</td>
</tr>
<tr>
<td>$\Sigma_{12}$</td>
<td>0.01</td>
<td>0.02</td>
<td>0.01</td>
<td>1.07</td>
<td>1.14</td>
</tr>
<tr>
<td>$\Sigma_{13}$</td>
<td>0.01</td>
<td>0.02</td>
<td>0.01</td>
<td>1.07</td>
<td>1.14</td>
</tr>
<tr>
<td>$\Sigma_{21}$</td>
<td>0.01</td>
<td>0.02</td>
<td>0.01</td>
<td>1.07</td>
<td>1.14</td>
</tr>
<tr>
<td>$\Sigma_{22}$</td>
<td>0.20</td>
<td>0.08</td>
<td>0.21</td>
<td>1.45</td>
<td>1.39</td>
</tr>
<tr>
<td>$\Sigma_{23}$</td>
<td>0.20</td>
<td>0.08</td>
<td>0.21</td>
<td>1.45</td>
<td>1.39</td>
</tr>
<tr>
<td>$\Sigma_{31}$</td>
<td>0.20</td>
<td>0.08</td>
<td>0.21</td>
<td>1.45</td>
<td>1.39</td>
</tr>
<tr>
<td>$\Sigma_{32}$</td>
<td>0.20</td>
<td>0.08</td>
<td>0.21</td>
<td>1.45</td>
<td>1.39</td>
</tr>
<tr>
<td>$\Sigma_{33}$</td>
<td>0.20</td>
<td>0.08</td>
<td>0.21</td>
<td>1.45</td>
<td>1.39</td>
</tr>
</tbody>
</table>

Note: The left 3 columns and right 3 columns are results obtained by using the asynchronous data generated through Bernoulli trials with success probabilities $p_1 = 0.5$ for the first asset and $p_2 = 0.8$ for the second asset from original data, which are synchronous and equally spaced with time interval between two consecutive observations equals to $\Delta = 2s$ and $\Delta = 12s$ respectively, and the correlation between two log-price processes equals to $\rho$. QKF is our new estimator obtained by combining the QML approach and Kalman filter together. QML is the estimator developed in Liu and Tang (2012) and POL is the estimator derived in Ait-Sahalia, Fan, and Xiu (2010). REP is the ratio of the RMSEs of POL and RMSE of QKF and REQ is the ratio of the RMSEs of QLE and RMSE of QKF.

In the third experiment, we investigate the impact of the specification of the covariance matrix $A$ of the microstructure noises for the QKF and QML approaches. For such a purpose, we generate data with a non-diagonal matrix $A_0$, while in the estimation methods $A$ is specified as diagonal. In this experiment, data are generated in the same way as that in the second experiment, except that the correlation between the noises in observations of two assets is specified as $\rho = -0.5$ and the correlation between the two latent log-returns process is fixed as $\rho = 0.6$. Results for this experiment are reported in Table 6. The remarkable finding is that if $A$ is misspecified, the performances of the QML and QKF
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Table 5. Bias and root mean square errors (RMSE, values in brackets) \((\times 10^2)\) of the two processes case for elements of ICM \([\hat{\Sigma}_{11}, \hat{\Sigma}_{12}, \hat{\Sigma}_{22}]\) when data are asynchronous

<table>
<thead>
<tr>
<th>Asyn</th>
<th>(\Sigma_{11} )</th>
<th>(\Sigma_{22} )</th>
<th>(\Sigma_{12} )</th>
<th>(\Sigma_{11} )</th>
<th>(\Sigma_{22} )</th>
<th>(\Sigma_{12} )</th>
<th>(p_1 = 0.5 )</th>
<th>(p_2 = 0.8 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>POL</td>
<td>0.02</td>
<td>0.00</td>
<td>0.03</td>
<td>0.04</td>
<td>0.05</td>
<td>0.05</td>
<td>1.30</td>
<td>0.78</td>
</tr>
<tr>
<td></td>
<td>(0.30)</td>
<td>(0.67)</td>
<td>(2.16)</td>
<td>(1.43)</td>
<td>(1.35)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>QML</td>
<td>0.02</td>
<td>0.00</td>
<td>0.02</td>
<td>0.04</td>
<td>0.04</td>
<td>0.04</td>
<td>1.25</td>
<td>0.79</td>
</tr>
<tr>
<td></td>
<td>(0.25)</td>
<td>(0.66)</td>
<td>(2.29)</td>
<td>(1.35)</td>
<td>(1.28)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>QKF</td>
<td>0.02</td>
<td>0.00</td>
<td>0.03</td>
<td>0.04</td>
<td>0.05</td>
<td>0.05</td>
<td>0.73</td>
<td>0.33</td>
</tr>
<tr>
<td></td>
<td>(0.73)</td>
<td>(0.26)</td>
<td>(3.94)</td>
<td>(1.58)</td>
<td>(1.51)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>REP</td>
<td>1.22</td>
<td>1.38</td>
<td>1.48</td>
<td>1.23</td>
<td>1.49</td>
<td>1.55</td>
<td>1.10</td>
<td>1.25</td>
</tr>
<tr>
<td></td>
<td>(1.10)</td>
<td>(1.10)</td>
<td>(1.30)</td>
<td>(1.41)</td>
<td>(1.47)</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Note: The left 3 columns and right 3 columns are results obtained by using the asynchronous data generated through Bernoulli trials with success probabilities \(p_1\) for the first asset and \(p_2\) for the second asset from original data, which are synchronous and equally spaced with time interval between two consecutive observations equals to \(\Delta = 2s\) and \(\Delta = 12s\) respectively, and the correlation between two log-price processes equals to \(\rho\).

Table 6. Ratios \((\times 100)\) of root mean square errors and true values for elements of ICM \([\hat{\Sigma}_{11}, \hat{\Sigma}_{12}, \hat{\Sigma}_{22}]\) when data are asynchronous

<table>
<thead>
<tr>
<th>Parameters</th>
<th>(\Delta = 12s)</th>
<th>(\Delta = 4s)</th>
<th>(\rho = -0.5)</th>
<th>(p_1 = 0.5)</th>
<th>(p_2 = 0.8)</th>
<th>(\rho = 0.5)</th>
<th>(p_1 = 0.5)</th>
<th>(p_2 = 0.8)</th>
</tr>
</thead>
<tbody>
<tr>
<td>POL</td>
<td>0.23(9.30)</td>
<td>0.09(3.66)</td>
<td>3.58(10.4)</td>
<td>7.40(11.1)</td>
<td>6.98(10.4)</td>
<td>15.8(17.7)</td>
<td>10.6(11.7)</td>
<td>9.83(11.0)</td>
</tr>
<tr>
<td>QML</td>
<td>5.31(8.60)</td>
<td>3.14(5.99)</td>
<td>12.3(14.0)</td>
<td>6.20(16.0)</td>
<td>5.84(7.47)</td>
<td>1.75(7.25)</td>
<td>1.82(16.0)</td>
<td>1.55(7.48)</td>
</tr>
<tr>
<td>QKF</td>
<td>1.62(5.74)</td>
<td>0.09(5.64)</td>
<td>1.51(7.48)</td>
<td>0.19(5.74)</td>
<td>0.00(5.64)</td>
<td>1.51(7.48)</td>
<td>0.01(5.64)</td>
<td>0.00(5.64)</td>
</tr>
<tr>
<td>REP</td>
<td>1.50(5.74)</td>
<td>1.45(4.54)</td>
<td>1.69(5.74)</td>
<td>1.50(5.74)</td>
<td>1.45(4.54)</td>
<td>1.69(5.74)</td>
<td>1.50(5.74)</td>
<td>1.45(4.54)</td>
</tr>
</tbody>
</table>

Note: Results are 100 times the actual values, and obtained by using the asynchronous data generated through Bernoulli trials with success probabilities \(p_1\) and \(p_2\) for the first and second assets respectively from original data, which are synchronous and equally spaced with time interval between two consecutive observations equals to \(\Delta\). \(\hat{\rho}\) is the correlation between the noise in two assets. POL, QML, and QKF1 are obtained by assuming the covariance matrix of noises is a diagonal matrix, and QKF2 is obtained by assuming the covariance matrix of noises is a general covariance matrix.

approaches become worse when the sampling interval gets smaller. Since smaller sampling time interval means larger sample size, results in Table 6 clearly indicate a systematic bias due to the misspecification of \(A\). In contrast, we can see a better performance of the QKF approach that is with improved results with smaller \(\Delta\).

In the last experiment, we conduct a simulation for \(d = 10\). In this case, it is shown that the POL approach actually outperforms the QML approach (Liu and Tang, 2012) due to the large portion of data deleted in the data synchronization for the QML approach. Therefore, we only compare the performance between the POL approach and the QKF approach. We construct the \(20 \times 20\) dimensional correlation matrix of \((dW, dB)'\) as \((C_w - \text{diag}(\rho)'I_{10})\), where \(C_w\) is given in Table 7, and \(\rho = (\rho_1, \ldots, \rho_{10})'\) and other parameters in the Heston model are specified by setting \(\beta_j\) to be \((\sum_{i=1}^3 \beta_i/3)(1 + j - 5)/0.01\) for the \(j\)th asset with \(\beta_i\) representing \(\kappa, \sigma, \alpha, \lambda, \mu, \theta, \rho\), whose values are given in Table 1. We generate the synchronous data the same as in the first experiment and the asynchronous data the same as in the second experiment. Since the biases of the POL approach and the QKF approach are all small which are less than 5% of true values, we only report the relative efficiency (RE) of the QKF approach which is ratio of the RMSE of the QKF estimator and the POL estimator. Table 8 displays the REs for equally spaced synchronous data with time interval \(\Delta = 12s\). Table 9 are the relative efficiencies for asynchronous data which are generated through Bernoulli trials with success probability for the \(i\)th asset to be 0.6(1 + \(i - 5)/0.02\) (\(i = 1, \ldots, 10\)) from original equally spaced synchronous data with time interval \(\Delta = 6s\). Revised time scheme is then applied to synchronize the asynchronous data. We find that both Tables 8 and 9 confirm the
promising performance of the QKF approach that substantially improves the POL approach which requires minimal amount of data synchronization. This demonstrates the advantage and efficiency gain of the QKF approach without requiring data synchronization so that it utilizes all information for the observations.

### 3.2 Financial data analysis

We now illustrate the state space model approach in a financial trading data set with three stocks: IBM, Dell, and Microsoft. The data are obtained from the TAQ database where the first two trading days of 2007—January 4th and 5th—are considered. We organize three processes as \( Y = (\text{IBM}, \text{Dell}, \text{Microsoft}) \), so \( \hat{\Sigma}_{11} \) is the estimator of integrated volatility of IBM, and so on. \( \hat{\Sigma}_{ij} \) and \( \rho_{ij} \) \((i, j = 1, 2, 3)\) are the estimates of the corresponding covariance and correlation. We conduct the same cleaning procedure as in Barndorff-Nielsen, Hansen, Lunde, and Shepard (2011) before applying the methods. For comparison purposes, we also implement the method of in Aït-Sahalia, Fan, and Xiu (2010) which is denoted by POL since it utilizes a polarization identity. We also compare the proposed approach to the quasi-maximum likelihood approach of Liu and Tang (2012) which is denoted by QML. We note that both the POL and QML approaches require data synchronization, but the former only needs synchronized pairs. The refresh time scheme of (Barndorff-Nielsen, Hansen, Lunde, and Shepard, 2011) is applied for pre-processing the data for approaches that require synchronized data. Results are reported in Table 10 where the estimates of the ICV are multiplied by 252 for annualizing the volatilities and covariances.

From Table 10, we can see the three approaches estimate the volatilities and covariances with different values. On both days, the state space model approach estimates the volatilities with larger values while the estimates on January 5 for DELL is substantially higher than methods using synchronized data. This is the remarkable difference between methods because portion of data is deleted in the synchronization procedure. In the original data set, the number of trading records at different time points of IBM, DELL and Microsoft are 10,043, 10,884, and 12,316 respectively on January 4th, and are 9,832, 10,935, and 11,939 respectively on January 5th. After synchronization, the sample size of synchronized data is 6,536 on January 4th and 6,142 on January 5th. The differences between methods may be due to the fact that the data synchronization has “smoothed” the price process, which may have bi-fold impacts—it may have reduced the effect from the jump of the prices or it simply has eliminated some informative dynamics. It is worthwhile to further investigate on the impact due to data synchronization.

In addition, we also see that the QML approach and the QKF approach obtain different estimates by treating the microstructure noise \( \hat{\Sigma} \) of the microstructure noise differently, especially for the correlation estimates. For example, the correlation between IBM and MFT is estimated as 0.19 and 0.21 respectively by the QML and QKL approaches if \( \hat{\Sigma} \) is considered as a general covariance matrix. While the estimates become 0.10 and 0.15 if \( \hat{\Sigma} \) is considered as diagonal. Table 11 reports the estimated covariance and correlations of the microstructure noises. Though in general, correlations in Table 11 are small, some correlations take moderate values. As shown in our simulations, if the matrix \( \hat{\Sigma} \) is misspecified, there can be a bias incurring in the integrated covariance matrix estimation.

### 4. CONCLUSION

We consider a state space model for high frequency financial trading data. The state space model can naturally han-
Table 11. Estimators for the elements of the covariance matrix of noises contaminated in observations of IBM, DELL and MFT $\{A_{i,j}\}$ times $10^2$ and the correlations $\rho_{i,j}^2$

\begin{tabular}{c|ccc|ccc|cc}
04/01/2007 & $A_{11}$ & $A_{22}$ & $A_{13}$ & $\hat{\rho}_{12}^2$ & $\hat{\rho}_{13}^2$ & $\hat{\rho}_{23}^2$ & \\
POL & 0.06 & 3.50 & 1.28 & 0.08* & 0.17* & 0.01* & \\
QML$_1$ & 0.06 & 3.50 & 1.30 & 0.05* & 0.15* & 0.01* & \\
QKF$_1$ & 0.07 & 3.57 & 1.25 & 0.03* & 0.13* & 0.01 & \\
05/01/2007 & $A_{11}$ & $A_{22}$ & $A_{13}$ & $A_{12}$ & $A_{13}$ & $A_{23}$ & \\
POL & 0.03 & 22.7 & 3.69 & 0.17* & 0.23* & 0.01 & \\
QML$_1$ & 0.03 & 22.8 & 3.72 & 0.04* & 0.10* & 0.02 & \\
QKF$_1$ & 0.04 & 22.0 & 4.18 & 0.04* & 0.03* & 0.00* & \\
\end{tabular}

Note: 04/01/2007 means January 4th, 2007, similar for 05/01/2007. Original data are synchronized by refresh time scheme for the POL and QML approaches. QKF$_1$ is our new estimator obtained by combining the QML approach and Kalman filter together. QML$_1$ is the estimator developed in Liu and Tang (2012) and POL$_1$ is the estimator derived in Ait-Sahalia, Fan, and Xiu (2010). Values with stars at right head are minus.

A few problems remain open for further investigation. First, how to quantify and practically assess the impact due to the data asynchronicity is generally difficult because the mechanism lead to asynchronous data is complicated. The existing study generally assumes a special structure on the dependence between the price process and the observation times. Second, structural information from the market such as an industrial segment might be helpful for enhancing the performances of the estimating approaches. A study on how to incorporate such information in the framework of high frequency financial data analysis will be beneficial. Third, it is of great interest to investigate methods for assessing the level of uncertainties associated with the methods when dealing with asynchronous data.

**APPENDIX**

Lemma A.1. Let $A_{11}$ be the upper-left $d_j \times d_j$ block matrix of $A = B_j AB'_j = (A_{11}, A_{12})$. Giving the initial conditions $X_0 = \mu$, and $P_0 = \Sigma$, we have the following three results for the state space model (3):

(1) (Filtering). For $j = 1, 2, \ldots, n$,

$$
\begin{align*}
X_j^{-1} & = X_{j-1}^{-1} + \Sigma \Delta_j, \\
P_j^{-1} & = P_{j-1}^{-1} + \Sigma \Delta_j, \\
Y_j & = X_j^{-1} + K_j (\hat{Y}_j - \hat{B}_j X_j^{-1}), \\
P_j^\prime & = (I - K_j \hat{B}_j)P_j^{-1}.
\end{align*}
$$

where $\hat{Y}_j = (Y_j, B_j = (B_j^{(i)})$, and

$$
K_j = P_{j-1}^{-1}B_j^\prime (B_j P_{j-1}^{-1}B_j^\prime + \hat{A}_j)^{-1}.
$$

(2) (Smoothing). For $j = n, n-1, \ldots, 1$,

$$
\begin{align*}
X_j^{-1} & = X_{j-1}^{-1} + J_{j-1} (X_j^\prime - X_j^{-1} - J_{j-1}X_j^\prime), \\
P_j^{-1} & = P_{j-1}^{-1} + J_{j-1}(P_j^\prime - P_{j-1}^{-1}J_{j-1})^{-1}.
\end{align*}
$$

where

(3) Under the initial condition

$$
P_{n,n-1} = (I - K_n B_n)P_{n-1}^{-1}.
$$

the lag-one covariance smoother can also be derived as following: for $j = n, n-1, \ldots, 2$,

$$
P_{j-1,j-2} = P_{j-1}^{-1}J_{j-2} + J_{j-1}(P_{j-1}^\prime - P_{j-1}^{-1}J_{j-1})^{-1}.
$$

Lemma A.1 is an extension of Properties 6.1, 6.2 and 6.3 in Shumway and Stoffer (2006).

Proof of Lemma A.1. Since Kalman filter is based on updating the conditional expectation under increased information and previous information. Therefore, we firstly give the following well-know conclusion.

If

$$
\begin{pmatrix}
W_1 \\
W_2
\end{pmatrix} \sim N \left( \begin{pmatrix}
\mu_1 \\
\mu_2
\end{pmatrix}, \begin{pmatrix}
\Omega_{11} & \Omega_{12} \\
\Omega_{21} & \Omega_{22}
\end{pmatrix} \right),
$$

then

$$
\begin{align*}
W_2 | W_1 & \sim N(\mu_2 + \Omega_{21}\Omega_{11}^{-1}(w_1 - \mu_1), \Omega_{22} - \Omega_{21}\Omega_{11}^{-1}\Omega_{12}). \\
\end{align*}
$$

Denote that

$$
\gamma_j^s = \{V_j, V_{j+1}, \ldots, V_s, U_j, U_{j+1}, U_{j+2}, \ldots, U_s\},
$$

where $s > j$. Then for $h < j$, we can find that $y_h, V_h$, and $e_h = Y_h - E(Y_h|y_{h-1}) = Y_h - B_h \bar{X}_h^{-1}$ are independent of $\gamma_j^s$, and $Y_h$ and $e_j$ are independent as $e_j$ and $\bar{Y}_j$ are Gaussian random variables with covariance

$$
E(\epsilon_j \bar{Y}_h) = E \left\{ \bar{Y}_j \bar{Y}_h - E(\bar{Y}_j|Y_{j-1})\bar{Y}_h \right\}
$$

$$
= E \left\{ \bar{Y}_j \bar{Y}_h - E(\bar{Y}_j \bar{Y}_{h}|y_{j-1}) \right\} = 0.
$$

Therefore,

$$
\begin{align*}
X_j^{-1} & = E(X_j|y_{j-1}) = E(X_{j-1} + V_j|y_{j-1}) \\
& = E(X_{j-1}|y_{j-1}) + V_j \\
P_j^\prime & = E \left\{ (X_j - X_j^{-1}) (X_j - X_j^{-1})' \right\}
\end{align*}
$$
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which are (11) and (12). Next, we prove (13). To prove it, we firstly derive the joint distribution of \( X_j \) and \( \varepsilon_j \) conditional on \( y_{j-1} \). We have

\[
\text{Var}(\varepsilon_j|y_{j-1}) = \text{Var}(\varepsilon_j) = \text{Var}(\tilde{B}_j(X_j - X_j^{j-1}) + \tilde{U}_j) \\
= \tilde{B}_j P_j^{j-1} \tilde{B}_j' + \tilde{A}_j, \\
\text{Cov}(X_j, \varepsilon_j|y_{j-1}) = \text{Cov}(X_j, \tilde{Y}_j - \tilde{B}_j X_j^{j-1}|y_{j-1}) \\
= E \left( (X_j - X_j^{j-1}) \left( \tilde{B}_j(X_j - X_j^{j-1}) + U_j \right)'|y_{j-1} \right) \\
= P_j^{j-1} \tilde{B}_j'.
\]

The last equation is because \( X_j, X_j^{j-1} \) are independent of \( \tilde{U}_j \) and \( E(X_j^{j-1}(X_j - X_j^{j-1})|y_{j-1}) = 0 \). Then the joint distribution of \( X_j \) and \( \varepsilon_j \) conditional on \( y_{j-1} \) follows

\[
\begin{pmatrix}
X_j \\
\varepsilon_j
\end{pmatrix}
| y_{j-1}
\sim N \begin{pmatrix}
X_j^{j-1}
0
\end{pmatrix}, \begin{pmatrix}
P_j^{j-1} & P_j^{j-1} \tilde{B}_j' \\
P_j^{j-1} \tilde{B}_j & P_j^{j-1} \tilde{B}_j' \tilde{B}_j + \tilde{A}_j
\end{pmatrix}.
\]

Therefore, by (21) we have that

\[
\begin{align*}
X_j &= E(X_j|y_{j-1}, \gamma_j) \\
&= X_j^{j-1} + K_j \varepsilon_j \\
&= X_j^{j-1} + K_j (\tilde{Y}_j - \tilde{B}_j X_j^{j-1}) \\
&= X_j^{j-1} + K_j \tilde{B}_j (X_j - X_j^{j-1}) + K_j \tilde{U}_j,
\end{align*}
\]

where

\[
K_j = P_j^{j-1} \tilde{B}_j (\tilde{B}_j P_j^{j-1} \tilde{B}_j' + \tilde{A}_j)^{-1}.
\]

And,

\[
P_j = \text{Var}(X_j|y_{j-1}, \varepsilon_j) \\
= P_j^{j-1} - P_j^{j-1} \tilde{B}_j (\tilde{B}_j P_j^{j-1} \tilde{B}_j' + \tilde{A}_j)^{-1} \tilde{B}_j P_j^{j-1} \\
= (I - K_j \tilde{B}_j) P_j^{j-1},
\]

which is (15). Therefore, we have proven the conclusion for Kalman filter part of Lemma A.1.

Next, we prove the smoothing part of Lemma A.1. Since \( y_{j-1}, X_j - X_j^{j-1} \) and \( \gamma_j \) are mutually independent. Therefore, by applying (21), we have that

\[
\begin{align*}
E(X_j|y_{j-1}, \gamma_j) &= E(X_j|y_{j-1}, X_j - X_j^{j-1}, \gamma_j) \\
&= E(X_j|y_{j-1}, X_j - X_j^{j-1}) \\
&= X_j^{j-1} + J_{j-1}(X_j - X_j^{j-1}),
\end{align*}
\]

where the first equation is because \( X_j - X_j^{j-1} \) is independent of \( \gamma_j \). By applying (11), we have

\[
\begin{align*}
J_{j-1} &= \text{Cov}(X_j, X_j - X_j^{j-1}|y_{j-1}) \left( \text{Var}(X_j - X_j^{j-1}|y_{j-1}) \right)^{-1} \\
&= P_j^{j-1}(P_j^{j-1})^{-1}.
\end{align*}
\]

where the last equation is because

\[
\begin{align*}
P_j^{j-1} &= E[(X_j - X_j^{j-1})(X_j^{j-1} - X_j^{j-1})'] \\
&= E((X_j - X_j^{j-1})(X_j^{j-1} - X_j^{j-1})'X_j^{j-1}) = P_j^{j-1}.
\end{align*}
\]

Then (16) are proven by

\[
\begin{align*}
X_{j-1}^n &= E(X_j|y_n) \\
&= E(E(X_j|y_{j-1}, X_j - X_j^{j-1}, \gamma_j)|y_n) \\
&= X_j^{j-1} + J_{j-1}(X_j^n - X_j^{j-1}).
\end{align*}
\]

Therefore

\[
\begin{align*}
X_{j-1}^n - X_{j-1}^{j-1} + J_{j-1}X_n &= X_{j-1} - X_{j-1}^{j-1} + J_{j-1}X_j^n,
\end{align*}
\]

Hence by taking expectation of each side of (24) multiplied by the transpose of itself, we have

\[
\begin{align*}
P_{j-1}^{n+1} + J_{j-1} E(X_j^n X_j^n)'J_{j-1} \\
&= P_{j-1}^{j-1} + J_{j-1} E(X_j^{j-1} X_j^{j-1}')J_{j-1}
\end{align*}
\]

where the last equation is because \( E(X_j^n(X_j - X_j^n)' = 0 \) and \( E(X_j^{j-1}(X_j - X_j^{j-1})') = 0 \), which can be obtained by firstly denoting

\[
\tilde{X}_j^h = X_h - X_j^h,
\]

and then for \( h \leq l, h \leq i \) and \( l \leq j \),

\[
\begin{align*}
E(\tilde{V}_j \tilde{X}_j^i) &= 0, \\
E(\tilde{X}_j^h \tilde{X}_j^i) &= E(X_j^h (X_j - X_j^i)') \\
&= E \left( E(X_j^h X_j|y_i) \right) - E \left( X_j^h X_j' \right) \\
&= E \left( X_j^h X_j' \right) - E \left( X_j^h X_j' \right) = 0,
\end{align*}
\]

and for \( h \geq l, h \leq i \) and \( l \leq j \),

\[
\text{State space model with high frequency data 473}
\]
\[ E \left( X^h_j X^j_j \right) = E \left\{ X^h_j (X_j - X^j_j) \right\} \]
\[ = E \left\{ E \left( X^h_j X^j_j | y_h \right) \right\} - E \left( X^h_j X^j_j \right) \]
\[ = E \left( X^h_j X^j_j \right) - E \left( X^h_j X^j_j \right) = 0. \]

On the other hand, since
\[ E(X^j_j X^{n_2}_j) = E(X_j X^j_j) - P^n_j = E(X_{j-1} X^{j-1}_j) + \Sigma_{j-1} - P^\prime_j \]
\[ = E(X^j_j X^{j-1}_j) + P^{j-1}_j + \Sigma_{j-1} - P^n_j \]
\[ = E(X^j_j X^{j-1}_j) + P^{j-1}_j - P^n_j \]

by realizing \( V_j \) is independent of \( X_{j-1} \) and (12), therefore we obtain equation (17) by combining (25) and above equation.

The lag-one covariance smoother can also be proven by direct calculation. By (11) and (22) we have
\[ P^{j-1}_j = E \left( \hat{X}^j_{j-1} \right) \]
\[ = E \left\{ \left( \hat{X}_{j-1}^j - K_j (\hat{B}_j X_{j-1}^j + \hat{U}_j) \right) \right\} \]
\[ = P^{j-1}_j - K_j \hat{B}_j P^{j-1}_j - P^{j-1}_j B_j K_j \]
\[ = P^{j-1}_j - K_j \hat{B}_j P^{j-1}_j + A_j K_j \]
\[ + P^{j-1}_j B_j K_j \]
\[ = (I - K_j \hat{B}_j) P^{j-1}_j + A_j K_j \]

The fourth equation is because (23) and (15). Therefore (19) is proven by above and letting \( j = n \).

To proof (20), we use (24) to have
\[ (X^{n_2}_j - 1) + J_{j-1} X_{j-2}^j + J_{j-2} X_{j-3}^j \]
\[ = (X^{j-1}_j + J_{j-1} X_{j-2}^j + J_{j-2} X_{j-3}^j) \]

And, on the other hand, we have
\[ E \left( X^j_j X^{n_2}_j \right) = 0, E \left( \hat{X}^n_j - X^j_j \right) = 0, E \left( \hat{X}_{j-1}^j X_{j-2}^j \right) = 0 \]

by (26). Combining above three equations, (16), (27), and \( X_{j-1}^j = (I - K_{j-1} B_{j-1}) X_{j-2}^j + K_{j-1} \hat{U}_{j-1} \) obtained from (22), we have
\[ P^{j-1}_j = E \left\{ \left( \hat{X}_{j-1}^j + J_{j-1} X_{j-2}^j \right) \left( \hat{X}_{j-2}^j + J_{j-2} X_{j-3}^j \right) \right\} \]
\[ = J_{j-1} E(X_j X^{n_2}_j) \]
\[ = (I - K_{j-1} B_{j-1}) P^{j-2}_j + J_{j-1} K_{j-1} \hat{B}_{j-1} P^{j-2}_j + J_{j-1} \left\{ E(X_j X^{n_2}_j) - E(X_j X^{n_2}_j) \right\} \]

as \( P^{j-1}_j = (I - K_{j-1} B_{j-1}) P^{j-2}_j + J_{j-1} K_{j-1} \hat{B}_{j-1} P^{j-2}_j + J_{j-1} \left( E(X_j X^{n_2}_j) - E(X_j X^{n_2}_j) \right) \)

Moreover, since
\[ E(X_{j-1}^j X_{j-2}^j - 1) = E(X_j X^{n_2}_j) \]
\[ = \left\{ E(X_j X^{n_2}_j) - E(X_j X^{n_2}_j) \right\} \]
\[ = \left\{ E(X_j X^{n_2}_j) - E(X_j X^{n_2}_j) \right\} \]
\[ = P^{n_1}_j - (P^{j-2}_j + \Sigma_j) \]

by (13) and (23), therefore by (12) and (14) we have
\[ P^{j-1}_j = P^{j-1}_j + J_{j-1} \left\{ P^{n_1}_j - \left( P^{j-2}_j - K_{j-1} B_{j-1} P^{j-2}_j \right) \left( J_{j-2} - 1 \right) \right\} \]
\[ = P^{j-1}_j + J_{j-1} \left( P^{j-1}_j - K_{j-1} B_{j-1} P^{j-1}_j \right) \]

which is actually (20). Therefore, we finished the proof of Lemma A.1.
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