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An important scientific objective of longitudinal studies involves tracking the probability of a subject having certain health status over the course of the study. Proper definitions and estimates of disease risk tracking have important implications in the design and analysis of long-term biomedical studies and in developing guidelines for disease prevention and intervention. We study in this paper a class of “rank-tracking probabilities” (RTP) to describe a subject’s conditional probabilities of having certain health outcomes at two different time points. Structural nonparametric estimation and inferences for the RTPs and their functions are developed based on nonparametric mixed-effects models and B-spline smoothing methods. Statistical properties of our procedures are investigated through a simulation study. We apply our methods to an epidemiological study of childhood cardiovascular risk factors, and demonstrate that the RTPs and their nonparametric estimators provide useful tools to quantitatively evaluate whether the cardiovascular risks, such as obesity and hypertension, can be tracked from early childhood to adolescence.


Keywords and phrases: Basis approximation, Conditional distribution, Longitudinal study, Mixed model, Time-varying coefficient model, Rank-tracking probability.

1. INTRODUCTION

Because the subjects are repeatedly measured over time, longitudinal studies are commonly used in biomedical research for the evaluation of population-means or subject-specific temporal trends of the outcome variables. Most statistical methods in longitudinal analysis, such as the mixed-effects models or nonparametric regression models, are focused on evaluating the effects of time and covariates on the conditional-means of the outcome variables with the potential serial correlations taken into account. Recent summaries of longitudinal methods can be found, for example, in Verbeke and Molenberghs (2000), Diggle et al. (2002) and Fitzmaurice et al. (2009), among others. In addition to the conditional-mean based regression approaches, conditional-distribution or quantile based regression models have also been shown to be an effective tool for the analysis of repeated measurements data (e.g., Hall et al., 1999; Wei et al., 2006; Wu et al., 2010). These methods focus on evaluating the covariate effects on the distributions of the outcome variables over time, and may lead to better interpretations when the underlying scientific objectives are specified by the distribution functions.

In addition to the above regression analysis, many biomedical studies require the evaluation of subjects at multiple time points. An important scientific objective of longitudinal studies is to track the likelihood of a subject having certain health status at a later time point given the subject’s health status at an earlier time point. Kavey et al. (2003) discussed the importance of tracking the cardiovascular risk factors over the years beginning in childhood with regard to primary prevention of the subsequent cardiovascular disease in adulthood. The existing statistical methods for longitudinal analysis mentioned above, although useful in various settings, do not provide a direct measure for this type of “tracking ability” of disease risk factors. Another class of statistical methods that is somewhat relevant to the concept of tracking ability is the estimation of serial correlations across different time points. Intuitively, if a subject’s health conditions at different time points are positively correlated, then subjects with undesirable health status at an earlier time are expected to be more likely to have undesirable health status at a later time. Statistical evidence for the strength of correlation is then presented by the estimates of the covariance matrices. Some recent covariance estimation methods are discussed, for example, in Wu and Pourahmadi (2003) and Fan and Wu (2008). Serial correlations, however, may give some evidence of the tracking ability, but are insufficient to be used as a quantitative measure of the likelihood of risk factor tracking over time.

The National Growth and Health Study (NGHS) is a good example that illustrates the importance of developing a novel statistical quantity to directly measure the tracking probability under this context. This is a large epidemiological study of childhood growth and cardiovascular risks of 2,379 girls, who were 9 or 10 years old at enrollment,
with up to 10 annual visits during 1986–1997 and detailed anthropometric and laboratory measurements obtained during each visit (NCHS, 1992). Previous publications, such as Daniels et al. (1998) and Obarzanek et al. (2010), investigated the effects of age, race and obesity on the cardiovascular risk factors, such as blood pressures (BP), using the conditional-mean based methods. One question that has not been investigated for the NGHS data is: What is the probability that a girl, who had obesity or hypertension at a younger age, will still have such high risk factors at an older age? Since obesity and hypertension of a child are defined by the conditional distributions and conditional quantiles of body mass index (BMI) and BP given the child’s age, gender and height (NHBPEP, 2004; Obarzanek et al., 2010), an appropriate answer to this question may be used to justify longitudinal studies in young children and track those who are already overweight or hypertensive.

We study in this paper the estimation of a class of conditional probabilities, namely the “rank-tracking probabilities” (RTP), to quantitatively measure a subject’s conditional probabilities of having certain health status at two different time points. The RTPs and their nonparametric estimators have been recently studied by Wu and Tian (2013a) with discrete and time-invariant covariates and Wu and Tian (2013b) under a two-step local smoothing method with time-varying covariates or time-dependent covariates. In some applications, we may not need the condition of X. The rest of the paper is organized as follows. We introduce the definitions of the RTPs and RTPRs in Section 2, derive the estimation methods and their bootstrap confidence intervals in Section 3, and present in Section 4 and Section 5 the application of our procedures to the NGHS data and the results from our simulation study, respectively. In Section 6, we discuss some potential extensions and modeling approaches for the RTPs and their applications in longitudinal studies.

2. RANK-TRACKING PROBABILITIES

2.1 Data structure and assumptions

We consider a data structure that is both mathematically tractable and commonly used in longitudinal studies. Following the NGHS design (NCHS, 1992), we assume that our longitudinal sample contains n independent subjects and the ith subject has ni number of visits at time points tij ∈ T, where T is the time interval of the study. At any time t ∈ T, Y(t) is the real-valued outcome variable and X(t) = (X1(t), … , XP(t))T is the RP-valued covariate vector including time-invariant baseline covariates or time-dependent covariates. The observed longitudinal sample for {X(t), Y(t), t} is {X(t1), Y(t1), t1; j = 1, … , ni, i = 1, … , n}. While the study investigators usually prespecify the numbers of visits and each visit time at the design stage, in practice, the actual visit times and the number of visits may vary across individual subjects.

2.2 Rank-tracking probabilities

In many situations, a subject’s health status is determined by its rank relative to the population of interest, such as quantiles or conditional quantiles, of certain outcome variables. This is particularly important in pediatric studies, since risk classifications established for adults may not be appropriate for children. To introduce the idea of “rank-tracking”, we consider first the case of time-invariant covariate, i.e., X(t) ≡ X for all t ∈ T. For any t ∈ T, we have a risk set A(X, t) such that the health status of a subject at time t is determined by whether Y(t) ∈ A(X, t). For example, Y(t) is the BMI for young girls, and A(X, t) is the set of overweight and obese girls at age t defined by the 85th percentile of the CDC growth chart (Obarzanek et al. 2010).

Following the definition of Wu and Tian (2013a), for a given set X and a subject with covariate X ∈ X, the tracking ability of Y(t) at any two time points s1 < s2 can be measured by the conditional probability of Y(s2) ∈ A(X, s2) given Y(s1) ∈ A(X, s1) and X ∈ X. A natural definition for the RTP based on A(·, ·) at s1 < s2 is

\[ \text{RTP}_A(s_1, s_2; X) = P \left[ Y(s_2) \in A(X, s_2) \mid Y(s_1) \in A(X, s_1), X \in X \right]. \]

In some applications, we may not need the condition of X ∈ X, so that X is chosen to be the entire space of the covariates and the RTP is

\[ \text{RTP}_A(s_1, s_2) = P \left[ Y(s_2) \in A(X, s_2) \mid Y(s_1) \in A(X, s_1) \right]. \]

When A(·, ·) does not depend on X, RTP_A(s1, s2; X) = P[Y(s2) ∈ A(s2) | Y(s1) ∈ A(s1), X ∈ X] and RTP_A(s1, s2) = P[Y(s2) ∈ A(s2) | Y(s1) ∈ A(s1)].

In general, both the outcome Y(t) and the risk set A(·, ·) may depend on the time-varying covariates X(t). The results of Thompson et al. (2007) and Obarzanek et al. (2010)
suggest that tracking the risk factors of cardiovascular disease, such as BP and lipids, depends on the subject’s time-varying covariates, such as height and BMI. In this case, we have a time-varying subset $\mathcal{X}(t)$ for the covariates and a risk set $\{X(t), A[X(t), t]\}$. Substituting $\{X(t), A[X(t), t]\}$ of (1) with $\{X(t), A[X(t), t]\}$ and conditioning on $X(s_1) \in \mathcal{X}(s_1)$, the RTP is

$$\text{RTP}_A \left[ s_1, s_2; \mathcal{X}(s_1) \right] = P \left\{ Y(s_2) \in A[X(s_2), s_2] \mid Y(s_1) \in A[X(s_1), s_1], X(s_1) \in \mathcal{X}(s_1) \right\}.$$ 

Similarly, if $\mathcal{X}(s_1)$ is the entire space of the covariates at time $s_1$, the RTP, which generalizes (2) to time-varying covariates $X(t)$, is

$$\text{RTP}_A \left( s_1, s_2 \right) = P \left\{ Y(s_2) \in A[X(s_2), s_2] \mid Y(s_1) \in A[X(s_1), s_1] \right\}.$$ 

Other special cases, such as $A[X(t), t] \equiv A(t)$, may be derived from (3) and (4). Although the choices of $A(\cdot, \cdot)$ depend on the specific scientific objectives, it is common in biomedical studies to define the health status at time $t$ based on the conditional quantiles of $Y(t)$ given $X(t)$, so that $A[X(t), t]$ may be specified as

$$A_A(X(t), t) = \left\{ Y(t) : Y(t) > q_{0.5}[t, X(t)] \right\},$$

where $q_{0.5}[t, X(t)]$ is the (100 x $\alpha$)th quantile of $Y(t)$ given $X(t)$.

2.3 Rank-tracking probability ratios

The strength of “rank-tracking ability” is measured by comparing $\text{RTP}_A \left[ s_1, s_2; \mathcal{X}(s_1) \right]$ with $P_A[s_2; \mathcal{X}(s_1)] = P \{ Y(s_2) \in A[X(s_2), s_2] \mid X(s_1) \in \mathcal{X}(s_1) \}$, and $\text{RTP}_A \left( s_1, s_2 \right)$ with $P_A(s_2) = P \{ Y(s_2) \in A[X(s_2), s_2] \}$. Thus, it is convenient to measure the “rank-tracking abilities” of $Y(t)$ by the RTP-Ratios (RTPRs),

$$\text{RTPR}_A \left[ s_1, s_2; \mathcal{X}(s_1) \right] = \text{RTP}_A \left[ s_1, s_2; \mathcal{X}(s_1) \right] / P_A[s_2; \mathcal{X}(s_1)]$$

where $P_A[s_2; \mathcal{X}(s_1)] = P \{ Y(s_2) \in A[X(s_2), s_2] \mid X(s_1) \in \mathcal{X}(s_1) \}$, and

$$\text{RTPR}_A \left( s_1, s_2 \right) = \text{RTP}_A \left( s_1, s_2 \right) / P_A(s_2),$$

respectively. For the RTP of (3), the strength of “rank-tracking ability” is measured by comparing $\text{RTPR}_A \left[ s_1, s_2; \mathcal{X}(s_1) \right]$ with 1. If $\text{RTPR}_A \left[ s_1, s_2; \mathcal{X}(s_1) \right] = 1$, $Y(s_1)$ has no “tracking ability” for $Y(s_2)$. If $\text{RTPR}_A \left[ s_1, s_2; \mathcal{X}(s_1) \right] < 1$, $Y(s_1)$ has “negative tracking ability” for $Y(s_2)$. The strength of “positive tracking ability” is then determined by how much $\text{RTPR}_A \left[ s_1, s_2; \mathcal{X}(s_1) \right]$ is larger than 1. Both the RTPs and RTPRs are useful tools for identifying the risk factors with strong “rank-tracking abilities” in longitudinal studies, which may be used to develop new guidelines and intervention strategies for early disease prevention.

3. METHODS OF ESTIMATION AND INFERENCES

We establish a class of smoothing methods based on B-spline approximations for the estimation and inferences of the RTPs in (3) and (4) and the RTPRs in (6) and (7). When the covariates are discrete and time-invariant, non-parametric estimation based on kernel smoothing has been studied by Wu and Tian (2013a). For the more general situations that involve continuous and time-varying covariates, the kernel methods may be computationally infeasible because of the well-known “curse of dimensionality”. Our proposed estimation methods have the advantage of incorporating multiple continuous and time-dependent covariates.

3.1 Nonparametric mixed-effects models

As a natural extension of the linear mixed-effects models, global smoothing through basis approximations is a popular approach in nonparametric longitudinal analysis. For the simple case of evaluating $\{Y(t), t ; t \in T\}$ without covariates, Shi et al. (1996) and Rice and Wu (2001) suggested to model $Y_i(t)$ at time $t$ by the nonparametric mixed-effects model, 

$$Y_i(t) = \mu(t) + \zeta_i(t) + \epsilon_i(t),$$

where $\mu(t)$ is the mean curve of $Y_i(t)$, $\zeta_i(t)$ is the random departure from $\mu(t)$ for the $i$th subject with $E[\zeta_i(t)] = 0$, and $\epsilon_i(t)$ are the mean zero measurement errors.

When a set of covariates $X(t)$ is incorporated, Liang et al. (2003) proposed a class of multivariate extensions of (8). For simplicity, we illustrate the case of a single covariate $X(t)$ with $P = 1$. The case of multivariate covariates can be extended analogously. Let $\{Y_i(t), X_i(t)\}$ be the outcome and covariate of the $i$th subject at time $t$, $\beta_0(t), \beta_1(t)$ be two smooth functions of $t$, $\beta_0(t) = \beta_0(t) + \gamma_0(t)$ and $\beta_1(t) = \beta_1(t) + \gamma_1(t)$. $\{\gamma_0(t), \gamma_1(t)\}$ be the mean zero stochastic processes that represent the individual random deviations. The mixed-effects varying-coefficient model of Liang et al. (2003) is

$$Y_i(t) = \beta_0(t) + X_i(t) \beta_1(t) + \epsilon_i(t),$$

where $\epsilon_i(t)$ are mean zero measurement error processes with $\rho_i(s, t) = \text{cov} \{ \epsilon_i(s), \epsilon_i(t) \}$. $\epsilon_i(t)$ and $\{\gamma_0(t), \gamma_1(t)\}$ are mutually independent for given $i$ and $\{\epsilon_i(t), \gamma_0(t), \gamma_1(t)\}$ is independent for $i \neq k$.

When the model structure of (9) does not hold, Zhou et al. (2008) suggested a joint model framework for predicting the multivariate subject-specific trajectories of correlated time-dependent curves. The approach of Zhou
et al. (2008) does not need the distinction between outcome and covariate variables, but requires the specification of the joint model correlation structures of the time-dependent curves.

3.2 B-spline estimation and prediction of trajectories

Under the data structure of Section 2.1, e.g., the NGHS design, the correlation structures of the data are completely unknown, and our objective is to estimate the RTPs and RTRPs nonparametrically. The first step is to estimate the coefficient curves and predict the outcome trajectories based on the mixed-effects models of (8) and (9) with B-spline basis approximations. Other smoothing methods, such as smoothing splines and penalized splines, may also be applied for curve estimation and outcome trajectory prediction. We focus on B-splines because of their good numerical properties and simplicity in practical implementation.

When B-splines are used for (9), we have the approximations $\hat{b}_0(t) \approx b_0(t) T \xi_0$, $\hat{b}_1(t) \approx b_1(t) T \xi_1$, $\hat{\gamma}_0(t) \approx b_0(t) T \eta_1$, and $\hat{\gamma}_1(t) \approx b_1(t) T \phi_1$ based on the B-spline basis functions $b_0(t) = b_0(t_0, \ldots, b_0(t_m)) T$ and $b_1(t) = (b_1(t_1), \ldots, b_1(t_q)) T$ for some integers $m, q > 0$. Here $\xi_0 = (\xi_{01}, \ldots, \xi_{0m}) T$ and $\xi_1 = (\xi_{11}, \ldots, \xi_{1q}) T$ are the vectors of coefficients for the fixed-effects components, $\eta_1 = (\eta_{11}, \ldots, \eta_{1m}) T$ and $\phi_1 = (\phi_{11}, \ldots, \phi_{1q}) T$ are the vectors of coefficients for the subject-specific normal random components with mean zero and covariance matrices $\Gamma$ and $\Phi$. If we denote by $Y_i$ and $X_i$ the column vectors consisting of the observed $Y_i(t_i)$ and $X_i(t_i)$ values at the time points $t_1 = (t_{i1}, \ldots, t_{im})$, $B_0$ and $B_1$ the corresponding $n_i \times m$ and $n_i \times q$ spline basis matrices, and $\epsilon_i$ the measurement errors evaluated at these time points, respectively, the B-spline approximation for (9) is

$$Y_i = B_0(\xi_0 + \eta_i) + B_1(\xi_1 + \phi_i) * X_i + \epsilon_i,$$

where “*” denotes a component-wise product. The B-spline approximation for (8) is simply $Y_i = B_0(\xi_0 + \eta_i) + \epsilon_i$.

For a given distribution function of $\epsilon_i$, such as $\epsilon_i \sim N(0, \Sigma)$, the maximum likelihood estimators (MLEs) or the restricted MLEs of $\{\xi_0, \xi_1, \Sigma, \Gamma, \Phi\}$ are $\hat{\xi}_0, \hat{\xi}_1, \hat{\Sigma}, \hat{\Gamma}, \hat{\Phi}$, and the best linear unbiased predictors (BLUPs) of the random effects $\hat{\eta}_i$ and $\hat{\phi}_i$ can be computed by the EM algorithm as described in Liang et al. (2003). By plugging in the coefficient estimates for the $i$th subject at any time point $t$, the predicted trajectory curve for the $i$th subject can be computed by

$$\hat{Y}_i(t) = b_0(t) T (\hat{\xi}_0 + \hat{\eta}_i) + b_1(t) T (\hat{\xi}_1 + \hat{\phi}_i) X_i(t).$$

For the estimation and prediction of (8), only $\xi_0$ and $\eta_1$ need to be estimated, so that the predicted subject-specific outcome trajectory curve is

$$\hat{Y}^*_i(t) = b_0(t) T (\hat{\xi}_0 + \hat{\eta}_i).$$

When the time-varying covariate $X_i(t)$ are measured with errors, we can approximate $X_i(t)$ by a smoothing function with a random component as in model (8),

$$X_i(t) = \mu(t) + \zeta(t) + u_i(t),$$

and use similar B-spline basis approximations to compute $\hat{\mu}(t)$, the estimator of the mean curve $\mu(t)$, and $\hat{\zeta}(t)$, the predicted subject-specific curve $\zeta(t)$. The predicted subject-specific trajectory curve $\hat{X}_i(t)$ for $X_i(t)$ can be obtained by setting $u_i(t) = 0$ and substituting $\{\hat{\mu}(t), \hat{\zeta}(t)\}$ of (13) with $\{[\hat{\mu}(t), \hat{\zeta}(t)]\}$.

Remark 3.1. The predicted subject-specific trajectory curves $\hat{X}_i(t)$ can be used in the RTP and RTRP estimation when $X_i(t)$ are expected to have measurement errors. When the mixed-effects varying-coefficient model (9) is satisfied, and $X_i(t)$ are measured with errors, Liang et al. (2003) suggests replacing the observed $X_i(t)$ in model (9) with the predicted curves $\hat{X}_i(t)$ to correct the measurement errors in $X_i(t)$. Thus in the first approach, we use $\{\hat{Y}_i(t), \hat{X}_i(t); i = 1, \ldots, n\}$ from models (9) and (13) to estimate the RTPs and RTRPs. Note that the predicted trajectory curves $\hat{Y}_i(t)$ from (9) depend on the linear relationship between $Y_i(t)$ and $X_i(t)$ at each time point $t$, so that it may not be appropriate to estimate the RTPs and RTRPs based on $\hat{Y}_i(t)$ when the time-varying model (9) does not necessarily hold. Thus as an alternative approach, for the more general case that (9) is not satisfied and the actual relationship between $Y_i(t)$ and $X_i(t)$ is unknown, a plausible unstructured nonparametric approach is to first compute the trajectories $\hat{Y}^*_i(t)$ and $\hat{X}_i(t)$ from the mixed-effects models (8) and (13), respectively, and then estimate the RTPs and RTRPs based on the available $\{\hat{Y}^*_i(t), \hat{X}_i(t); i = 1, \ldots, n\}$. For the cases with more than one covariate $X_i(t)$, i.e., $P > 1$ in $X_i(t)$, each continuous time-varying component of the $X_i(t)$ may be predicted by model (13) separately. For multivariate covariates in models (9) and (10), the same estimation methods can be applied by a simple modification of the design matrix.

3.3 Estimation with predicted outcome trajectories

We present the estimation and inferences of the RTPs and RTRPs based on the predicted trajectory curves obtained under three scenarios: (a) the mixed-effects model of (8) without covariates, (b) the mixed-effects varying-coefficients model of (9), and (c) the combined unstructured mixed-effects models of (8) and (13). Each scenario is a special case of the later one. Because different predicted trajectory curves are used under each of these scenarios, the estimation methods for the RTPs and RTRPs are different.

3.3.1 Estimation without covariates

We first consider the estimation of the RTPs and RTRPs based on the observations $\{Y_i(t_j); j = 1, \ldots, n_i, i = \ldots, n\}$.
1, \ldots, n} without covariates. By (1), the RTP is
\begin{equation}
\text{RTP}_A(s_1, s_2) = \frac{E \{l(Y_{s_2} \in A(s_2), Y_{s_1} \in A(s_1))\}}{E \{l(Y_{s_1} \in A(s_1))\}},
\end{equation}
where \(l(.)\) is the indicator function and \(A(t)\) is a prespecified and known risk set at time \(t\), such as \(A_0(t) = \{Y(t) : Y(t) > q_\alpha(t)\} \) with \(q_\alpha(t)\) being the known \((100 \times \alpha)\)th quantile of \(Y(t)\). The \(\text{RTPR}_A(s_1, s_2)\) of (6) is given by dividing \(\text{RTP}_A(s_1, s_2)\) of (14) by \(E \{l(Y_{s_2} \in A(s_2))\}\). The estimator of \(\text{RTP}_A(s_1, s_2)\) based on the predicted curves of (12) is
\begin{equation}
\hat{\text{RTP}}_A(s_1, s_2) = \frac{\sum_{i=1}^{n}1 \{\hat{Y}_s^*(s_2) \in A(s_2), \hat{Y}_s^*(s_1) \in A(s_1)\}}{\sum_{i=1}^{n}1 \{\hat{Y}_s^*(s_1) \in A(s_1)\}},
\end{equation}
and the estimator of \(\text{RTPR}_A(s_1, s_2)\) is
\begin{equation}
\hat{\text{RTPR}}_A(s_1, s_2) = \frac{\hat{\text{RTP}}_A(s_1, s_2)}{(1/n) \sum_{i=1}^{n}1 \{\hat{Y}_s^*(s_2) \in A(s_2)\}}.
\end{equation}
where \(\hat{Y}_s^*(t) = \hat{\mu}_s(t) + \hat{\epsilon}_s(t)\), \(\hat{\mu}_s(t)\) is the B-spline predicted trajectory curves given in (12) and \(\hat{\epsilon}_s(t)\) is the estimated errors.

In some cases, \(A(.)\) is not known and has to be estimated from the same sample that is used to estimate the RTPs and RTPRs. For example, the \((100 \times \alpha)\)th quantile \(q_\alpha(t)\) used in \(A_0(t)\) may not be known for a given study population and has to be estimated from the predicted trajectories. We describe in Section 3.3.4 a split sample approach for dealing with such situations.

**Remark 3.2.** Because \(\hat{Y}_s^*(t)\) is the subject-specific mean curve for the \(i\)th subject at \(t\), we need to use \(\hat{Y}_s^*(t)\), which includes the random measurement errors of the subject, in the estimators (15) and (16), instead of using \(\hat{\mu}_s(t)\) alone. Here, the estimated errors \(\hat{\epsilon}_s(t)\) may be computed from the fitted model residuals or from the maximum likelihood estimators of \(\epsilon_i(t)\) in model (8). If the estimated measurement errors \(\hat{\epsilon}_s(t)\) were ignored and \(\hat{Y}_s^*(t)\) in (15) and (16) were replaced by \(\hat{\mu}_s(t)\), the estimators of \(\text{RTP}_A(s_1, s_2)\) and \(\text{RTPR}_A(s_1, s_2)\) could be biased. The potential biases of replacing \(\hat{Y}_s^*(t)\) with \(\hat{\mu}_s(t)\) in (15) and (16) can be seen from a simulation. The asymptotic results of the estimators warrant further research.

### 3.3.2 Estimation with mixed-effects varying-coefficient models

When the model (9) is satisfied with a time-varying covariate vector \(X(t)\), we can compute the B-spline predicted subject-specific trajectory curves \(\hat{Y}_s(t)\) and \(\hat{X}_s(t)\) from (11) and (13), respectively. For a given time-varying subset \(\mathcal{X}(s_1)\) at time \(s_1\), we estimate the RTPs of (3) and (4) by
\begin{equation}
\hat{\text{RTP}}_A[s_1, s_2; \mathcal{X}(s_1)] = \frac{\sum_{i=1}^{n}1 \{\hat{Y}_s^*(s_2) \in A(s_2), \hat{Y}_s^*(s_1) \in A(s_1)\}}{\sum_{i=1}^{n}1 \{\hat{Y}_s^*(s_1) \in A(s_1)\}},
\end{equation}
where \(\hat{Y}_s(t) = \hat{\mu}_s(t) + \hat{\epsilon}_s(t)\) and \(\hat{\epsilon}_s(t)\) is the maximum likelihood estimator of \(\epsilon_i(t)\) or the estimated error computed from the fitted model residuals. Based on (17) and (18), the estimators of the corresponding RTPRs are given by
\begin{equation}
\hat{\text{RTPR}}_A[s_1, s_2; \mathcal{X}(s_1)] = \frac{\hat{\text{RTP}}_A[s_1, s_2; \mathcal{X}(s_1)]}{(1/n) \sum_{i=1}^{n}1 \{\hat{Y}_s(s_2) \in A(s_2)\}},
\end{equation}
where \(n_X = \sum_{i=1}^{n}1 \{\hat{X}_s(s_2) \in \mathcal{X}(s_1)\}\), and
\begin{equation}
\hat{\text{RTPR}}_A(s_1, s_2) = \frac{\hat{\text{RTP}}_A(s_1, s_2)}{(1/n) \sum_{i=1}^{n}1 \{\hat{X}_s(s_2) \in \mathcal{X}(s_1)\}}.
\end{equation}

**Remark 3.3.** The predicted covariate trajectories \(\hat{X}_s(t)\) are used in (17) through (20) for the cases that \(\hat{X}_s(t_{ij})\) are expected to have measurement errors. When \(\hat{X}_s(t_{ij})\) are not expected to have measurement errors or \(\hat{X}_s(t_{ij})\) are time-invariant baseline covariates, the observed \(X(t_{ij})\) are used. In addition to estimators in (17) through (20), which rely on the predicted trajectory curves \(\hat{Y}_s(s_1), \hat{Y}_s(s_2)\), an alternative method for the estimation of the RTPs and RTPRs based on the model (9) is to first estimate the mean, variance and covariance curves of (9) using the procedures described in Liang et al. (2003), and then estimate the RTPs and RTPRs based on the estimated mean, variance and covariance curves and the assumptions that the random effects and the measurement errors of (9) and (13) have normal distributions. This estimation approach gives similar results to our estimators of (17) through (20) in our simulation study when the normal distribution assumptions on (9) hold.

### 3.3.3 Estimation with unstructured mixed-effects models

For the general situations that the time-varying linear structure of (9) may not hold, we approximate the subject-specific curves of \(Y_i(t)\) and \(X_i(t)\) using B-splines on (8) and (13), respectively. When \(X_i(t)\) is multivariate with \(P > 1\), (13) is used to approximate each component of \(X_i(t)\). Based on the predicted trajectory curves \(\{\hat{Y}_s^*(t), \hat{X}_s(t) ; i = 1, \ldots, n\}\), we obtain \(\{\hat{Y}_s^*(t) ; i = 1, \ldots, n\}\) as in (16), and
compute the estimators $\hat{\text{RTP}}_A(s_1, s_2; \mathcal{X}(s_1))$, $\hat{\text{RTP}}_A(s_1, s_2)$, $\hat{\text{RTPR}}_A(s_1, s_2; \mathcal{X}(s_1))$ and $\hat{\text{RTPR}}_A(s_1, s_2)$ by substituting $(Y_i(s_1), \tilde{Y}_i(s_2))$ with $(\tilde{Y}_i^*(s_1), \tilde{Y}_i^*(s_2))$ in (17), (18), (19) and (20), respectively. As discussed in Remark 3.1, the advantage of using the trajectory curves $(\tilde{Y}_i^*(t), \tilde{X}_i(t); t \in T)$ is that the RTP and RTPR estimators can still be computed as long as the B-spline approximations for (8) and (13) hold, while the relationship between $Y_i(t)$ and $X_i(t)$ is unknown.

3.3.4 A split sample approach for the estimation of $A(\cdot, \cdot)$

When $A(X(t), t)$ is unknown but can be estimated from the available sample, a practical approach is to randomly split the data into sub-samples, so that one sub-sample can be used to estimate $A(X(t), t)$, while the other sub-sample can be used to estimate the RTPs and RTPRs using the estimator $\hat{A}(X(t), t)$ of $A(X(t), t)$. Specifically, we randomly split the sample into sub-samples $I_1$ and $I_2$ with corresponding sample sizes $n_{I_1}$ and $n_{I_2}$, such that $n_{I_1} + n_{I_2} = n$. The first sub-sample $I_1$ is used to estimate $A(X(t), t)$, and then the RTPs and RTPRs can be estimated using the second sub-sample with the methods of Section 3.3.1 through Section 3.3.3 and $\hat{A}(X(t), t)$ in place of $A(X(t), t)$. The estimators $\hat{A}(X(t), t)$ depend on the specific definitions of $A(X(t), t)$ and have to be constructed on a case-by-case basis. For example, for $A_0(X(t), t)$ defined in (5), $\hat{A}_0(X(t), t)$ can be obtained by using the estimated conditional quantile $\hat{q}_\alpha[t, X(t)]$ from the first sub-sample.

3.4 Bootstrap pointwise confidence intervals

Asymptotically approximated inferences for the estimators developed in Sections 3.3 are still unavailable because the asymptotic distributions of these estimators have not yet been explicitly derived. As a practical approach, we can use the “resampling-subject” bootstrap which has been commonly used in longitudinal analysis (e.g., Hoover et al., 1998). In this approach, we obtain $B$ bootstrap samples by resampling the subjects with replacement at one a time, and compute the corresponding estimates within each bootstrap sample. The average and the lower and upper $[100 \times (\alpha/2)]$th percentiles of the $B$ bootstrap estimates are obtained as our bootstrap estimate and the $[100 \times (1 - \alpha)]$th bootstrap confidence intervals. Alternatively, we can also compute the sample standard deviations (SD) of the estimates from the bootstrap samples, and approximate the $[100 \times (1 - \alpha)]$% confidence intervals by the “estimate ± $z_{\alpha/2} \times SD$” error bands.

4. APPLICATION TO NGHS DATA

4.1 Brief background

The NGHS is a multi-center population-based cohort study, which enrolled Caucasian and African-American girls at 9 or 10 years of age and measured their height, weight, BP and other cardiovascular risk factors annually for up to 10 visits. Among the 2,379 girls enrolled in the NGHS, there were 1,166 Caucasians and 1,213 African-Americans. The number of observed follow-up visits varied from 1 to 10, and had median 10, mean 8.8 and standard deviation 2.0. The study design was described in NGHSRG (1992), and the main findings were reported in Thompson et al. (2007).

Based on NHBPEP (2004) and Obarzanek et al. (2010), a lower bound of the age- and sex-adjusted 85th percentile of the Centers for Disease Control and Prevention (CDC) BMI growth chart is used to define overweight and obese girls at a given age. The age-, sex-, and height-specific conditional percentiles for the systolic blood pressure (SBP) and diastolic blood pressure (DBP) are used to define prehypertension, and stage 1 and stage 2 hypertension in children. Due to the limitation of the statistical methodology, existing publications on the temporal trends of BMI and BP among children and adolescents, such as Thompson et al. (2007) and Obarzanek et al. (2010), have not systematically investigated the question of how to quantitatively measure the “rank-tracking abilities” for BMI and BP over age.

4.2 Rank-tracking for BMI

We first estimate the RTPs and RTPRs of BMI based on the NGHS subjects with race taken as a binary covariate, so that $X_i = 0$ if the $i$th girl is Caucasian, and $X_i = 1$ if she is African-American. We consider the set $A_{0,85}(t)$ to be the set of subjects whose BMI values at $t$ years old are greater than $q_{0.85}(t)$, the 85th percentile of BMI for girls at age $t$ years as defined in the CDC BMI growth chart. After fitting the nonparametric mixed-effect model (8) separately for the Caucasian and African-American girls using the BMI observations over age based on cubic B-spline approximations with four and three equally spaced interior knots selected from BIC, respectively, we computed the subject-specific BMI trajectory curves over age, and estimated $\text{RTP}_A(s_1, s_1 + \delta; x)$ and $\text{RTPR}_A(s_1, s_1 + \delta; x)$ of BMI for Caucasian ($x = 0$) and African-American ($x = 1$) girls over the age range $9 \leq s_1 \leq 17$, $\delta = 2$ and $\delta = 4$.

Figure 1 shows the estimated 2-year and 4-year RTPs and RTPR curves for both Caucasian and African-American girls with their 95% pointwise bootstrap percentile confidence intervals based on $B = 500$ bootstrap replications. Figure 1 (a–b) and (e–f) show that the conditional probabilities of being overweight or obese are 78% to 94% and 75% to 91% for those girls who were already overweight or obese 2 years and 4 years earlier, respectively. Since the NGHS participants are slightly more overweight than the general population of the CDC growth chart, we examined the relative strength of the BMI tracking ability through the RTPR curves displayed in Figure 1 (c–d) and (g–h). Our spline smoothing estimation results are consistent with the results based on the kernel estimation procedures of Wu and Tian (2013a), suggesting that BMI has high rank-tracking ability for adolescent girls in both ethnic groups.
Figure 1. The estimated BMI $RTP_{A_{0.85}}(s_{1}, s_{1} + 2; x)$, $RTP_{A_{0.85}}(s_{1}, s_{1} + 2; 1)$, $RTP_{A_{0.85}}(s_{1}, s_{1} + 4; x)$, $RTP_{A_{0.85}}(s_{1}, s_{1} + 4; 1)$ and their 95% bootstrap percentile confidence intervals for Caucasian ($x = 0$) and African-American ($x = 1$) girls.
4.3 Rank-tracking for SBP

The BP levels have been shown to depend on the girl’s race and height percentile (Daniels et al. 1998, Wu et al. 2010). We can estimate the RTPs and RTPRs of SBP based on the predicted SBP trajectory curves obtained either from the model (9) or the separate univariate mixed-effects models (8) and (13) with the NGHS SBP data \( \mathcal{D} = \{Y_i(t_{ij}), X_{1i}, X_{2i}(t_{ij}); j = 1, \ldots, n_i, i = 1, \ldots, n\} \). Here \( Y_i(t) \), \( X_{1i} \), and \( X_{2i}(t) \) are the \( i \)th girl’s SBP (in mmHg), race and age-adjusted height percentile at \( t \) years of age, with \( X_{1i} = 0 \) if the girl is Caucasian and \( X_{1i} = 1 \) if she is African-American. The random variables corresponding to \( \mathcal{D} \) at time \( t \) are \( \{Y(t), X_1, X_2(t)\} \). Let \( q_{0.9}[t, X_2(t)] \) be the conditional 90th percentile of SBP for girls given that they are \( t \) years old and have height percentile \( X_2(t) \). Our objective is to estimate the 2-year “rank-tracking ability” of SBP, \( \text{RTP}_A(s_1, s_1 + 2; x_1) \) and \( \text{RTPR}_A(s_1, s_1 + 2; x_1) \), for Caucasian \( (x_1 = 0) \) and African-American \( (x_1 = 1) \) girls based on \( A_{0.9}[X_2(t), t] \) defined in (5). Here \( A_{0.9}[X_2(t), t] \) represents the girls whose SBP values are above the conditional 90th percentile for the given age and height percentile.

Using the framework of (9), the mixed-effects varying-coefficient model for \( \mathcal{D} \) is

\[
Y_i(t_{ij}) = \beta_{0i}(t_{ij}) + X_{1i}\beta_{1i}(t_{ij}) + X_{2i}(t_{ij})\beta_{2i}(t_{ij}) + \epsilon_i(t_{ij}),
\]

where \( \epsilon_i(t_{ij}) \) is the error term.
Estimation of rank-tracking probabilities

Figure 3. The estimated SBP $RTP_{A_{0.9}}(s_1, s_1 + 2; x_1)$ and $RTPR_{A_{0.9}}(s_1, s_1 + 2; x_1)$, and their 95% bootstrap percentile confidence intervals for Caucasian ($x_1 = 0$) and African-American ($x_1 = 1$) girls.

where, for $l = 0, 1, 2$, $\beta_l(t) = \beta_l(t) + \gamma_l(t)$ with mean curves $\beta_l(t)$ and mean zero stochastic processes $\gamma_l(t)$, and $\epsilon_i(t)$ are independent normal random variables with mean zero and variance $\sigma^2$. Figure 2 (a–c) show the raw data of longitudinal SBP measurements for three randomly selected subjects, and the mean curves and predicted subject-specific SBP trajectories based on (21). These scatter plots and trajectory curves suggest that the model (21) provides a reasonable fit to the data. Figure 2 (d–f) show the mean baseline curve $\beta_0(t)$, and the two mean coefficient curves for race and height percentile $\beta_1(t)$ and $\beta_2(t)$, respectively, estimated by cubic B-spline basis approximation with the numbers of knots chosen from BIC. These curves suggest that the mean SBP increases with age, and the SBP measurements also depend on race and height percentile with both coefficient curves being positive and varying with age. The African-American girls tend to have higher SBP values than the Caucasian girls, and the mean SBP differences in race increase with age. The effect of height percentiles on SBP tapers off at older age.

Since the conditional 90th percentile $q_{0.9}[t, X_2(t)]$ is not known, we randomly split the subjects into two sub-samples with approximately equal sample sizes, and computed the estimates of $q_{0.9}[t, X_2(t)]$ using the first sub-sample. We then used the cubic B-spline predicted SBP trajectories values to compute the estimators $\hat{RTP}_{A}(s_1, s_1 + 2; x_1)$ and $\hat{RTPR}_{A}(s_1, s_1 + 2; x_1)$ of the 2-year RTPs and RTPRs for SBP at ages $s_1$ and $s_1 + 2$ for both Caucasian ($x_1 = 0$) and African-American ($x_1 = 1$) girls. Figure 3 shows the corresponding RTPs and RTPRs estimates and their 95% pointwise bootstrap percentile confidence intervals obtained with $B = 500$ bootstrap replications. The RTPs in Figure 3 (a–b) are between approximately 30% and 40% for both Caucasian and African-American girls across $s_1 \in [9, 17]$ years, and these values are significantly larger than 10%, which is approximately the conditional probability of SBP greater than $q_{0.9}[t, X_2(t)]$ at $t = s_1 + 2$ given race only. To evaluate the relative strength of the “rank-tracking ability” of SBP for these girls, we compare the estimates of $RTPR_{A}(s_1, s_1 + 2; x_1)$ in Figure 3 (c–d) for Caucasian and African-American girls, and the estimated RTPRs are approximately between 2.6 and 3.6 for Caucasian girls and between 2.9 and 3.1 for African-American girls. The 95% confidence intervals for the RTPRs are greater than 1, suggesting that SBP has high
“positive tracking ability” for both Caucasian and African-American girls within this age range. We also estimate RTPs and RTPRs based on the separate univariate mixed-effects models (8) and (13) and the procedure in Section 3.3.3, the estimate curves are very similar to the results presented in Figure 3.

5. SIMULATION

We consider a simulation study that mimic the NGHS data structure. The simulated samples are generated based on the model \( Y_i(t) = \beta_0(t) + \gamma_0(t) + X_{1i}(t)\beta_1(t) + X_{2i}(t)\beta_2(t) + \epsilon_i(t) \) for \( t \in [0, 10] \). Each simulated sample has \( n = 1,000 \) subjects, and each subject has 10 visits. Within each sample, we generate the \( i \)th subject’s visiting time of the \( j \)th visit \( t_{ij} \) from the uniform distribution \( U([j-1], j) \) for \( j = 1, \ldots, 10 \), so that, \( t_1 \sim U[0, 1], \ldots, t_{10} \sim U[9, 10] \). Given each \( t_{ij} \), \( X_{1i}(t_{ij}) = X_{1i} \) is a binary time-invariant covariate with the Bernoulli(0.5) distribution, and \( X_{2i}(t_{ij}) \) is a time-varying covariate generated from the discrete uniform distribution on \( \{1, 2, \ldots, 100\} \). Similar to the patterns of the coefficient curves in Figure 2, we choose 

\[
\beta_0(t) = 100 - 0.1t^2 + 1.9t, \quad \beta_1(t) = 0.65t - 0.04t^2, \quad \text{and} \quad \beta_2(t) = 0.02 + 0.02\cos(0.11\pi t). 
\]

The random coefficient is \( \gamma_0(t) = \gamma_{01} + \gamma_{02}t \), where \( (\gamma_{01}, \gamma_{02})^T \) follows the bivariate normal distribution with zero-mean and covariance \( \Gamma = (\Gamma_1, \Gamma_2) \) such that \( \Gamma_1 = (6.25, 2.5)^T \) and \( \Gamma_2 = (2.5, 4)^T \). The random error \( \epsilon(t_{ij}) \) is uncorrelated with \( \gamma_0(t_{ij}) \) and has the \( N(0, 4) \) distribution.

For each simulated sample, our objective is to estimate \( \text{RTP}_{A_0}(s_1, s_2; x_1) \) and \( \text{RTPR}_{A_0}(s_1, s_2; x_1) \) defined in (3) and (6) for \( x_1 = 0 \) and \( x_1 = 1 \), where \( A_0(\cdot) \) is defined in (5) with \( q_a[t, X_0(t)] \) computed from the normal distribution based on the simulation model. Using the procedures in Section 3, we fit a mixed-effects varying coefficient model (9) with the cubic B-spline basis and equally spaced knots selected from BIC to each sample, and compute the estimators \( \text{RTP}_{A_0}(s_1, s_2; x_1) \) and \( \text{RTPR}_{A_0}(s_1, s_2; x_1) \) using the predicted subject-specific curves \( \hat{Y}_i(t) \) for \( t \in [0, 10] \). The bootstrap confidence intervals for the RTP and RTPR estimators are computed with \( B = 500 \) bootstrap samples.

We repeated the simulation \( M = 1,000 \) times. Figure 4 shows the true curves computed based on the simulation model with known coefficient curves, the averages of their

---

Figure 4. The solid lines are true curves of \( \text{RTP}_{A_0}(s_1, s_2 + 2; x_1) \) in (a) and (b) and \( \text{RTPR}_{A_0}(s_1, s_2 + 2; x_1) \) in (c) and (d) for \( x_1 = 0 \) and \( x_1 = 1 \). The middle dashed lines are the averages of the estimated curves, and the dotted dash lines are the pointwise lower and upper 2.5% percentiles of the estimated curves at \( s_1 \in [0, 8] \) from 1,000 simulations.
Table 1. The true values of $RTP_{n}(s_1, s_1 + \delta; x_1)$ under the simulation model, the averages and the square root of the MSEs for the estimates and the empirical coverage probabilities of the bootstrap 95% pointwise confidence intervals from 1,000 simulations

<table>
<thead>
<tr>
<th>$\delta = 2$</th>
<th>$\alpha = 90%$</th>
<th>$\alpha = 75%$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$x_1 = 0$</td>
<td>0</td>
<td>0.331</td>
</tr>
<tr>
<td>1</td>
<td>0.353</td>
<td>0.354</td>
</tr>
<tr>
<td>4</td>
<td>0.391</td>
<td>0.392</td>
</tr>
<tr>
<td>6</td>
<td>0.440</td>
<td>0.437</td>
</tr>
<tr>
<td>8</td>
<td>0.496</td>
<td>0.487</td>
</tr>
<tr>
<td>$x_1 = 1$</td>
<td>0</td>
<td>0.489</td>
</tr>
<tr>
<td>2</td>
<td>0.529</td>
<td>0.529</td>
</tr>
<tr>
<td>4</td>
<td>0.557</td>
<td>0.556</td>
</tr>
<tr>
<td>6</td>
<td>0.573</td>
<td>0.569</td>
</tr>
<tr>
<td>8</td>
<td>0.580</td>
<td>0.573</td>
</tr>
</tbody>
</table>

estimates and the lower and upper 2.5% pointwise percentiles of the estimated curves $RTP_{n}(s_1, s_1 + \delta; x_1)$ and $RTPR_{n}(s_1, s_1 + \delta; x_1)$ for $x_1 = 0$ and 1 computed at $\alpha = 90\%$, $\delta = 2$ and $s_1 \in [0, 8]$. These plots indicate that these average curves are very close to the true curves, and the widths of the lower and upper 2.5% pointwise percentiles are reasonably small. To evaluate the overall performance of our estimators, we computed the empirical mean squared errors

$$\text{MSE} \left[ RTP_{n}(t, t + \delta; x_1) \right] = \frac{1}{M} \sum_{m=1}^{M} \left( RTP_{n}^{(m)}(t, t + \delta; x_1) - RTP_{n}(t, t + \delta; x_1) \right)^2,$$

where $t$ can be chosen from a grid of time points in $[0, 10 - \delta]$ and $RTP_{n}^{(m)}(\cdot)$ is the estimate computed from the $m$th simulated sample.

We carried out the simulation for a range of $(\alpha, \delta)$ values. For $\alpha = 90\%$ or $75\%$ and $\delta = 2$ or 4, the averages and MSEs of the RTP estimates and the empirical coverage probabilities for the bootstrap percentile confidence intervals are summarized in Table 1. These results show that the RTP estimates based on our proposed models and procedures are close to the true RTP curves and the coverage probabilities of the bootstrap confidence intervals are also close to the nominal level of 95%. We omit the simulation results for the RTPRs, because the RTPR estimators are also close to the true RTPR curves and their bootstrap confidence intervals have satisfactory empirical coverage probabilities.

Note, we have applied the procedure in Section 3.3.3 with unstructured mixed-effects models (8) and (13) to the same simulation samples, the estimates are similar to Figure 4 and Table 1 and thus due to the limit of space those results are not presented here.

6. DISCUSSION

We developed in this paper a class of global smoothing methods for the estimation of the RTPs and RTPRs, which quantitatively measure the "rank-tracking abilities" of a time-dependent outcome variable in a longitudinal study. The RTPs can be intuitively interpreted as the conditional probabilities of a subject’s health status at a later time point given that the same subject has certain health status at an earlier time point. Compared with serial correlations, which have been commonly used in the literature to evaluate the “tracking abilities” of time-dependent variables in longitudinal studies, the RTPs have two distinct advantages. First, as an intuitive quantitative measure that can incorporate subject’s baseline or time-varying covariates, the RTPs and RTPRs have simple and straightforward interpretations in practice. Second, the RTPs and RTPRs do not depend on the restrictive assumptions of serial correlations, which may not be satisfied in many practical settings. In contrast, serial correlations may not have adequate interpretations if the relationship between the outcome variable evaluated at two time points is not linear or their joint distribution is significantly different from normality. The estimation and
inferences of an RTP may be constructed entirely nonparametrically or under certain structural nonparametric models which are sufficiently flexible in many longitudinal settings. The inherent model flexibility and scientific interpretability enable the RTPs and RTPRs to be used as a convenient statistical tool to identify certain disease risk factors that track over time.

We have attempted to minimize the data structural assumptions in developing our estimation methods, although the nonparametric mixed-effects models have been used to reduce the model and computational complexity. However, our application to the NGHS BMI and SBP data shows that the RTPs and RTPRs may be approximated by certain parametric or nonparametric models in practice. For example, if RTP$_A(s_1, s_1 + 0)$ does not change with $s_1$ for any given risk set $A(\cdot)$, then it is appropriate to consider this RTP as a parametric or nonparametric function of $\delta$ only, so that more efficient estimators than the basis approximation estimators or other smoothing approaches may be constructed. Clearly, depending on the scientific questions and the nature of the data, various statistical models for the RTPs and RTPRs may be considered in a given situation. Thus, goodness-of-fit tests or model selection methods are needed to evaluate the adequacy of the RTP and RTPR models. Further research is warranted for the estimation and inferences of the RTPs and RTPRs under appropriate models.
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