In extreme value theory, the generalized Pareto distribution (GPD) is used to model another distribution on the tail. Since only a proportion of the data is used, the effective data size for fitting GPD is often small. As statistical properties, especially tail behaviour, of GPD largely depend on its shape parameter, performances of most existing methods are inconsistent when the value of the shape parameter varies. In this paper, we introduce a new method to fit GPD that improves the performance over existing methods for very small samples, in terms of bias and mean square error as well as confidence intervals. The numerical study in this paper also shows that better performance on parameter estimation does not necessarily lead to better performance on quantile estimation.
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1. INTRODUCTION

The generalized Pareto distribution (GPD) has recently received a great deal of attention in the literature because of its application in the extreme value theory (EVT) (see [4], [28], [29] and [15], amongst others). The development of EVT is motivated by the need to measure extreme tail probabilities and tail quantiles, which, in fields such as the research of disasters, nature phenomena, insurance and finance, are often the major concern of risk-related problems.

The essential idea of EVT is, as stated in [8], estimating extreme quantiles and probabilities by fitting models to a set of data using only the data on the tail. Consequently, since only a proportion of original data is used, small sample size is often confronted in tail modeling. Hence, we emphasize the aspect of small samples on fitting GPD in this paper.

Practically, GPD is often used to model exceedances over certain thresholds in the EVT. This method of modelling exceedances over high thresholds is often referred to as the peak over threshold (POT) method. Assume that \( F_Y(y) \) is the distribution function of random variable \( Y \) and that, the definition of exceedances is the values of \( Y \) above a threshold \( u \), namely \( X = Y - u \). In the EVT, instead of assessing \( F_Y(y) \) directly, we are more interested in estimating the distribution of the exceedances

\[
F_u(x) = Pr\{Y - u \leq x | Y \geq u\}, \quad 0 \leq x \leq y_F - u,
\]

where \( x \) is the excess and \( y_F \leq \infty \) denotes the right end points of \( F_Y \). It follows that

\[
F_u(x) = \frac{F(u + x) - F(u)}{1 - F(u)} = \frac{F_Y(y) - F(u)}{1 - F(u)}.
\]

[2] along with [17] showed that, when \( u \) is large, for a large class of underlying distribution functions, the conditional excess distribution function \( F_u \) is well approximated by GPD:

\[
F_u(x) \approx F_{\text{GPD}}(x; \sigma, \xi), \quad \text{as } u \to \infty,
\]

where \( F_{\text{GPD}}(x; \sigma, \xi) \) is the cumulative distribution function

\[
F_{\text{GPD}}(x; \sigma, \xi) = \begin{cases} 
1 - (1 + \frac{x}{\sigma})^{-1/\xi} & \text{if } \xi \neq 0 \\
1 - e^{-x/\sigma} & \text{if } \xi = 0
\end{cases}
\]

for \( x \in [0, y_F - u] \) if \( \xi \geq 0 \) and \( x \in [0, -\frac{\sigma}{\xi}] \) if \( \xi < 0 \), where \( \xi \) is the shape parameter and \( \sigma \) is the scale parameter. If \( \xi > 0 \) the GPD is heavy-tailed on the right side. If \( \xi = 0 \) the distribution reduces to the exponential distribution and the right tail decays exponentially. If \( -1 \leq \xi < 0 \), the distribution has finite right end-points, and if \( \xi \leq -0.5 \), the finite right end-points \( y_F > 0 \). These are sometimes referred as ‘short-tailed’. Furthermore, when \( \xi = -1 \), the GPD actually becomes a uniform \( U(0, \sigma) \) distribution. The \( k \)th central moment of the GPD exists only if \( \xi < 1/k \).

For example, when \( \xi \geq 1/2, \text{var}(X) = +\infty \) as the second central moment no longer exists. For more details about the properties of GPD and its parameters see [14].

From (3), when \( \xi \neq 0 \), the \( p \)-th quantile of GPD is given by

\[
Q_{\text{GPD}}(p; \sigma, \xi) = F_{\text{GPD}}^{-1}(p; \sigma, \xi) = \frac{\sigma}{\xi} \left(1 - p\right)^{-\xi} - 1.
\]

To simplify the notations, we will always assume that \( \xi \neq 0 \) and write \( Q(p) = Q_{\text{GPD}}(p; \sigma, \xi) \) henceforth.
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In practice, the final goal of employing the EVT is still estimating extreme probabilities or quantiles of the original distribution of $Y$. Hence, by substituting $F_y$ in (1) with the GPD and approximating $f(u)$ by $(N - n)/N$, where $N$ is the total number of observations and $n$ is the number of observations over the threshold $u$, the original distribution $F_Y(y)$ is expressed in terms of GPD parameters as

$$F_Y(y) = 1 - \frac{n}{N} \left(1 + \frac{\xi}{\sigma}(y - u)\right)^{-1/\xi}. \tag{5}$$

The $p^*$-th quantile of $Y$, $F_Y^{-1}(p^*)$, is then given by inverting (5):

$$F_Y^{-1}(p^*) = u + \frac{\sigma}{\xi} \left(1 - \frac{n}{N} (1 - p^*)^{-\xi} - 1\right). \tag{6}$$

Comparing (4) and (6) we will obtain that

$$F_Y^{-1}(p^*) = u + Q\left(\frac{N}{n} p^*\right). \tag{7}$$

From (6) when $p^*$ is very extreme, instead of estimating the $p^*$-th quantile of $F_Y$, which could be very difficult, one could estimate less-extreme ($\frac{N}{n} p^*$)-th quantiles of $F_GPD$, assuming $N \gg n$.

1.1 A brief review of existing methods

For fitting the GPD, the typical method is the maximum likelihood estimation (MLE) ([6], [20], [21], [14], [12], etc. among others). However, Hosking and Wallis suggested that unless sample size is equal to or larger than to 500, the method of moment (MOM) and the probability weighted moment (PWM) are more reliable for $\xi \in (-0.5, 0.5)$. Then [28] proposed the likelihood moment estimation (LME) for fitting the GPD. And [29] also suggested an alternative method (referred as Z&S henceforth) similar to the Bayesian method for that aim. The Z&S method is fast to implement and their simulation tests show that the method is stable when $\xi$ is in the domain of $[-0.5, 1]$ for sample size $n \in [50, 500]$, and generally outperforms over MLE, MOM, PWM and LME in most cases.

Compared with point estimation, confidence interval (CI) estimation for the GPD has drawn less attention in the existing literature, due to the difficulty of constructing such interval estimates explicitly. The common strategy is finding approximated confidence intervals with coverage probabilities equal to the target confidence level, theoretically. One well-known approach is approximation based on the asymptotic normal distribution of estimates. The $(1 - \beta)$% CI of parameter $\theta$ is constructed in the form of

$$\hat{\theta} - z_{\beta/2} \sqrt{\hat{\sigma}(\hat{\theta})} < \theta < \hat{\theta} + z_{1-\beta/2} \sqrt{\hat{\sigma}(\hat{\theta})},$$

where $\hat{\theta}$ is the estimator, $z_{\beta}$ is the $\beta$-th quantile of the standard normal distribution, and $\hat{\sigma}(\hat{\theta})$ is the asymptotic variance of $\hat{\theta}$. Furthermore, the asymptotic variance can be obtained via either $\hat{\sigma}(\hat{\theta}) = 1/I(\hat{\theta})$ or $\hat{\sigma}(\hat{\theta}) = 1/J(\hat{\theta})$, where $I(\hat{\theta})$ and $J(\hat{\theta})$ are the expected and the observed Fisher information, respectively. The asymptotic variance derived from the expected Fisher information can be found in [11] (for MLE), [14] (for MOM and PWM), and [28] (for LME), respectively. Example of CI estimation based on observed information can be found in [7] amongst others. CI for quantile estimators can also be obtained by using asymptotic variance via the Delta method ([18]). However, CI estimates based on asymptotic theory may require stronger conditions in assumption and suffer from small samples. For small samples, profile log-likelihood approach may be preferred (e.g., [24], [7]). The profile log-likelihood approach is based on the fact that the cumulative distribution with 1 degree of freedom. [11] gave examples of profile log-likelihood CI estimates for some financial criteria based on the GPD estimation. [23] compared sampling based approaches (i.e. jackknife and bootstrap) with profile likelihood approaches for heavy-tailed GPD and found the later is better for both small and large samples. In this paper, we adapt the inference in Wang, Yu and Jones (2010) and propose an approach that does not depend on asymptotic normality for calculating the exact and generalized confidence intervals for the GPD.

1.2 Challenging issues

Since in the POT approach only a proportion of the original sample is used for fitting the GPD, the sample size of the excess, $n$, is often small. Generally, the sample size $n$ for modelling the GPD is determined by threshold $u$. According to (2), a high threshold generally provides better approximation of the data on the tail with smaller bias. However, higher $u$ also leads to smaller sample size $n$, which may increase estimation variance and bring other problems to the GPD estimation. Furthermore, for some estimators, their asymptotic properties based on large samples may not be valid when $n$ is too small. Consequently, interval estimations that are based on asymptotic theory or bootstrap approaches become less efficient and less accurate. In practice the GPD fitting is often confronted with small samples, although definitions of ‘small’ and ‘large’ samples are somehow vague. We illustrate this via a simple example: in finance, a typical one-year dataset of daily returns (or losses) normally consists of around 250 samples (as there are around 250 trading days per year), which might not be very large but at least not ‘small’. If 10% data on the tail is selected from the original dataset, there are only 25 samples available for fitting the GPD; even if 30% of data is selected there are still only 75 samples. It is possible to increase the sample size by using a longer sampling period, but it is not always wise as older data could be out-of-date. Data from other fields of research might contain larger samples, nonetheless,
as not the entire dataset is used, the effective sample size for estimating the GPD is often much smaller. In this paper, we focus on sample size \( n \leq 50 \).

As described in the previous section, some of the distributional properties of the GPD vary distinctively as the value of the shape parameter \( \xi \) changes, an ideal estimator for GPD should be reliable and consistent regardless of its ‘shape’, namely, the tail behaviour of the underlying distribution. However, performance of some existing methods are heavily impacted by the value of \( \xi \), or even become invalid.

For example, the MLE method does not exist for \( \xi < -1 \) since it can have no local maximum. The MOM estimates do not exist for \( \xi \geq 0.5 \) and the PWM estimates do not exist for \( \xi \geq 1 \), since the second and first moments of the GPD become infinite in each case, respectively. Although [14] suggested that it should be sufficient to restrict to \(-0.5 < \xi < 0.5\) when considering reliability, [4] made a good line of argument that a good estimator for the GPD should cover a wider domain of \( \xi \) for both practical and theoretical reasons. The EPM method (elemental percentile method) they proposed for parameter estimations is reliable under a wider domain of \( \xi \) (from \(-2\) to \(2\)), but it does not outperform classic methods as long as the value of \( \xi \) falls into \((-0.5,0.5)\). The LME method proposed by [28] has high asymptotic efficiency when \( \xi \) is close to its optimal value. However, the LME is valid only if \( \xi > -0.5 \). Also, some methods such as MOM and PWM sometimes conflict with data (see, e.g., [4], [9]). That is, for \( \xi < 0 \), the supported domain of \( x \) is \( 0 < x < -\sigma/\xi \); however, invalid estimation of \( \sigma \) and \( \xi \) may be given so that some observations can be out of this domain. This is referred to as a non-feasible solution or an invalid estimation issue in the literature.

Although some methods may be preferred for certain ranges of \( \xi \), it is typical that the tail behaviour of the underlying data is unknown prior to modelling in real-world practice. In this paper, we elaborate on the reliability of different methods, with regard to \( \xi \in (-1,1) \), including the method we proposed.

In this paper, the proposed new approach to deal with these challenges in fitting GPD may not be always the best in all scenarios, but it is indeed the most versatile with overall the smallest bias for parameter estimations under very small sample size. The new method based confidence interval estimation is consistently reliable for moderately small sample sizes. Details of this method are described in Section 2. Results and discussions of simulation tests for different methods and for CI estimations are presented in Section 3. It is noticed that better performance on parameter estimation does not necessarily lead to better performance in estimating higher upper quantiles of the GPD. An example using real-world data will be discussed in Section 4, and finally summary and conclusions in the last section.

2. EXACT INERENCE FOR THE GPD

2.1 Point estimation

Let \( \{X_i\}_{i=1}^n \) be the sample from the GPD, and let \( X_{1:n} \leq X_{2:n} \leq \ldots \leq X_{n:n} \) be the associated order statistics from the GPD. Re-parametrize the GPD with \( \alpha = \xi/\sigma \), for \( \xi \neq 0 \), the proposed estimator for \( \alpha \) is then given via some transformation from the c.d.f. (3) as follows. First, let

\[
V_{(i)} = -\log(1 - F_{\text{GPD}}(X_{i:n}; \alpha, \xi)) = \frac{1}{\xi} \log(1 + \alpha X_{i:n}), \quad i = 1, 2, \ldots, n
\]

be a sequence of ascending order statistics of samples from the standard exponential distribution (\([25]\)). \( V_{(i)} \) are not independent, so let

\[
W_i = (n - i + 1)(V_{(i)} - V_{(i-1)}), \quad i = 1, 2, \ldots, n;
\]

where \( V_{(0)} = 0 \), then \( W_1, \ldots, W_n \) are random variables from independent standard exponential distributions (see [22] as an example). Then for \( i = 1, 2, \ldots, n \) let

\[
D_i = \sum_{j=1}^i W_j = \frac{1}{\xi} \left( \sum_{j=1}^i \log(1 + \alpha X_{j:n}) + (n - i) \log(1 + \alpha X_{i:n}) \right),
\]

and

\[
U_{i:n} = \frac{D_n}{D_i} = \frac{\sum_{j=1}^n \log(1 + \alpha X_{j:n}) + (n - i) \log(1 + \alpha X_{i:n})}{\sum_{j=1}^n \log(1 + \alpha X_{j:n})},
\]

\( \{U_{i:n}\}_{i=1}^{n-1} \) can be equivalently regarded as an induced order statistics of an i.i.d. sample which has a standard uniform \( U(0,1) \) distribution (\([22]\)). Note that \( U_{i:n} \) is also an ancillary statistic that only depends on parameter \( \alpha \). The mean of \( \{U_{i:n}\}_{i=1}^{n-1} \) converges with probability one to 1/2. Hence \( \hat{\alpha} \) is determined by solving

\[
\hat{\alpha} = \frac{1}{2},
\]

where

\[
\hat{\alpha} = \frac{1}{n - 1} \sum_{i=1}^{n-1} U_{i:n}.
\]

Since \( V_{(i)} \) can be seen as order statistics from standard exponential distribution, it has sample mean \( \frac{1}{n} \sum_{i=1}^{n} V_{(i)} = \)}
1. This leads to an estimator for the shape parameter \( \xi \), given estimator \( \hat{\alpha} \):

\[
\hat{\xi} = \frac{1}{n} \sum_{i=1}^{n} \log(1 + \hat{\alpha} X_i).
\]

Note that (11) is identical with the log-likelihood function for \( \xi \) as in MLE. The method we proposed is referred as NEW henceforth.

We notice that the idea behind (10) is similar to [15], which assume that the probabilities of the GPD given data \((X_1, X_2, ..., X_n)\) can also be regarded as uniformly \(U(0,1)\) distributed, and then the estimator \( \hat{\alpha} \) of \( \alpha \) can be obtained by solving the equation

\[
\frac{1}{n} \sum_{i=1}^{n} F_{\text{GPD}}(X_i; \hat{\alpha}, \hat{\beta}) = \frac{1}{2},
\]

along with the profile log-likelihood function (11). The essential difference between NEW method and the approach in Hüsler et al. is that the later requires to solve \( \hat{\xi} \) and \( \hat{\alpha} \) simultaneously. For the NEW method, \( \hat{\xi} \) can be obtained directly, since \( U_i, n \) is an ancillary statistic that does not depend on any parameters other than \( \alpha \). This provides the flexibility of employing different method of estimating the shape parameter \( \xi \), given \( \hat{\alpha} \). Through simulations we found that the profile log-likelihood estimate for \( \xi \) as shown in (11) is the most accurate one.

Thus, our estimators for the GPD parameters are finally given by combining (10) and (11). And the profile log-likelihood function of the GPD is estimated by either \( \hat{\xi} \) or (11), which has the p.d.f.

\[
fx(x; n) = \frac{n}{2(n - 1)!} \sum_{k=0}^{n-1} (-1)^k \binom{n}{k} (nx - k)^{n-1} \text{sgn}(nx - k),
\]

for \( x \in (0, 1) \), and

\[
\text{sgn} (nx - k) = \begin{cases} 
-1 & nx < k \\
0 & nx = k \\
1 & nx > k.
\end{cases}
\]

2.2 Exact and generalized confidence intervals estimation

Confidence interval estimation for \( \alpha \) and \( \xi \) can be derived from (10). Note that the mean of \( n \) independent uniformly \( U(0, 1) \) distributed random variables follows the Bates distribution ([3]), which has the p.d.f.

\[
\bar{F}_2(n, x) f(x; n),
\]

for \( x \in (0, 1) \), and

\[
\text{sngn} (nx - k) = \begin{cases} 
-1 & nx < k \\
0 & nx = k \\
1 & nx > k.
\end{cases}
\]

Recall from the last section, given \( X = x \), it is obvious that the sample distribution of \( \bar{U}(\alpha) \) is the Bates distribution with size \( n - 1 \) (noted as \( \bar{U}(\alpha) \sim \text{Bates}(n - 1) \)). Let \( \mu_L \) and \( \mu_U \) be lower and upper boundaries such that the probability of the value of \( \bar{U}(\alpha) \) falls between these boundaries are 1 - \( \beta \), i.e.

\[
\mathbb{P}(\mu_L < \bar{U}(\alpha) < \mu_U) = 1 - \beta.
\]

Let \( \text{Bates}_\alpha^{-1}(n) \) represent the \( \tau \)-th quantile of the Bates distribution with sample size \( n \), then \( \mu_L = \text{Bates}_{1-n/2}(n-1) \) and \( \mu_U = \text{Bates}_{n/2}(n-1) \), respectively. Since \( \bar{U}(\alpha) \) is an pivot quantity and monotonic, it is straightforward to show that

\[
\mathbb{P}(\mu_L < \bar{U}(\alpha) < \mu_U) = 1 - \beta,
\]

where \( A(\mu; x) = \alpha \) is the inverse function of \( \bar{U}(\alpha) = \mu \), given \( X = x \). That is, the exact (1 - \( \beta \))% confidence interval for \( \alpha \) is

\[
\left( A(\mu_L; x), \ A(\mu_U; x) \right).
\]

However, \( \mu_L \) and \( \mu_U \) are difficult to calculate analytically from the Bates distribution, especially for large \( n \). It is more convenient to obtain these values via Monte Carlo simulation. For example, generate a large amount (say, \( m \geq 2000 \)) of random samples \( \mu \) from Bates\((n-1) \) distribution, and the \( \tau \)-th population quantiles, \( \text{Bates}_\alpha^{-1}(n-1) \), can be well approximated by the \( \tau \)-th sample quantile of \( \mu \). Then the confidence limits as in (12) can be obtained, using these simulated sample quantiles.

The generalized confidence interval for the shape parameter \( \xi \) can be derived accordingly. Recall \( D_i \) as in (8), and let

\[
T = 2D_n = 2 \sum_{j=1}^{n} \log(1 + \alpha X_j; n)^{\frac{1}{t}}.
\]

As shown in Wang, Yu and Jones (2010), \( T \) has a \( \chi^2 \) distribution with \( 2n \) degrees of freedom, regardless of the values of \( \alpha \) and \( X \). Then consider the following generalized pivot quantity for parameter \( \xi \)

\[
Z = \frac{2 \sum_{j=1}^{n} \log(1 + A(\mu; x)X_j; n)}{T},
\]

where \( A(\mu; x) \) is previously defined. Note that the value of \( Z \) will reduce to \( \xi \) if \( \mu = 1/2 \). As there are no unknown parameters in (13), \( Z \) is a generalized pivotal quantity for \( \xi \) as defined in [26] and [27], and its distribution can be approximated via Monte Carlo simulations, as follows:

1. generate random samples \( t \sim \chi^2(2n) \), from the \( \chi^2 \) distribution with \( 2n \) degrees of freedom, with the same sample size \( n \) as of random samples \( \mu \);
2. replace \( \mu \) and \( T \) in (13) with \( \mu \) and \( t \), respectively. This produces a simulated random sample set of \( Z \), denoted as \( Z \). Hence, the \( \tau \)-th sample quantile of \( Z \) can be used to approximate the \( \tau \)-th population quantile of \( Z \), denoted as \( Z_{\tau} \).
3. give the the generalized $(1 - \beta)\%$ confidence interval of $\xi$ by:

$$(Z_{\beta/2}, Z_{1-\beta/2}).$$

Similarly, the generalized confidence interval for the quantile of the GPD, $Q_{GPD}(p; \alpha, \xi)$, can be obtained via the following generalized pivotal quantity:

$$(S_{Z/2}, S_{1-Z/2}).$$

The population quantiles of $S$ can be derived along the same line: replacing $\mu$ and $Z$ in (14) with $\mu$ and $z$, which are previously defined, to obtain the Monte Carlo samples of $S$. Then the $\tau$-th population quantile of $S$, denoted as $S_\tau$, can be approximated by the $\tau$-th sample quantile of the generated sample. Hence, the $(1 - \beta)\%$ generalized confidence interval of $Q_{GPD}(p; \alpha, \xi)$ is given by

$$(S_{\beta/2}, S_{1-\beta/2}).$$

In the next section, we conducted a series of simulation tests to compare the performance of the NEW method with other methods, for both point estimation and interval estimation.

### 3. SIMULATION STUDY

We conducted simulation experiments to compare parameter estimation from methods mentioned in previous sections. Random samples were generated from the GPD with different settings to cover a wide range of scenarios: sample sizes $n = \{50, 30, 15\}$, the scale parameter $\sigma = 1$, and, as argued, the most important variable in modelling the GPD, the shape parameter $\xi$ ranging from $-1$ to $1$ by $0.05$ interval, respectively. 5000 replicates were generated for each scenario. Since the scope of the study is small sample sizes, the MLE method is omitted for point estimation, as it has been proved inefficient when the sample size is small (see Section 1). Totally, five methods were adopted for point estimation, including method of moment (MOM), probability weighted moment (PWM), likelihood moment estimation (LME), Zhang and Stephens’ method (Z&S), and the new method we proposed (NEW). MOM and PWM are listed as benchmarking methods and the POT package (19) in the statistical programming language R is used for the parameter and quantile estimation. For the implementation of the LME method, we need to know an auxiliary parameter $r$ by taking account of any preliminary information about $\xi$, but $r = -1/2$ is recommended by [28] if no information about $\xi$ is available.

#### 3.1 Parameter estimation

First, we investigated the performance of the estimators $\hat{\sigma}$ and $\hat{\xi}$ from different models. Our main concern is how reliable the parameter estimators are under different tail behaviour, namely, different values of $\xi$. Estimation bias and root mean square errors (RMSE) of the five tested methods were calculated plotted against $\xi$ in Figure 1 and 2, respectively. As for each sample size, there were 41 tests of different values of $\xi$. To save space, instead of presenting all results, we report several selected cases with different sample sizes and $\xi = \{-1, -0.5, -0.25, 0, 0.25, 0.5, 0.75, 1\}$, through Table 1 and 2. Both MOM and PWM methods have theoretical upper boundaries with regard to $\xi$, beyond which the methods no longer exist, hence their results are truncated in the figures and tables. The results can be summarized as follows.

From Figure 1 and 2, it is intuitive that the NEW estimators are the most versatile parameter estimators in terms of bias. The bias of the scale estimator $\hat{\sigma}$ of NEW shows slight sensitivity to the tail behaviour and sample size, as the bias slightly increases when the value of $\xi$ increases, or the sample size decreases; the bias of the shape estimator $\hat{\xi}$ of NEW are consistently close to zero, through the tested range of $\xi$ and different sample sizes. The performance of other tested methods are obviously more sensitive to the change of tail behaviour. The MOM and PWM methods tend to have significant estimation bias as the value of $\xi$ closes to the theoretical boundaries ($\xi = 0.5$ and 1, respectively). This generally agrees with findings in previous research, such as in [29], Fig. 1&2 and [15], Fig. 2–5. LME, MOM and PWM methods overestimate the scale parameter $\sigma$ and underestimate the shape parameter $\xi$, and become more biased as the tail of the GPD becomes heavier. But the bias from the LME are generally smaller than the other two. The Z&S estimators have an even smaller bias compared with MOM, PWM and LME estimators, but they are still more biased than the NEW and apparently more sensitive to $\xi$, as both parameter estimators become more biased when $\xi$ closes to $-1$ or $1$.

From the other aspect, the Z&S parameter estimators have the smallest overall estimation error. This can be identified from both graphical and numerical evidences. The RMSE of the LME, Z&S and NEW estimators are less sensitive to $\xi$ and have smaller ranges, compared with the MOM and PWM methods. The second rows of Figure 1 and 2 suggest that, as for smaller sample size, the Z&S estimators’ RMSE advantage becomes more obvious. The NEW estimators’ performance in terms of RMSE is not far behind the Z&S and is comparable with LME estimators. Exceptions are observed for the scale estimator $\hat{\sigma}$; when the value of $\xi$ closes to 1, the NEW method actually has the smallest RMSE of all methods.

It is safe to draw conclusions that, for parameter estimation, the NEW method is the most versatile and consistent among all tested methods, with regard to varying tail behaviour and small sample sizes of the simulated GPD samples. In particular, the shape parameter $\hat{\xi}$ of the NEW is unbiased, with small estimation variation.

#### 3.2 Quantile estimation

In practice, it is of great interest to assess the quantiles of the GPD. Thus we proceed to analyze the performance of the methods in terms of quantile estimation.
In the literature, it is often assumed that good parameter estimators would naturally lead to good quantile estimators of the GPD, and vice versa. However, through simulation study we will show that this statement is arguably vague. The interpretation of the results of quantile estimation with different methods is somewhat more subtle. For all tested approaches, the performance of quantile estimators are poor for extreme upper quantiles of heavy-tailed GPD. In order to compare the results under various quantile levels \((p = 0.5, 0.75, 0.9)\) and shape parameters \((\xi = \{-1, -0.5, -0.25, 0.25, 0.5, 0.75, 1\})\), percentage-bias and percentage-RMSE for different methods are given in Tables 3 to 5. The percentage-bias and percentage-RMSE are defined as the ratio of estimation bias and RMSE over the theoretical quantile value, respectively:

\[
\text{Percentage-Bias} = \frac{\text{Bias}[\hat{Q}(p; \hat{\sigma}, \hat{\xi})]}{Q(p; \sigma, \xi)},
\]

\[
\text{Percentage-RMSE} = \frac{\text{RMSE}[\hat{Q}(p; \hat{\sigma}, \hat{\xi})]}{Q(p; \sigma, \xi)}.
\]

We also plotted the percentage-bias and percentage-RMSE of 0.5, 0.75 and 0.9 quantiles of the MOM, PWM, LME, Z&S and NEW methods with sample size \(n = 30\) against the value of \(\xi\) in Figure 3.

The simulations seem to show that, when estimating less-extreme quantiles of the GPD given different \(\xi\) values, such as \(Q(0.5)\) and \(Q(0.75)\), the NEW method is still the least sensitive to the changes of \(\xi\) and sample size, although the
NEW method does not always have the smallest percentage-bias. The MOM, PWM and LME methods have smaller percentage-bias when estimating quantiles of very ‘short-tailed’ GPD ($-1 \leq \xi \leq -0.5$), but their bias substantially increase as the tail becomes heavier and the sample size becomes smaller. On the other hand, the Z&S method has the smallest overall RMSE of parameter estimation, but that does not give it the same advantage when estimating the quantiles. The differences in percentage-RMSE of estimating $Q(0.5)$ and $Q(0.75)$ among LME, Z&S and NEW are only marginal. For example, for $\xi = 1$ and $p = 0.5$ or $p = 0.75$, the NEW method has the smallest percentage-RMSE. For 0.5 and 0.75 quantiles, the quantile estimators of NEW are generally the most reliable.

However, for estimating the higher upper quantiles that close to 1, such as $Q(0.9)$, performance of the NEW method drops dramatically as its percentage-bias increases rapidly as the tail becomes heavier. The performance of LME and Z&S’ quantile estimators also drop significantly. Their percentage-bias and percentage-RMSE almost doubled compared with the 0.75 quantile cases, as seen in Tables 4 and 5.

The numerical evidence and analysis seemed to suggest that the performance of different quantile estimators may not be consistent when estimating different quantiles. [14] show that, by Taylor expansion, $Q(p) = \sigma p \left(1 + \frac{1}{2}(1 + \xi)p + O(p^2)\right)$, as $p \to 0$, thus the accuracy of $\hat{Q}(p)$ for small $p$ is mainly affected by the accuracy of $\hat{\sigma}$. For large $p$, the mechanic is rather unclear. Hence, we considered the following subsequent tests. Figure 4 presented the following subsequent tests. Figure 4 presented the percentage-bias and percentage-RMSE of the quantile estimators of the five methods, given sample size $n = 30$ and fixed values of $\xi = \{0.25, 0.5, 0.75, 1\}$ (for each row of figures, respectively), plotted against varying values of $p$, ranged from 0.5 to 0.95 by 0.01 interval. Results were briefly

Figure 2. Bias and RMSE of the shape estimator $\hat{\xi}$ plotted against $\xi$ (from $-1$ to $1$).
### Table 1. Bias and RMSE of $\hat{\sigma}$

<table>
<thead>
<tr>
<th>$n$</th>
<th>$\xi$</th>
<th>Bias</th>
<th>RMSE</th>
<th>Bias</th>
<th>RMSE</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>MOM</td>
<td>PWM</td>
<td>LME</td>
<td>Z&amp;S</td>
</tr>
<tr>
<td>50</td>
<td>-1</td>
<td>0.024</td>
<td>0.015</td>
<td>0.012</td>
<td>-0.045</td>
</tr>
<tr>
<td></td>
<td>0</td>
<td>0.020</td>
<td>0.017</td>
<td>0.026</td>
<td>-0.031</td>
</tr>
<tr>
<td></td>
<td>0.25</td>
<td>0.030</td>
<td>0.027</td>
<td>0.024</td>
<td>-0.020</td>
</tr>
<tr>
<td></td>
<td>0</td>
<td>0.046</td>
<td>0.032</td>
<td>0.033</td>
<td>-0.016</td>
</tr>
<tr>
<td></td>
<td>0.25</td>
<td>0.121</td>
<td>0.040</td>
<td>0.048</td>
<td>-0.006</td>
</tr>
<tr>
<td></td>
<td>0.5</td>
<td>0.083</td>
<td>0.056</td>
<td>0.016</td>
<td>0.009</td>
</tr>
<tr>
<td></td>
<td>0.75</td>
<td>0.182</td>
<td>0.064</td>
<td>0.041</td>
<td>0.017</td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>—</td>
<td>0.079</td>
<td>0.065</td>
<td>0.029</td>
</tr>
</tbody>
</table>

### Table 2. Bias and RMSE of $\hat{\xi}$

<table>
<thead>
<tr>
<th>$n$</th>
<th>$\xi$</th>
<th>Bias</th>
<th>RMSE</th>
<th>Bias</th>
<th>RMSE</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>MOM</td>
<td>PWM</td>
<td>LME</td>
<td>Z&amp;S</td>
</tr>
<tr>
<td>50</td>
<td>-1</td>
<td>-0.031</td>
<td>-0.013</td>
<td>-0.015</td>
<td>0.057</td>
</tr>
<tr>
<td></td>
<td>0</td>
<td>-0.019</td>
<td>-0.015</td>
<td>-0.029</td>
<td>0.033</td>
</tr>
<tr>
<td></td>
<td>0.25</td>
<td>-0.027</td>
<td>-0.022</td>
<td>-0.027</td>
<td>0.024</td>
</tr>
<tr>
<td></td>
<td>0</td>
<td>-0.045</td>
<td>-0.031</td>
<td>-0.029</td>
<td>0.019</td>
</tr>
<tr>
<td></td>
<td>0.25</td>
<td>-0.103</td>
<td>-0.046</td>
<td>-0.039</td>
<td>0.009</td>
</tr>
<tr>
<td></td>
<td>0.5</td>
<td>—</td>
<td>-0.089</td>
<td>-0.044</td>
<td>-0.007</td>
</tr>
<tr>
<td></td>
<td>0.75</td>
<td>—</td>
<td>-0.173</td>
<td>-0.046</td>
<td>-0.027</td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>—</td>
<td>—</td>
<td>-0.057</td>
<td>-0.039</td>
</tr>
</tbody>
</table>
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The document contains tables with data for estimating parameters of a Generalized Pareto Distribution (GPD) using various methods, including Moment (MOM), Pulse Width Modulation (PWM), Least Mean Error (LME), Z&S, and a NEW method. The tables present percentage-bias and percentage-root mean square error (RMSE) for different values of \(n\) and \(\xi\). The tables include columns for the methods mentioned above and their performance metrics for estimating parameters \(Q_{0.5;1,\xi}\) and \(Q_{0.75;1,\xi}\). The data is presented in a structured format with clearly defined headers and rows, making it easy to interpret. The tables are well-organized, with headers in bold and data entries following in a tabular format. The document also includes a note at the bottom, crediting the source of the data or further reading material.
First, for all tested methods, accurately estimating extreme upper quantiles is obviously more difficult beyond certain \( p \) thresholds. The slopes of estimation bias and error curves increase steeply when the \( p \) value is close to 1, even more so for heavier tails. As discussed in this section, the methods we tested all have significant performance loss when estimating higher upper quantiles of extremely heavy-tailed GPD, such as \( \xi \geq 0.5 \) (namely, the GPD has infinite variance). Recall that \( p = (2^p \xi) \), where \( p^* \) is the extreme probability or quantile level of the original distribution, \( F_Y \), and \( N \) is the sample size of the original data. \( p^* \) and \( N \) are often predetermined, but the value of \( p \) can still be adjusted by changing the threshold value \( u \) (thus changing \( n \)). From what we have observed, when \( p^* \) and \( N \) are fixed, raising the threshold \( u \) will lead to less-extreme \( p \), which may reduce the bias and error of \( Q(p) \). However, this partially contradicts the well-known ‘bias-variance-tradeoff’ effect of the threshold selection, which, in general, suggests that lower thresholds will lead to larger bias but smaller variance, and higher thresholds will lead to smaller bias but larger variance. To answer these questions would probably require comparing the POT approach based on different methods with classic approaches and cross-examining different sample sizes and \( p \) values. Such problems are beyond the main scope of this paper. However, it can be concluded that choosing a threshold which leads to a moderate \( p \) value (i.e., \( p \leq 0.8 \)) will benefit summarised as follows.

<table>
<thead>
<tr>
<th>( n )</th>
<th>( \xi )</th>
<th>MOM</th>
<th>PWM</th>
<th>LME</th>
<th>Z&amp;S</th>
<th>NEW</th>
<th>Percentage-bias</th>
<th>Percentage-RMSE</th>
</tr>
</thead>
<tbody>
<tr>
<td>50</td>
<td>-1</td>
<td>-0.009</td>
<td>-0.003</td>
<td>-0.007</td>
<td>-0.010</td>
<td>-0.006</td>
<td>0.053</td>
<td>0.052</td>
</tr>
<tr>
<td></td>
<td>-0.5</td>
<td>-0.008</td>
<td>-0.007</td>
<td>-0.010</td>
<td>-0.010</td>
<td>-0.004</td>
<td>0.091</td>
<td>0.084</td>
</tr>
<tr>
<td></td>
<td>-0.25</td>
<td>-0.006</td>
<td>-0.006</td>
<td>-0.013</td>
<td>-0.003</td>
<td>-0.005</td>
<td>0.107</td>
<td>0.109</td>
</tr>
<tr>
<td></td>
<td>0</td>
<td>-0.011</td>
<td>-0.011</td>
<td>-0.007</td>
<td>0.000</td>
<td>0.002</td>
<td>0.144</td>
<td>0.144</td>
</tr>
<tr>
<td></td>
<td>0.25</td>
<td>-0.009</td>
<td>-0.018</td>
<td>-0.001</td>
<td>0.005</td>
<td>0.003</td>
<td>0.198</td>
<td>0.188</td>
</tr>
<tr>
<td></td>
<td>0.5</td>
<td>—</td>
<td>-0.031</td>
<td>0.005</td>
<td>0.018</td>
<td>0.033</td>
<td>—</td>
<td>0.241</td>
</tr>
<tr>
<td></td>
<td>0.75</td>
<td>—</td>
<td>-0.057</td>
<td>0.022</td>
<td>0.025</td>
<td>0.052</td>
<td>—</td>
<td>0.334</td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>—</td>
<td>—</td>
<td>0.038</td>
<td>0.055</td>
<td>0.077</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>30</td>
<td>-1</td>
<td>-0.016</td>
<td>-0.005</td>
<td>-0.027</td>
<td>-0.017</td>
<td>-0.022</td>
<td>0.102</td>
<td>0.101</td>
</tr>
<tr>
<td></td>
<td>-0.5</td>
<td>-0.030</td>
<td>-0.025</td>
<td>-0.040</td>
<td>-0.020</td>
<td>-0.023</td>
<td>0.152</td>
<td>0.155</td>
</tr>
<tr>
<td></td>
<td>-0.25</td>
<td>-0.031</td>
<td>-0.030</td>
<td>-0.044</td>
<td>-0.010</td>
<td>-0.016</td>
<td>0.197</td>
<td>0.200</td>
</tr>
<tr>
<td></td>
<td>0</td>
<td>-0.035</td>
<td>-0.036</td>
<td>-0.037</td>
<td>0.001</td>
<td>0.004</td>
<td>0.257</td>
<td>0.257</td>
</tr>
<tr>
<td></td>
<td>0.25</td>
<td>-0.024</td>
<td>-0.044</td>
<td>-0.013</td>
<td>0.025</td>
<td>0.032</td>
<td>0.360</td>
<td>0.332</td>
</tr>
<tr>
<td></td>
<td>0.5</td>
<td>—</td>
<td>-0.067</td>
<td>0.021</td>
<td>0.039</td>
<td>0.072</td>
<td>—</td>
<td>0.441</td>
</tr>
<tr>
<td></td>
<td>0.75</td>
<td>—</td>
<td>-0.038</td>
<td>0.045</td>
<td>0.106</td>
<td>0.154</td>
<td>—</td>
<td>0.777</td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>—</td>
<td>—</td>
<td>0.160</td>
<td>0.192</td>
<td>0.301</td>
<td>—</td>
<td>—</td>
</tr>
</tbody>
</table>

Table 5. Percentage-bias and Percentage-RMSE of estimating \( Q(0.9; 1, \xi) \)
the overall performance of quantile estimation of the GPD. In particular, the NEW method we proposed has displayed promising properties such as versatility under these circumstances.

### 3.3 Confidence interval estimation

In practice, confidence interval not only measures the uncertainty of unknown quantities such as quantiles, but also provides valuable tail-information in modelling GPD. In this section we compare the performance of different confidence interval methods in terms of average length and coverage probability. These methods include the profile log-likelihood method based on MLE estimates (Profile), the asymptotic CI based on observed Fisher information of PWM and LME methods, the generalized CI of NEW method and two bootstrap methods: the percentile bootstrap confidence intervals (PERC) and the bias-corrected and accelerated (BCα) confidence intervals. Details of both bootstrap methods can be found in [10] or seen in [23] for a more specific study of the bootstrap CI for heavy-tailed GPD.

We mainly focused on CI of quantile estimation of the GPD, which included 90% and 95% CI of \(Q(p)\), where \(p = \{0.75, 0.9\}\), respectively. CI for median \(Q(0.5)\) was not reported because similar conclusions can be drawn from the results. Random samples of different sizes \((n = 50, 30)\) were generated from \(\sigma = 1\) with different values of shape parameter \(\xi = \{-0.25, 0.25, 0.5, 0.75\}\), under 1000 replicates. For the NEW estimates, \(\Theta(\tau)\) was calculated based on 2000 Monte Carlo random samples; the bootstrap methods were calculated based on 1000 bootstrap samples. For each method, the average interval length and coverage probability are summarized in Tables 6 and 7. It is worth mentioning that CI estimation for sample size \(n = 15\) is not reported, due to tested methods that all failed to provide point and exact interval estimation for the GPD with small samples.
reliable results in terms of coverage probability or average interval length.

For the same reasons stated in the previous section, we considered it important that the CI estimates should be consistently reliable for different tail behaviours (different $\xi$ values). Also, ideally a good CI estimation should have the shortest interval length, combined with an accurate coverage probability (CP) close to the nominal $1 - \beta$% confidence level, but as little above $(1 - \beta)$% as possible ([16]).

Table 6 presents results for the less-extreme 75% quantile of the GPD. The average CI length of all tested methods increases as sample size decreases. Overall, the generalized CIs provided by the NEW method have the most reliable good performance for different value of $\xi$s. The CP based on PWM estimates is always lower than the nominal level, decreasing as value of $\xi$ increases. On the contrary, the CP based on LME estimates is obviously much higher than the nominal level when the value of $\xi$ is smaller. But the CP of LME-based CI estimates decreases as value of $\xi$ increases, and for the 90% and 95% CI of $Q(0.9)$, it coincidentally becomes very close to the nominal level. For the $Q(0.75)$ cases, CIs based on the profile log-likelihood method have

Figure 4. Percentage-bias and percentage-RMSE of estimating $Q(p; 1, \xi)$, plotted against $p$ ($0.5 \leq p \leq 0.95$), for heavy-tailed GPD with different values of $\xi = 0.25, 0.5, 0.75, 1$, respectively; sample size $n = 30$. 

(a) Perc-bias, $\xi=0.25$  
(b) Perc-RMSE, $\xi=0.25$  
(c) Perc-bias, $\xi=0.5$  
(d) Perc-RMSE, $\xi=0.5$  
(e) Perc-bias, $\xi=0.75$  
(f) Perc-RMSE, $\xi=0.75$  
(g) Perc-bias, $\xi=1$  
(h) Perc-RMSE, $\xi=1$  
CI estimates have obvious insufficient CPs.

Heavy-tailed distributions, estimations from naive bootstrap have been observed for both bootstrap methods, as denoted when the GPD is extremely heavy-tailed, such as most situations, but their interval lengths are very misleading CI for $\xi$.

Table 6. Average length and coverage probability (in parentheses) of confidence intervals of estimating $Q(0.75; 1, \xi)$

<table>
<thead>
<tr>
<th>$n$</th>
<th>$\xi$</th>
<th>Profile</th>
<th>PWM</th>
<th>LME</th>
<th>NEW</th>
<th>PERC</th>
<th>BC$_n$</th>
</tr>
</thead>
<tbody>
<tr>
<td>-0.25</td>
<td>(0.893)</td>
<td>0.474</td>
<td>0.482</td>
<td>1.066</td>
<td>0.505</td>
<td>0.521</td>
<td>0.527</td>
</tr>
<tr>
<td>0.25</td>
<td>(0.897)</td>
<td>0.961</td>
<td>0.926</td>
<td>1.703</td>
<td>1.016</td>
<td>0.963</td>
<td>0.982</td>
</tr>
<tr>
<td>0.5</td>
<td>(0.898)</td>
<td>1.373</td>
<td>1.212</td>
<td>2.228</td>
<td>1.451</td>
<td>1.371</td>
<td>1.414</td>
</tr>
<tr>
<td>0.75</td>
<td>(0.899)</td>
<td>2.030</td>
<td>1.644</td>
<td>3.054</td>
<td>2.154</td>
<td>***</td>
<td>***</td>
</tr>
<tr>
<td>30</td>
<td>(0.901)</td>
<td>0.612</td>
<td>0.611</td>
<td>1.365</td>
<td>0.660</td>
<td>0.697</td>
<td>0.702</td>
</tr>
<tr>
<td>0.25</td>
<td>(0.874)</td>
<td>1.245</td>
<td>1.169</td>
<td>2.184</td>
<td>1.371</td>
<td>1.303</td>
<td>1.348</td>
</tr>
<tr>
<td>0.5</td>
<td>(0.894)</td>
<td>1.849</td>
<td>1.538</td>
<td>2.901</td>
<td>2.031</td>
<td>1.816</td>
<td>1.908</td>
</tr>
<tr>
<td>0.75</td>
<td>(0.900)</td>
<td>2.796</td>
<td>1.842</td>
<td>3.899</td>
<td>3.107</td>
<td>***</td>
<td>***</td>
</tr>
</tbody>
</table>

Table 7. Average length and coverage probability (in parentheses) of confidence intervals of estimating $Q(0.9; 1, \xi)$

<table>
<thead>
<tr>
<th>$n$</th>
<th>$\xi$</th>
<th>Profile</th>
<th>PWM</th>
<th>LME</th>
<th>NEW</th>
<th>PERC</th>
<th>BC$_n$</th>
</tr>
</thead>
<tbody>
<tr>
<td>-0.25</td>
<td>(0.866)</td>
<td>0.594</td>
<td>0.616</td>
<td>1.920</td>
<td>0.713</td>
<td>0.572</td>
<td>0.582</td>
</tr>
<tr>
<td>0.25</td>
<td>(0.899)</td>
<td>2.243</td>
<td>1.976</td>
<td>3.869</td>
<td>2.539</td>
<td>1.841</td>
<td>2.011</td>
</tr>
<tr>
<td>0.5</td>
<td>(0.894)</td>
<td>3.643</td>
<td>3.413</td>
<td>5.881</td>
<td>4.700</td>
<td>3.601</td>
<td>4.202</td>
</tr>
<tr>
<td>0.75</td>
<td>(0.902)</td>
<td>4.587</td>
<td>4.898</td>
<td>9.720</td>
<td>5.252</td>
<td>***</td>
<td>***</td>
</tr>
<tr>
<td>30</td>
<td>(0.878)</td>
<td>0.764</td>
<td>0.780</td>
<td>2.430</td>
<td>1.031</td>
<td>0.708</td>
<td>0.718</td>
</tr>
<tr>
<td>0.25</td>
<td>(0.908)</td>
<td>3.011</td>
<td>2.489</td>
<td>5.003</td>
<td>3.950</td>
<td>2.330</td>
<td>2.642</td>
</tr>
<tr>
<td>0.5</td>
<td>(0.897)</td>
<td>4.151</td>
<td>4.271</td>
<td>7.792</td>
<td>8.143</td>
<td>24.477</td>
<td>2352.063</td>
</tr>
<tr>
<td>0.75</td>
<td>(0.867)</td>
<td>4.725</td>
<td>5.873</td>
<td>13.305</td>
<td>18.083</td>
<td>84.915</td>
<td>***</td>
</tr>
</tbody>
</table>

*** denotes value larger than $1 \times 10^5$

Comparably performance with the NEW method, and are even slightly better in terms of average interval length. For the $Q(0.9)$ cases, however, the profile log-likelihood based CI estimates have obvious insufficient CPs.

Regarding bootstrap-method-based (PERC and BC$_n$) CIs for $Q(0.75)$, their CPs are close to the nominal level in most situations, but their interval lengths are very misleading when the GPD is extremely heavy-tailed, such as $\xi = 0.5, 0.75$. Extremely large average interval length ($> 1 \times 10^5$) have been observed for both bootstrap methods, as denoted with *** in tables. For small sample sizes and extremely heavy-tailed distributions, estimations from naive bootstrap methods are dominated by the largest sample point (or several extremely large sample points) and may not converge.

For more detailed analysis of naive bootstrap failure potential in heavy-tailed cases, please refer to [1] and [13]. These extremely wide confidence intervals have basically no practical use.

For the CIs of higher quantiles $Q(0.9)$, the CPs from profile log-likelihood and PWM drop significantly as the tail of the GPD gets heavier. The LME-based CI is obviously overestimated, even CP=1 when $\xi = -0.25$. The bootstrap methods have the same convergence problem for heavy-tailed GPD, as shown in previous case, and their CPs.
Table 8. Comparison of goodness-of-fit of Florida flood claims data for GPD with four-method

<table>
<thead>
<tr>
<th>Threshold</th>
<th>(\hat{\sigma})</th>
<th>(\hat{\xi})</th>
<th>(W^2)</th>
<th>Asymptotic (p) values</th>
<th>Bootstrap (p) value</th>
<th>(A^2)</th>
<th>Asymptotic (p) values</th>
<th>Bootstrap (p) value</th>
</tr>
</thead>
<tbody>
<tr>
<td>(u = 26.302)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>NEW</td>
<td>9.210</td>
<td>0.727</td>
<td>0.038</td>
<td>0.939</td>
<td>0.942</td>
<td>0.278</td>
<td>0.939</td>
<td>0.932</td>
</tr>
<tr>
<td>PWM</td>
<td>10.830</td>
<td>0.524</td>
<td>0.069</td>
<td>0.758</td>
<td>0.762</td>
<td>0.466</td>
<td>0.758</td>
<td>0.761</td>
</tr>
<tr>
<td>LME</td>
<td>9.950</td>
<td>0.649</td>
<td>0.049</td>
<td>0.879</td>
<td>0.875</td>
<td>0.341</td>
<td>0.879</td>
<td>0.883</td>
</tr>
<tr>
<td>Z&amp;S</td>
<td>9.436</td>
<td>0.703</td>
<td>0.040</td>
<td>0.926</td>
<td>0.937</td>
<td>0.292</td>
<td>0.926</td>
<td>0.932</td>
</tr>
<tr>
<td>(u = 32.527)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>NEW</td>
<td>13.312</td>
<td>0.701</td>
<td>0.041</td>
<td>0.919</td>
<td>0.924</td>
<td>0.326</td>
<td>0.919</td>
<td>0.894</td>
</tr>
<tr>
<td>PWM</td>
<td>16.033</td>
<td>0.469</td>
<td>0.057</td>
<td>0.827</td>
<td>0.832</td>
<td>0.499</td>
<td>0.827</td>
<td>0.711</td>
</tr>
<tr>
<td>LME</td>
<td>14.986</td>
<td>0.581</td>
<td>0.049</td>
<td>0.873</td>
<td>0.876</td>
<td>0.418</td>
<td>0.873</td>
<td>0.794</td>
</tr>
<tr>
<td>Z&amp;S</td>
<td>14.407</td>
<td>0.620</td>
<td>0.045</td>
<td>0.897</td>
<td>0.903</td>
<td>0.380</td>
<td>0.897</td>
<td>0.815</td>
</tr>
<tr>
<td>(u = 45.532)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>NEW</td>
<td>22.083</td>
<td>0.612</td>
<td>0.089</td>
<td>0.632</td>
<td>0.635</td>
<td>0.402</td>
<td>0.632</td>
<td>0.708</td>
</tr>
<tr>
<td>PWM</td>
<td>26.902</td>
<td>0.364</td>
<td>0.128</td>
<td>0.461</td>
<td>0.447</td>
<td>0.578</td>
<td>0.461</td>
<td>0.573</td>
</tr>
<tr>
<td>LME</td>
<td>25.930</td>
<td>0.446</td>
<td>0.120</td>
<td>0.492</td>
<td>0.494</td>
<td>0.536</td>
<td>0.492</td>
<td>0.602</td>
</tr>
<tr>
<td>Z&amp;S</td>
<td>23.427</td>
<td>0.550</td>
<td>0.099</td>
<td>0.585</td>
<td>0.589</td>
<td>0.441</td>
<td>0.585</td>
<td>0.682</td>
</tr>
</tbody>
</table>

are significantly below the nominal level. But for all cases the NEW method has CPs close to the nominal level within ±0.03 differences. Although the average interval lengths of CIs from the NEW method are large for extremely heavy-tailed situations (for \(\xi = 0.75\) the average length of the CI is 26.35, while the true value of \(Q(0.9; 1, 0.75) \approx 6.165\)), we believe it is still reasonable since most other methods which have shorter intervals also have very low CPs. Generally speaking, except the extremely heavy-tailed situation where \(n = 15\) (which is not reported here), the confidence interval estimation based on the NEW method generally outperforms other tested methods for all tested scenarios and, most importantly, it is consistently reliable.

4. EXAMPLE

We also examined a real-world example, using the flood insurance claim data from the U.S. National Flood Insurance Program (NFIP\textsuperscript{1}). More details of this dataset are given in [5]. Average claim values per year (in thousands of dollars) of each county of the Florida state from 1998 to 2008 were gathered, with a total sample size of 504. We fit the GPD with this data by three different threshold values \(u = 26.302, 32.527, 45.532\) respectively. The three different threshold values result in three different sample sizes \(n = 50, 30, 15\) in the analysis. For each threshold, the Cramér-von Mises \(W^2\) statistic and the Anderson-Darling \(A^2\) statistic as well as Q-Q plot were used in the goodness-of-fit test.

The asymptotic \(p\) value and the bootstrap \(p\) value generated from 2000 samples for each statistic were calculated. Results including estimated parameters, test statistics and their \(p\) values were reported in Table 8. For three sample sets, most methods gave shape parameter estimators \(\xi\) close to or larger than 0.5, which implies that the underlying data follow a very heavy-tailed distribution which very likely has infinite second moments. The MOM method based estimates are known for having poor performance or even not existing, so MOM method is not included in this analysis. For the two lower thresholds, the NEW, LME and Z&S’ estimation results do not show large differences, while the PWM method has notably smaller shape estimator and larger scale estimator. Both asymptotic and bootstrap \(p\) values are almost identical under both test statistics and generally lead to the same conclusion. In all tested cases, no method shows significant inadequate fitting. Judging by the \(p\) values, PWM estimates have the lowest goodness-of-fit level, while the NEW has the highest \(p\) values for all cases.

The Q-Q plots of the four tested methods with their threshold values are presented in Figure 5. Graphically, similar conclusions to the goodness-of-fit tests can be drawn from the Q-Q plots. Obviously the NEW and Z&S methods have better fitting than the other two methods, especially for the data on the upper tails.

5. CONCLUSIONS

In this paper, we introduce a new method for point estimation and interval estimation of the GPD, specifically focusing on small sample cases. Numerical evidence has shown that the new method provides consistent point estimates against the varying tail behaviour of the GPD. At the same time it provides consistent, even accurate, confidence inter-
val estimates in terms of coverage probability and average interval length, for sample sizes as small as $n = 30$.

At the same time, our numerical study shows that all methods to fit GPD are sensitive to the value of shape parameter $\xi$. The new method, despite its reliability or versatility, may not always be best under some values of $\xi$. In reality, however, it is not always possible to choose the 'appropriate' model according to $\xi$, as one cannot always know for sure what range the value of $\xi$ falls into or what type of tail the underlying distribution may have. Thus, an estimation method like the proposed one in this paper that maintains reliable or versatile (not necessarily always the best) performance without any prior information about $\xi$ can be a very useful in fitting GPD.
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