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1. Introduction

Consider two large bodies $Q_1$ and $Q_2$ of masses $m_1 = m_2 = 1$ located at distance $\chi \gg 1$ from each other initially, and two small particles $Q_3$ and $Q_4$ of masses $m_3 = m_4 = \mu \ll 1$. The $Q_i$’s interact with each other via Newtonian potential. We denote the momentum
of \( Q_i \) by \( P_i \). The Hamiltonian of this system can be written as

\[
H(Q_1, P_1; Q_2, P_2; Q_3, P_3; Q_4, P_4) = \frac{P_1^2}{2} + \frac{P_2^2}{2} + \frac{P_3^2}{2\mu} + \frac{P_4^2}{2\mu} - \frac{1}{|Q_1 - Q_2|} - \frac{\mu}{|Q_1 - Q_3|} - \frac{\mu}{|Q_1 - Q_4|} - \frac{\mu}{|Q_2 - Q_3|} - \frac{\mu}{|Q_2 - Q_4|} - \frac{\mu^2}{|Q_3 - Q_4|}
\]

(1.1)

We choose the mass center as the origin.

We want to study singular solutions of this system, that is solutions which cannot be continued for all positive times. We will exhibit a rich variety of singular solutions. Fix a small \( \varepsilon_0 \). Let \( \omega = \{\omega_j\}_{j=1}^{\infty} \) be a sequence of 3’s and 4’s.

**Definition 1.1.** We say that \((Q_i(t), \dot{Q}_i(t)), i=1,2,3,4\) is a singular solution with symbolic sequence \( \omega \) if there exists a positive increasing sequence \( \{t_j\}_{j=0}^{\infty} \) such that

- \( t^* = \lim_{j \to \infty} t_j < \infty \).
- \( |Q_3 - Q_2|(t_j) \leq \varepsilon_0 \) and \( |Q_4 - Q_2|(t_j) \leq \varepsilon_0 \).
- For \( t \in [t_{j-1}, t_j] \) we have \( |Q_3 - Q_2|(t) \leq \varepsilon_0 \), and \( \{Q_{\omega_j}(t)\}_{t \in [t_{j-1}, t_j]} \) leaves the \( \varepsilon_0 \)-neighborhood of \( Q_2 \), winds around \( Q_1 \) exactly once, then reenters the \( \varepsilon_0 \)-neighborhood of \( Q_2 \).
- \( \limsup_i |\dot{Q}_i(t)|, \limsup_i |Q_i(t)| \to \infty \) as \( t \to t^* \), \( i=1,2,3,4 \).

During the time interval \([t_{j-1}, t_j]\), we refer to \( Q_{\omega_j} \) as the traveling particle and to \( Q_{7-\omega_j} \) as the captured particle. Thus, \( \omega_j \) prescribes which particle is the traveler during the \( j \)th trip.

We denote by \( \Sigma_\omega \) the set of initial conditions of singular orbits with symbolic sequence \( \omega \).

**Theorem 1.** There exists \( \mu_* < 1 \) such that for \( \mu < \mu_* \) the set \( \Sigma_\omega \neq \emptyset \). Moreover, there is an open set \( U \) on the zero-energy level and zeroth angular momentum level, and a foliation of \( U \) by 2-dimensional surfaces such that for any leaf \( S \) of our foliation \( \Sigma_\omega \cap S \) is a Cantor set.

We remark that the choice of the zero-energy level is only for simplicity. Our construction holds for sufficiently small non-zero energy levels.

**1.1. Motivations and perspectives**

Our work is motivated by the following fundamental problem in celestial mechanics. Describe the set of initial conditions of the Newtonian \( N \)-body problem leading to global solutions. The complement to this set splits into the initial conditions leading to the collision and non-collision singularities.
It is clear that the set of initial conditions leading to collisions is non-empty for all \( N > 1 \) and it is shown in [Sa1] that it has zero measure. Much less is known about the non-collision singularities. The main motivation for our work is provided by the following basic problems.

*Conjecture* 1. The set of non-collision singularities has zero measure for all \( N > 3 \).

This conjecture can be found in the problem list [Si] as the first problem. This conjecture remains almost completely open. The only known result, by Saari [Sa2], is that the conjecture is true for \( N = 4 \). To obtain the complete solution of this conjecture one needs to understand better the structure of the non-collision singularities. Our Cantor set in Theorem 1 has zero measure and codimension 2 on the energy level, which is in favor of Conjecture 1. As a first step, it is natural to conjecture the following.

*Conjecture* 2. (Painlevé Conjecture, 1897) The set of non-collision singularities is non-empty for all \( N > 3 \).

There is a long history studying Conjecture 2. There are some nice surveys, see for instance [G3]. Conjecture 2 was explicitly mentioned in Painlevé’s lectures [P], where the author proved that for \( N = 3 \) there are no non-collision singularities, using an argument based on the triangle inequality (see also [G3] for the argument). Soon after Painlevé, von Zeipel showed that if the system of \( N \) bodies has a non-collision singularity, then some particle should fly off to infinity in finite time. Thus, non-collision singularities seem quite counterintuitive. The first landmark towards proving the conjecture came in 1975. In [MM] Mather and McGehee constructed a system of four bodies on the line where the particles go to infinity in finite time after an infinite number of binary collisions (it was known since the work of Sundman [Su] that binary collisions can be regularized so that the solutions can be extended beyond the collisions). Since the Mather–McGehee example had collisions, it did not solve Conjecture 2, but made it plausible. Conjecture 2 was proved independently by Xia [Xi] for the spatial 5-body problem and by Gerver [G1] for the planar 3N-body problem, where \( N \) is sufficiently large. It is a general belief that a non-collision singularity in the \((N+1)\)-body problem can be obtained by adding one more remote and light body to the \(N\)-body problem, to which the existence of non-collision singularities is known. The hardest case of the problem, \( N = 4 \), still remained open. Our result proves the conjecture in the \( N = 4 \) case.

We believe the method used in this paper could also be used to construct non-collision singularities for the general \( N \)-body problem, for any \( N > 3 \). We can put any number of bodies into our system sufficiently far from the mass center of our four bodies, orthogonal to the line passing through \( Q_1 \) and \( Q_2 \). This produces non-collision singularities in the \( N \)-body problem. We have not checked all the details in that case, but we do
not expect any significant difficulties. Treating the general $N$ however would significantly increase the length of the paper, so to simplify the exposition we concentrate here on the 4-body case.

Since our technique is perturbative and it is necessary that $\mu \ll 1$, we ask the following questions.

**Question 1.** Are there non-collision singularities for the 4-body problem in which all the four bodies have comparable masses?

In fact it is possible that the following stronger result holds.

**Question 2.** Is it true that for any choice of positive masses $(m_1, m_2, m_3, m_4) \in \mathbb{R}^3$ the corresponding 4-body problem has non-collision singularities?

We need to develop some non-perturbative techniques for the first question and we need to explore the obstructions for the existence of non-collision singularities for the second.

### 1.2. Sketch of the proof

The proof consists of the following three aspects: physical, mathematical and algorithmic aspects. The physical aspect is an idealistic model constructed by Gerver [G2] (see §2.2), in which the hyperbolic Kepler motion of one light body can extract energy from the elliptic Kepler motion of the other light body. Moreover, after each cycle of energy extraction, the configuration is made self-similar to the beginning, so that the procedure of energy extraction can be iterated infinitely.

The mathematical aspect is a partially hyperbolic dynamics framework. We find that there are two strongly expanding directions that are invariant under iterates along our singular orbits. The strong expansions allow us to push the iteration to the future and synchronize the two light bodies. Namely, the two light bodies can be chosen to come to the correct place simultaneously in order to have a close encounter. One strong expansion is given by a close encounter between $Q_1$ and $Q_4$. This is the hyperbolicity created by scattering (hyperbolic Kepler motion). The other one is induced by shear coming from the elliptic Kepler motion, which seems quite new in celestial mechanics.

The algorithmic aspect is a systematic toolbox that we develop to compute the derivative of the Poincaré map in detail. This toolbox includes symplectic coordinate systems and partition of the phase space (§4 and Appendix A), integration of the variational equations (§7) and boundary contributions (§8), coordinate change between different pieces of the phase space (§9), collision exclusion (§6.4), etc. Moreover, we develop new methods to regularize the double collision using hyperbolic Delaunay coordinates and extract $C^1$
information of the near double collision from its singular limit, the elastic collision, using polar coordinates (§10). These new methods are more suitable to our framework than previously known methods such as Levi-Civita regularization, and hopefully have wider applications.

The paper is organized as follows. In §2, we give the proof of the main Theorem 1. In §3 we study the structure of the derivative of the local map and the global map. In §4, we perform several symplectic transformations to reduce the Hamiltonian system to a form suitable for doing calculations and estimates. This section is purely algebraic without dynamics. Next, we state our estimates for the derivatives of the factor maps of the global map as Proposition 5.2 in §5. The following §§6–10 are devoted to the proof of the proposition. In Appendix C, we give the proof of our main estimate for the derivative of the global map, Lemma 3.2, based on Proposition 5.2. Finally, in Appendix A, we give an introduction to Delaunay variables including estimates of the various partial derivatives which are used in our calculations, and in Appendix B, we summarize the result of Gerver in [G2].

We use the following conventions for constants:
- We use $C, c, \hat{C}, \tilde{C}$ (without subscript) to denote a constant whose value may be different in different contexts.
- When we use subscript 1, 3, 4, for instance $C_1, C_3, C_4$, etc., we mean the constant has fixed value throughout the paper specifically chosen for the first, third or fourth body.

### 2. Proof of the main theorem

#### 2.1. The coordinates

We first introduce the set of coordinates needed to state our lemmas and prove our theorems. This set of coordinates is known as the Jacobi coordinates.

**Definition 2.1.** (The coordinates) • We define the relative position of $Q_1, Q_3$ and $Q_4$ to $Q_2$ as the new variables $q_1, q_3, q_4$:

$$q_1 = Q_1 - Q_2, \quad q_3 = Q_3 - Q_2, \quad q_4 = Q_4 - Q_2,$$

and the new momentum $p_1, p_3, p_4$, which are related to the old momentum $P_1, P_3, P_4$ by

$$P_1 = \mu p_1, \quad P_3 = \mu p_3, \quad P_4 = \mu p_4.$$

(2.1)
Next, we define the new set of variables \((x_3, v_3; x_1, v_1; x_4, v_4)\) called Jacobi coordinates through
\[
\begin{align*}
  v_3 &= p_3 + \frac{\mu}{1+\mu}(p_4 + p_1), \\
  v_1 &= p_1, \\
  v_4 &= p_4 + \frac{\mu p_1}{1+2\mu}, \\
  x_3 &= q_3, \\
  x_1 &= q_1 - \frac{\mu(q_3 + q_4)}{2\mu + 1}, \\
  x_4 &= q_4 - \frac{\mu q_3}{1+\mu}.
\end{align*}
\] (2.3)

One can easily check that this transformation is symplectic, i.e. the following symplectic form \(\mathcal{\Omega}\) is preserved:
\[
\mathcal{\Omega} = \sum_{i=3,1,4} dp_i \wedge dq_i = \sum_{i=3,1,4} dv_i \wedge dx_i.
\] (2.4)

The total angular momentum is
\[
G_0 := \sum_{i=3,1,4} p_i \times q_i = \sum_{i=3,1,4} v_i \times x_i.
\]

In this paper we assume the total angular momentum \(G_0 = 0\).

**Remark 2.2.** This set of new coordinates \((x_3, v_3; x_1, v_1; x_4, v_4)\) looks complicated. Heuristically, the new coordinates have the same physical meanings as the old coordinates \((q_3, p_3; q_1, p_1; q_4, p_4)\), since the transformation between them is a \(O(\mu)\) perturbation of \(Id\). We will study coordinate changes systematically in §4.

The rescaling (2.2) changes the meanings of some physical quantities. First, \(v_3, v_4\) are close to the velocities of \(Q_3\) and \(Q_4\), respectively; however, \(v_1\) is not close to the velocity of \(Q_1\) but is close to \(\mu^{-1}\) times the velocity of \(Q_1\). Next, the angular momentum \(G_0\) that we use here is actually \(\mu^{-1}\) times the angular momentum defined using the original coordinates \(P_i\) and \(Q_i\), \(i=1, 2, 3, 4\). Similarly, the energy is also \(\mu^{-1}\) times the original energy.

We then use Appendix A to pass to Delaunay variables \((x_3, v_3)\)→\((L_3, \ell_3, G_3, g_3)\) and \((x_4, v_4)\)→\((L_4, \ell_4, G_4, g_4)\). For Kepler motion with Hamiltonian
\[
H_2 = \frac{|v|^2}{2} - \frac{1}{|x|}, \quad (x, v) \in \mathbb{R}^2 \times \mathbb{R}^2,
\]
the Delaunay variables have explicit geometric meanings. When \(H_2 < 0\), the Kepler motion is elliptic. The quantity \(L^2\) is the semimajor axis, \(|LG|\) is the semi-minor axis, \(g\) is the argument of apapsis, and \(\ell\) is the mean anomaly indicating the position of the moving particle on the ellipse. When \(H_2 > 0\), the Kepler motion is hyperbolic, in which
case the Delaunay variables have similar geometric meanings. Details are provided in Appendix A.

To start, we assume the energy $E_3$ of the subsystem $(x_3, v_3)$ is negative, while the energy $E_4$ of the subsystem $(x_4, v_4)$ is positive. The energies and their relations to the Delaunay variables are given as follows:

$$E_3 := \frac{|v_3|^2}{2m_3} - \frac{k_3}{|x_3|} = \frac{m_3k_3^2}{2L_3^2}$$

and

$$E_4 := \frac{|v_4|^2}{2m_4} - \frac{k_4}{|x_4|} = \frac{m_4k_4^2}{2L_4^2},$$

where the values of $m_i$ and $k_i$ are given explicitly in (4.5) below, and it is enough to know that $m_i, k_i = 1 + O(\mu), i = 3, 4$. The variable $G_i = v_i \times x_i$ means minus the angular momentum of the subsystem $(x_i, v_i), i = 3, 4$.

We fix the zero-energy level so that we can eliminate $L_4$ from our list of variables, applying the implicit function theorem (§6.1). Next we pick a Poincaré section and treat $\ell_4$ as the new time (see Definition 2.6 below), so that we eliminate $\ell_4$ from our set of coordinates. So we get $(L_3, \ell_3, G_3, g_3; x_1, v_1; G_4, g_4) \in \mathbb{R}^7 \times T^3$ as the set of coordinates that we use to do calculations. In this section, we use the energy $E_3$ instead of $L_3$, eccentricities $e_3$ and $e_4$ instead of the negative angular momentum $G_3$ and $G_4$. The new choice of coordinates are related to the old ones through $e_i = \sqrt{1 + 2G_i^2E_i}, i = 3, 4$. We use the set of coordinates $(E_3, \ell_3, e_3, g_3; x_1, v_1; e_4, g_4)$ to give the proof of the main theorem, since it is easier to study their behavior under the rescaling. Actually, our system still has total angular momentum conservation. We could have fixed an angular momentum and eliminated two more variables. However, this would lead to more complicated calculations.

Notation 2.3. • We refer to our set of variables as

$$V = (V_3, V_1, V_4) = (L_3, \ell_3, G_3, g_3; x_1, v_1; G_4, g_4).$$

• We denote the Cartesian variables as

$$X := (X_3, X_1, X_4) = (x_3, v_3; x_1, v_1; x_4, v_4).$$

• In the following, when we use Cartesian coordinates such as $x$ and $v$, each letter has two components. We will use the subscript $\parallel$ to denote the horizontal coordinate and subscript $\perp$ to denote the vertical coordinate. So we write $x = (x_\parallel, x_\perp), v = (v_\parallel, v_\perp)$, etc.

2.2. Gerver’s model

Following [G2], we discuss in this section the dynamics of the subsystem $Q_2, Q_3, Q_4$ in the limit case $\mu = 0$ with $Q_1$ ignored. We assume that

• $Q_3$ has elliptic motion and $Q_4$ has hyperbolic motion with focus $Q_2$;
Figure 1. Angular momentum transfer.

- $Q_3$ and $Q_4$ arrive at the correct intersection point of their orbits simultaneously (see Figures 1 and 2);
- $Q_3$ and $Q_4$ do not interact unless they have an exact collision, and the collision is treated as elastic collision (energy and momentum are preserved).

The main conclusion is that
- the major axis of the elliptic motion is always kept vertical;
- the incoming and outgoing asymptotes of the hyperbolic motion are always horizontal;
- after two steps of the collision procedure, the ellipse has the same eccentricity as the ellipse before the first collision, but has a smaller semi-major axis (see Figures 1 and 2).

The interaction of $Q_3$ and $Q_4$ is described by the elastic collision. That is, velocities before (-) and after (+) the collision are related by

$$v_3^+ = \frac{v_3^- + v_4^-}{2} + |\frac{v_3^- - v_4^-}{2}| n(\alpha)$$
$$v_4^+ = \frac{v_3^- + v_4^-}{2} - |\frac{v_3^- - v_4^-}{2}| n(\alpha),$$

where $n(\alpha)$ is a unit vector making angle $\alpha$ with $v_3^- - v_4^-$. The only free parameter $\alpha$ here is fixed by the condition that the outgoing asymptote of the traveling particle is horizontal.

We next introduce the Gerver map to formalize the above description. The Gerver map describes the parameters of the elliptic orbit change during the interaction of $Q_3$ and $Q_4$. The orbits of $Q_3$ and $Q_4$ intersect in two points, of which we pick one (see
Figures 1 and 2). We use the subscript \( j \in \{1, 2\} \) to describe the first or the second collision in Gerver’s construction. Since \( Q_1 \) is ignored, we use only the orbit parameters \((E_3, \ell_3, e_3, g_3; e_4, g_4)\). The assumptions on the horizontal asymptotes of the traveler further remove \( g_4 \). Finally, at the intersection point of the elliptic and hyperbolic orbit, we get rid of one last variable \( \ell_3 \), so we only need to work with the variables \((E_3, e_3, g_3, e_4)\).

With this in mind, we proceed to define the Gerver map \( G_{e_4, j, \omega}(E_3, e_3, g_3) \). This map depends on two discrete parameters \( j \in \{1, 2\} \) and \( \omega \in \{3, 4\} \). The role of \( j \) has been explained above, and \( \omega \) will tell us which particle will be the traveler after the collision. \( Q_4 \) moves on an orbit with parameters \((E_4, \bar{e}_4, \bar{g}_4)\).

If \( \omega = 4 \), we choose \( \alpha \) so that after the exchange \( Q_4 \) moves on a hyperbolic orbit with horizontal asymptote and let

\[
G_{e_4, j, 4}(E_3, e_3, g_3) = (E_3, \bar{e}_3, \bar{g}_3).
\]

If \( \omega = 3 \), we choose \( \alpha \) so that after the exchange \( Q_3 \) moves on a hyperbolic orbit with horizontal asymptote and let

\[
G_{e_4, j, 3}(E_3, e_3, g_3) = (E_4, \bar{e}_4, \bar{g}_4).
\]

In the following, to fix our notation, we always call the captured particle \( Q_3 \) and the traveler \( Q_4 \), i.e. we fix \( \omega = 4 \).

We will denote the ideal orbit parameters in Gerver’s paper \([G2]\) of \( Q_3 \) and \( Q_4 \) before the first (resp. second) collision with \(*\) (resp. **). Thus, for example, \( G_4^{**} \) will denote
the negative angular momentum of $Q_4$ before the second collision. The real values after the first (resp. after the second) collisions are denoted with a bar or double bar.

The following is the main result of [G2] and plays a key role in constructing singular solutions.

**Lemma 2.4.** ([G2], [DX, Lemma 2.2]) Assume that the total energy of the $Q_2, Q_3, Q_4$ system is zero, i.e. $E_3 + E_4 = 0$, and fix the incoming and outgoing asymptotes of the hyperbola to be horizontal.

(a) For $E_3^* = -\frac{1}{2}$, $g_3^* = \frac{1}{2} \pi$ and for any $e_3^* \in (0, \frac{1}{2} \sqrt{2})$, there exist $e_3^*, e_4^*, \lambda_0 > 1$ such that

$$(e_3, g_3, E_3)^* = G_{e_3, 1, 4}(e_3, g_3, E_3)^* \quad \text{and} \quad (e_3, -g_3, \lambda_0 E_3)^* = G_{e_3, -2, 4}(e_3, g_3, E_3)^*,$$

where $E_3^* = E_3 = -\frac{1}{2}$, $g_3^* = g_3 = \frac{1}{2} \pi$ and $e_3^* = \sqrt{1 - e_3^2}$.

(b) There exists a constant $\tilde{\delta}$ such that, if $|(e_3, g_3, E_3) - (e_3^*, g_3^*, E_3^*)| < \tilde{\delta}$, then there exist smooth functions $e_4'(e_3, g_3)$, $e_4''(e_3, g_3)$ and $\lambda(e_3, g_3, E_3)$ such that

$$e_4'(e_3^*, g_3^*) = e_4^*, \quad e_4''(e_3^*, g_3^*) = e_4^*,$$

and

$$(\tilde{e}_3, \tilde{g}_3, \tilde{E}_3) = G_{e_3, 1, 4}(e_3, g_3, E_3),$$

$$(e_3^*, -g_3^*, \lambda(e_3, g_3, E_3) E_3^* = G_{e_3, -2, 4}(e_3, g_3, E_3).$$

(c) (1-homogeneity in $E_3$) for any $\lambda > 0$ and $(e_3, g_3, E_3)$ such that

$$\left\| (e_3, g_3, \frac{E_3}{\lambda}, e_4) - (e_3, g_3, E_3, e_4)^* \right\|_\infty < \tilde{\delta},$$

with $^* = ^*, \quad ^{**}$, we have

$$\pi_{E_3} G_{e_3, 1, 4}(e_3, g_3, E_3) = \lambda \pi_{E_3} G_{e_4, j, 4}(e_3, g_3, \frac{E_3}{\lambda}),$$

where $\pi_{E_3}$ means the projection to the $E_3$ component, and $j = 1, 2$ corresponds to $^*, \quad ^{**}$.

Part (a) is the main content of [G2], which gives a 2-step procedure to decrease the energy of the elliptic Kepler motion and maintain the self-similar structure (see Figures 1 and 2). We call the collision points in part (a) the Gerver’s collision points, whose exact coordinates can be found in Appendix B. The results are summarized in Appendix B with orbit parameters given explicitly. Part (b) says that once the ellipse gets deformed slightly away from the standard case in Figure 1 after the first collision, we can correct
it by changing the phase of $Q_3$ slightly at the next collision to guarantee that the ellipse that we get after the second collision is standard.

The notion of *angle of asymptote* above is clear since we only deal with the Kepler motion. We next introduce the explicit definition of angles of asymptotes, which are used in place of $g_4$ sometimes even when we deal with perturbed Kepler motion.

**Notation 2.5. (Angles of asymptotes)** In the following, we use

$$\theta^-_4 := g_4 - \arctan \left( \frac{G_4}{L_4} \right)$$

for the incoming (superscript $-$) asymptote of the $(x_4, v_4)$ motion and

$$\theta^+_4 := \pi + g_4 + \arctan \left( \frac{G_4}{L_4} \right)$$

(2.6)

for the outgoing (superscript $+$) asymptote. In Lemma 2.4, we always have $\theta^-_4 = 0$ and $\theta^+_4 = \pi$. Geometrically, the angle is formed by the asymptote pointing to the direction of $x_4$’s motion and the positive $x_{\parallel}$ axis. See Appendix A for a detailed discussion of the choice of the sign in front of $\arctan G_4/L_4$.

### 2.3. The local and global map, the renormalization and the domain

#### 2.3.1. The Poincaré section and the Poincaré map

**Definition 2.6. (The Poincaré section, the local map, the global map and the Poincaré map)** We define a section $\{x_{4,\parallel} = -2\}$ on the zero-energy level.

- Following the Hamiltonian flow, to the right of this section, we define the local map
  $$L: \{x_{4,\parallel} = -2, v_{4,\parallel} > 0\} \rightarrow \{x_{4,\parallel} = -2, v_{4,\parallel} < 0\},$$

- and to the left we define the global map
  $$G: \{x_{4,\parallel} = -2, v_{4,\parallel} < 0\} \rightarrow \{x_{4,\parallel} = -2, v_{4,\parallel} > 0\}.$$

- Finally, we define the Poincaré return map
  $$\mathcal{P} = G \circ L: \{x_{4,\parallel} = -2, v_{4,\parallel} > 0\} \rightarrow \{x_{4,\parallel} = -2, v_{4,\parallel} > 0\}.$$

These maps $G$, $L$ and $\mathcal{P}$ are defined by the standard procedure following the Hamiltonian flow. Once we find one orbit going from one section to another, the corresponding map can be defined in a neighborhood of this orbit. The existence of a returning orbit follows from Lemma 2.21.
2.3.2. The renormalization map

Next, we define the renormalization map $\mathcal{R}$, which will be applied after two applications of the Poincaré map. We first fix a large number $\chi \gg 1$, which can be thought as a typical distance between the heavy bodies $Q_1$ and $Q_2$.

Definition 2.7. We define the renormalization map $\mathcal{R}$ in several steps as follows.

- Given a point $x$, called the base point, on the section $\{x_{4\|} = -2, v_{4\|} > 0\}$, we denote by $C(x)$ a cube of size $1/2\sqrt{\lambda \chi}$ centered at $x$, where $\lambda = -2E_3$ is measured at $x$.

Let $\beta = -\arctan(x_{1\perp}/x_{1\|})$ evaluated at $x$, and denote by $\text{Rot}(\beta)$ the rotation of the plane by angle $\beta$ around the origin.

- We push forward the cube $C(x)$ to the section $\{x_{4\|} = -2, v_{4\|} > 0\}$ along the Hamiltonian flow. We define

$$\tilde{G}: \{x_{4\|} = -2, v_{4\|} > 0\} \rightarrow \left\{ (\text{Rot}(\beta)^{-1}, x_{4\|} = -2, v_{4\|} > 0) \right\}$$

and apply the following procedure to $\tilde{G}(C(x))$.

- (Rotation) We rotate the $x_{4\||}$-axis around the origin by angle $\beta$, so that for the center point in each cube, we have that $x_{1\perp}$ is nearly zero (to be estimated as $|x_{1\perp}| = O(\mu/\chi)$, with the error caused by $\tilde{G}$). Now, the section $\{(\text{Rot}(\beta)^{-1}, x_{4\|}) = -2, v_{4\|} > 0\}$ becomes $\{x_{4\|} = -2/\lambda, v_{4\|} > 0\}$.

- (Rescaling) We zoom in on the configuration space by $\lambda \gg 1$. Simultaneously, we also slow down the velocities by dividing by $\sqrt{\lambda}$. Now, the section $\{x_{4\|} = -2/\lambda, v_{4\|} > 0\}$ becomes $\{x_{4\|} = -2, v_{4\|} > 0\}$.

- (Reflection) We reflect the whole system along the $x$-axis.

Finally, we reset $x$ to be equal to the value $\lambda |x_{1\||}$ evaluated at $x$.

We have

$$\mathcal{R}: \tilde{G}(C(x)) \subset \left\{ (\text{Rot}(-\beta), x_{4\|}) = -2, v_{4\|} > 0 \right\} \rightarrow \{x_{4\|} = -2, v_{4\|} > 0\},$$

and

$$\mathcal{R}(E_3, \ell_3, e_3, g_3; x_1, v_1; e_4, g_4) =$$

$$\left(\frac{E_3}{\lambda}, \ell_3, e_3, -(g_3 - \beta); \lambda \begin{bmatrix} 1 & 0 \\ 0 & -1 \end{bmatrix} \text{Rot}(\beta)x_1, \begin{bmatrix} 1 & 0 \\ 0 & -1 \end{bmatrix} \frac{\text{Rot}(\beta)v_1}{\sqrt{\lambda}}; e_4, -(g_4 - \beta) \right).$$

(2.7)

The renormalization also sends time $t$ to $\lambda^{3/2}t$ and the Poincaré–Cartan invariant gets multiplied by $\lambda^{1/2}$. 
Remark 2.8. The primary goal of the definition of the renormalization map is to rescale the lower ellipse in Figure 2 to the size of the lower ellipse in Figure 1. The reflection is needed since the motions on the two ellipses have opposite orientations (compare the arrows in Figures 1 and 2). The rotation is needed since we want to put $x_1$ on the horizontal axis, however, $x_1$ has some angular momentum relative to zero, and hence $v_1$ forms an angle with $x_1$, which moves $x_1$ away from the horizontal axis.

We will iterate the map

$$R \sim \hat{G} \circ (G \pm L)^2 : \{x_{4,||} = -2, v_{4,||} > 0\} \rightarrow \{x_{4,||} = -2, v_{4,||} > 0\}.$$  

We shall show that for orbits of interest $R$ sends $\chi$ to $\lambda \chi (1 + O(\mu))$. Thus, $\chi$ will grow to infinity exponentially under iteration. Hence, $\beta = O(\chi^{-1/2})$ decays exponentially to zero. Without loss of generality, we always assume in our estimates that $1/\chi \ll \mu$.

2.4. Asymptotics of the local and global map

2.4.1. The standing assumptions

To simplify the presentation, we list standard assumptions that we will impose on the initial or final values of the local and global map, respectively.

We introduce

$$K := \sup \max \left\{ \|dG_{e_{4,1,4}}(e_3, g_3, E_3)\|_\infty + \left\| \frac{\partial G_{e_{4,1,4}}}{\partial e_4} (e_3, g_3, E_3) \right\|_\infty, \|d(e'_4, e''_4)(e_3, g_3)\|_\infty \right\} + 1,$$

where the sup is taken over $\hat{=} = *, **$, and over all $(e_3, g_3, E_3)$ in a $\hat{\delta}$-neighborhood of $(e_3, g_3, E_3, e_4)$, the maps $G$, $e'_4$ and $e''_4$ are as in Lemma 2.4, and the $\|\cdot\|_\infty$ norm for a linear map $M : \mathbb{R}^n \rightarrow \mathbb{R}^m$ is defined as $\sup \|Mv\|_\infty$, where the sup is taken among all $v \in \mathbb{R}^n$ with $\|v\|_\infty = 1$.

We consider $0 < \delta < \hat{\delta}/K^2$ and fix some large numbers $C_0$ and $C'_0$. For $\hat{\lambda}=1$ or $\lambda_0$ as in Lemma 2.4, we use the following standing assumption for the local map.

AL($\hat{\lambda}$):

(AL.3) Initially on the section $\{x_{4,||} = -2, v_{4,||} > 0\}$ we have

$$\left\| \left( e_3, g_3 - \sigma(\hat{\lambda}) \cdot \pi, \frac{E_3}{\hat{\lambda}} \right) - (e_3, g_3, E_3) \right\|_\infty < \hat{K} \hat{\delta};$$

(AL.1) the initial values of $(x_1, v_1)$ satisfy

$$x_{1,||} \leq -\chi, \quad |x_{1,\perp}| \leq C_0 \mu, \quad |v_{1,\perp}| \leq \frac{C_0}{\chi}, \quad 0 < -v_{1,||} < C_0;$$
(AL.4) the incoming and outgoing asymptotes of the nearly hyperbolic motion of $x_4, v_4$ satisfy
$$|\theta_4^+| \leq C_0 \mu \quad \text{and} \quad |\bar{\theta}_4^+ - \pi| \leq \bar{\theta},$$
and the initial value of $e_4$ satisfies $|e_4 - e_4^\dagger| < K^\dagger \delta$, where
- $\dagger = *, **$, $K^* = 1$ and $K^{**} = K$;
- $\tilde{\theta} \ll 1$ is a constant independent of $\chi$ and $\mu$;
- $\sigma: \{1, \lambda_0\} \rightarrow \{0, 1\}$ is defined as $\sigma(1) = 0$ and $\sigma(\lambda_0) = 1$.

We use the following standing assumption for the global map.

**AG($\hat{\lambda}$):**

(A.3) Initially on the section $\{x_{4,\|} = -2, v_{4,\|} < 0\}$, we have
$$\left\| \left( e_3, g_3 - \sigma(\hat{\lambda}) \cdot \pi, \frac{E_3}{\chi} \right) - G_{e_3, g_3, E_3} e_4^\dagger \right\|_\infty < K K^\dagger \delta,$$
where $\dagger = *, **$ and $i = 1, 2$ correspond to the first and second collisions;

(A.1) the initial conditions of $x_1$ and $v_1$ satisfy
$$-1.1 \chi \leq x_{1,\|} \leq -\chi, \quad |x_{1,\perp}| \leq C_0 \mu, \quad |v_{1,\perp}| \leq \frac{C_0}{\chi}, \quad \frac{1}{C_0} < -v_{1,\|} < C_0';$$

(A.4) on the section $\{x_{4,\|} = -2\}$, we have that $|x_{4,\perp}| < C_0'$ holds both at initial and final moments.

If $\hat{\lambda} = 1$, we abbreviate $\text{AL} = \text{AL}(1)$ and $\text{AG} = \text{AG}(1)$.

We stress that in both $\text{AL}(\hat{\lambda})$ and $\text{AG}(\hat{\lambda})$, we consider only orbits on the zero-energy level and the zeroth total angular momentum level of the Hamiltonian (1.1).

**Remark 2.9.** In $\text{AL}(\hat{\lambda})$, we ask the initial values of $(x_3, v_3)$ and $(x_4, v_4)$ to be close to Gerver’s value in Lemma 2.4. The assumption on $(x_1, v_1)$ requires $Q_1$ to be far away and not to have too much energy. We also require the outgoing asymptote to be almost horizontal, which forces $Q_3$ and $Q_4$ to have a close encounter, since otherwise $Q_4$ moves on a slightly perturbed hyperbola whose outgoing asymptote will not be nearly horizontal.

- In $\text{AG}(\hat{\lambda})$, the main requirement is (AG.4), where we require $|x_{4,\perp}|$ to be bounded at both the initial and final moments. This will force the motion of $(x_4, v_4)$ to be close to a horizontal free motion for most of the time.
2.4.2. The asymptotes of the local, global maps

In the next two lemmas, our notation is such that \( L \) and \( G \) send unbarred variables to barred variables.

The next lemma shows that the real local map \( L \) is well approximated by the Gerver map \( G \) in the \( \mathcal{C}^0 \) sense. Its proof will be given in §10.1.

**Lemma 2.10.** Assume \( AL(\hat{\lambda}) \), with \( \hat{\lambda} = 1 \) or \( \hat{\lambda} = \lambda_0 \). Then, after the application of \( L \), the following asymptotics hold uniformly:

\[
(\bar{E}_3, \bar{e}_3, \bar{g}_3) = G_{e_4}(E_3, e_3, g_3) + o(1)
\]
as \( 1/\chi \ll \mu \to 0 \) and \( \tilde{\theta} \to 0 \).

The next lemma deals with the \( \mathcal{C}^0 \) estimates for the global map \( G \).

**Lemma 2.11.** Assume \( AG(\hat{\lambda}) \) with \( \hat{\lambda} = 1 \) or \( \hat{\lambda} = \lambda_0 \). Then, there exist constants \( C_3 \) and \( C_4 \) such that, after the application of \( G \) and \( \tilde{G} : \mathbb{G} \), the following estimates hold uniformly in \( \chi \) and \( \mu \) as \( 1/\chi \ll \mu \to 0 \):

(a) \( |E_3/E_3 - 1| \leq C_3 \mu, \ |G_3/G_3 - 1| \leq C_3 \mu, \ |\bar{g}_3 - g_3| \leq C_3 \mu; \)

(b) \( |\bar{\phi} - \pi| \leq C_4 \mu, \ |\tilde{\phi} - \pi| \leq C_4 \mu; \)

(c) the return times defining \( G \) and \( \tilde{G} : \mathbb{G} \) are bounded by \( 3 \chi \).

The proof of this lemma is given in §6.5. From now on, we choose the constant \( C_0 \) in \( AL \) to be larger than \( C_4 \) in Lemma 2.11.

2.4.3. Dynamics of \((x_1, v_1)\) under the renormalized Poincaré map

The next lemma deals with the \( \mathcal{C}^0 \) estimates of \((x_1, v_1)\). The proof is also in §6.5.

**Lemma 2.12.** Fix \( \hat{\lambda} = 1 \). There exist constants \( C_0, C_0', c_1, \bar{c}_1, C_1 > 0 \), with \( \bar{c}_1 < C_0 \), such that the following holds. Consider an orbit with initial condition \( x_s \) satisfying

(i) \((AL.3)\) and \((AL.4)\) are satisfied when applying \( L \) for the first time, and \((AG.4)\) is satisfied when applying \( G \) for the first time;

(ii) initially on the section \( \{x_4 = -2, v_4 > 0\} \),

\[
G_0 = 0, \quad -\chi - \frac{1}{\sqrt{\chi}} \leq x_{1,\parallel}(0) \leq -\chi, \quad |x_{1,\perp}(0)| \leq \frac{1}{\sqrt{\chi}}, \quad -\bar{c}_1 \leq v_{1,\parallel}(0) \leq -c_1. \tag{2.8}
\]

Then, we have

(a) after the application of \( \mathcal{P} \), \((AL.1)\) is satisfied for \((x_1, v_1)\);

(b) after the application of \( L \) and \( L \circ \mathcal{P} \) (whenever the second \( L \) is defined), \((AG.1)\) is satisfied for \((x_1, v_1)\).
Assume (i’ and (ii) in place of (i) and (ii) above, where
(i’) (AL.3) and (AL.4) are satisfied when applying L for both the first and the second
times, and (AG.4) is satisfied when applying G for both the first and the second times.

Then, we have
(c) after the application of \( \mathcal{R} \tilde{G}: \mathcal{P}^2 \), where \( \mathcal{R} \) is based at the point \( \mathcal{P}^2(x) \), we get
that the renormalized \( \chi \), denoted by \( \tilde{\chi} \), satisfies
\[
\lambda (1 + C_1^{-1} \mu) \chi \leq \tilde{\chi} \leq \lambda (1 + C_1 \mu) \chi,
\]
and the renormalized orbit parameters \( G_0, x_1 \) and \( v_1 \) satisfy (2.8), with \( \chi \) replaced by \( \tilde{\chi} \).

Remark 2.13. We explain the physical meaning of the lemma. The assumption
implies that both \( v_4 \) and \( v_3 \) are of order 1. By (2.8), \( v_1 \) is also of order 1 and \( v_{1,\perp} \) is bounded by \( C/\chi \).
It takes \( Q_4 \) a long time of order \( \chi \) to complete a return and during this
time, \( Q_4 \) moves a distance of order \( \mu \chi \). This gives the estimates of \( x_{4,\parallel} \) and \( \tilde{\chi} \) after
renormalization. The energy exchange between \( Q_1 \) and \( Q_4 \) will change \( v_{4,\parallel} \) significantly,
but the renormalization will slow down \( v_{4,\parallel} \) to the interval \([-c_1, -c_1]\). The rotation in
the renormalization controls \( x_{4,\perp} \).

2.5. The tangent dynamics and the strong expansion

Definition 2.14. Given \( \delta < \tilde{\delta}/K^2 \), where \( \tilde{\delta} \) is in Lemma 2.4, we define the following
open sets in the section \( \{ x_{4,\parallel} = -2, v_{4,\parallel} > 0 \} \) on the zero-energy level by

1. \( U_1(\delta) = \{ \text{AL, except the } \tilde{\theta}_4^+ \text{ assumption therein, holds with } \dagger = \ast \} \),
2. \( U_2(\delta) = \{ \text{AL, except the } \tilde{\theta}_4^+ \text{ assumption therein, holds with } \dagger = \ast \ast \} \),
3. \( U_0(\delta) = \{ \text{AL}(\lambda_0), \text{except the } \theta_4^+ \text{ assumption therein, holds with } \dagger = \ast \} \).

Remark 2.15. (1) The sets \( U_j(\delta), j = 1, 2 \), are neighborhoods of Gerver’s collision
points in Lemma 2.4. The set \( U_0 \) is introduced to study the dynamics without the
renormalization.

(2) In the definition we do not restrict \( \ell_3 \), since \( \ell_3 \) can take any value in \([0, 2\pi]\). We
do not restrict \( v_{1,\perp} \), since it can be bounded by \( C/\chi \) by the information in (2.8). We
also get rid of the assumption on the final value \( \theta_4^+ \) in AL.

2.5.1. The invariant cone fields

We introduce the following cone fields.
Definition 2.16. (Cone fields) Let

(1) \( K_1 \subset T_{U_1(\delta)}(\mathbb{R}^7 \times \mathbb{T}^3) \) be the set of vectors forming an angle less than a small number \( \eta \) with \( \text{span}(dRw_2, d\tilde{R}\tilde{w}) \),

(2) \( K_0 \subset T_{U_0(\delta)}(\mathbb{R}^7 \times \mathbb{T}^3) \) be the set of vectors forming an angle less than a small number \( \eta \) with \( \text{span}(w_2, \tilde{w}) \),

(3) \( K_2 \subset T_{U_2(\delta)}(\mathbb{R}^7 \times \mathbb{T}^3) \) be the set of vectors forming an angle less than \( \eta \) with \( \text{span}(w_1, \tilde{w}) \),

where \( \tilde{w} = \frac{\partial}{\partial \ell_3} \) and \( w_j = \left( \sqrt{e_2 - 1} \frac{\partial}{\partial e_4} - \frac{1}{L_3} \frac{\partial}{\partial g_4} \right), j = 1, 2 \).

We choose our parameters to be \( 0 < 1/\chi \ll \mu \ll \delta \ll \eta \ll 1 \).

The next lemma establishes the (partial) hyperbolicity of the Poincaré map.

Lemma 2.17. There exists a constant \( c \) such that, for all \( x \in U_1(\delta) \) satisfying \( P(x) \notin U_2(\delta) \), and for all \( x \in U_2(\delta) \) satisfying \( P(x) \in U_0(\delta) \), we have

(a) (Invariance) \( dP(K_1) \subset K_2 \), \( dP(K_2) \subset K_0 \) and \( d(R + \tilde{R}P)(K_2) \subset K_1 \), where the base point defining \( R \) can be chosen to be any point in \( U_0(\delta) \), since \( \delta \ll \eta \).

(b) (Expansion) If \( v \in K_1 \), then \( \|dP(v)\| \geq c\chi \|v\| \). If \( v \in K_2 \), then \( \|dP(v)\| \geq c\chi \|v\| \) and \( \|d(R + \tilde{R}P)(v)\| \geq c\chi \|v\| \).

We give the proof in §3. The next lemma follows directly from Definition 2.16.

Lemma 2.18. (a) The vector \( \tilde{w} = \frac{\partial}{\partial \ell_3} \) is in \( K_1 \).

(b) For any plane \( \Pi \) in \( K_1 \) the projection map

\[ \pi_{e_4, \ell_3} = (d e_4, d \ell_3): \Pi \rightarrow \mathbb{R}^2 \]

is one-to-one.

2.5.2. The admissible surfaces

Definition 2.19. (Admissible surfaces) We call a 2-dimensional \( C^1 \) surface \( S \subset U_i(\delta) \) admissible if \( TS \subset K_i, i = 0, 1, 2 \).

Since Poincaré maps send admissible surfaces to admissible surfaces if the images lie in \( U_j(\delta), j = 1, 2 \), by Lemmas 2.17 and 2.18, we can restrict the Poincaré maps to obtain 2-dimensional maps. The reduction is done as follows. We introduce two cylinder sets

\[ C_0(\delta) = C_1(\delta) := (e_4^* - \delta, e_4^* + \delta) \times \mathbb{T}^1 \quad \text{and} \quad C_2(\delta) = (e_4^{**} - K\delta, e_4^{**} + K\delta) \times \mathbb{T}^1. \]
By Lemma 2.18, we get that each piece of admissible surface $S \subset U_i(\delta)$ is the graph of a function $\mathcal{S}$ defined on $C_i(\delta)$, $i=0, 1, 2$. So we get that $\mathcal{P} \cdot S$ is a function of two variables $(e_4, e_3)$. However, for most points in $C_i(\delta)$, the map $\mathcal{P} \cdot S$ is not defined, since the orbit might not return.

Given a piece of admissible surface $S \subset U_i(\delta)$, we next introduce the maps $Q_1$, $Q_2$ and $Q_0$ from a subset of $C_i(\delta)$ to $C_2(\delta)$, a subset of $C_2(\delta)$ to $C_0(\delta)$ and a subset of $C_0(\delta)$ to $C_2(\delta)$, respectively:

$$Q_1 := \pi_{e_4, e_3} \mathcal{P}(S(\cdot, \cdot)), \quad Q_2 := \pi_{e_4, e_3} \mathcal{P}(S(\cdot, \cdot)), \quad Q_0 := \pi_{e_4, e_3} \mathcal{P} \mathcal{R}G(S(\cdot, \cdot)).$$

where the base point of $\mathcal{R}$ in $Q_0$ will be specified below. The domain of $Q_1$ can be found by taking $Q_1^{-1}(C_2(\delta)) \cap C_1(\delta)$, and similarly for $Q_2$ and $Q_0$. This completes the reduction of the Poincaré maps to 2-dimensional maps.

**Definition 2.20.** (Essential admissible surfaces) For $\delta' < \delta$, we call an admissible surface $S \subset U_i(\delta)$ $\delta'$-essential if $\pi_{e_4, e_3} S$ contains $C_i(\delta')$, $j=1, 2$.

**Lemma 2.21.** Given $0 < \delta' < \delta \leq \delta/K^2$, we have the following for $\chi$ sufficiently large.

(a) Given a $\delta'$-essential admissible surface $S \subset U_1(\delta)$ and

$$\tilde{e}_4 \in \left(e_4 - \delta' + \frac{1}{\chi}, e_4 + \delta' - \frac{1}{\chi}\right),$$

there exists $\tilde{e}_3$ such that $\pi_{e_4, e_3} \mathcal{P}(\tilde{e}_4, \tilde{e}_3) = e_4^*$. Moreover, there exists a neighborhood $V_1(\tilde{e}_4) \subset C_1(\delta')$ of $(\tilde{e}_4, \tilde{e}_3)$ of diameter $O(1/\chi)$ such that $Q_1$ maps $V_1(\tilde{e}_4)$ surjectively to $C_2(\delta)$.

(b) Given a $\delta'$-essential admissible surface $S \subset U_2(\delta)$ and

$$\tilde{e}_4 \in \left(e_4^* - K \delta' + \frac{1}{\chi}, e_4^* + K \delta' - \frac{1}{\chi}\right),$$

there exists $\tilde{e}_3$ such that $\pi_{e_4, e_3} \mathcal{P}(\tilde{e}_4, \tilde{e}_3) = e_4$. Also, there is a neighborhood $V_2(\tilde{e}_4) \subset C_2(\delta')$ of $(\tilde{e}_4, \tilde{e}_3)$ of diameter $O(1/\chi)$ such that $Q_2$ maps $V_2(\tilde{e}_4)$ surjectively to $C_0(\delta)$.

(c) Given a $\delta'$-essential admissible surface $S \subset U_0(\delta)$ and

$$\tilde{e}_4 \in \left(e_4^* - \delta' + \frac{1}{\chi}, e_4^* + \delta' - \frac{1}{\chi}\right),$$

there exists $\tilde{e}_3$ such that $\pi_{e_4, e_3} \mathcal{P}(\tilde{e}_4, \tilde{e}_3) = e_4^*$. Moreover, defining the renormalization $\mathcal{R}$ based at the point $S(\tilde{e}_4, \tilde{e}_3)$, there exists a neighborhood $V_0(\tilde{e}_4) \subset C_0(\delta')$ of $(\tilde{e}_4, \tilde{e}_3)$ of diameter $O(1/\chi)$ such that $Q_0$ maps $V_0(\tilde{e}_4)$ surjectively to $C_2(\delta)$.

(d) For points in $V_i(\tilde{e}_4)$ from parts (a) and (b) ($i=0, 1, 2$), there exist constants $c$, $\mu_0$ and $\chi_0$ such that, for $\mu < \mu_0$ and $\chi > \chi_0$, we have that the particles $Q_3$ and $Q_4$ avoid collisions before the next return, and the minimal distance $d$ between $Q_3$ and $Q_4$ satisfies $c\mu < d \leq \mu/c$. Moreover, $Q_1$ and $Q_4$ do not collide.
Parts (a)–(c) of the lemma are proved in §6.6. Part (d) is given in §6.4 as well as Lemma 10.2 (b).

2.6. Proof of Theorem 1

Step 1. (Concatenating Lemmas 2.10–2.12.)

We will iterate $\mathcal{R} \circ \tilde{G} \circ \mathcal{G} \circ \mathcal{L} \circ \tilde{G} \circ \mathcal{L}$. Suppose we have a point $x \in U_1(\delta)$ whose images $\mathcal{P}(x) \in U_2(\delta)$ and $\mathcal{R} \tilde{G} \mathcal{P}^2(x) \in U_1(\delta)$, where $\mathcal{R}$ is defined with the base point $\mathcal{P}^2(x)$. We assume in addition that (2.8) is satisfied for $x$. Leaving the existence of such a point to be addressed later, we first show how the assumptions of Lemmas 2.10–2.12 are satisfied.

The assumption AL (except the $\theta_1^+$ assumption therein) for Lemma 2.10 is satisfied since $x \in U_1(\delta)$. To proceed, we pick some small $\tilde{\theta}$ and assume that $|\bar{\theta} + 4 - \pi| < \tilde{\theta}$ in (AL.4) is satisfied.

The conclusion of Lemma 2.10 combined with Lemma 2.4 implies (AG.3) by choosing $\mu$ and $\tilde{\theta}$ sufficiently small, and the assumption that $x \in U_1(\delta)$ and $\mathcal{P}(x) \in U_2(\delta)$ implies (AG.4). Next, the assumptions of Lemma 2.12 for the first application of $\mathcal{P}$ are satisfied, so we get (AG.1). Now, the assumption AG is satisfied.

Now, we apply Lemma 2.11 to conclude that $E_3, G_3$ and $g_3$ have $O(\mu)$-oscillations and the initial and final angles of asymptotes are $O(\mu)$ close to zero and $\pi$, respectively. By choosing $\mu$ small, we see that the $\theta_1^+$ assumption in (AL.4) is automatically satisfied. That is to say, if $\mathcal{G}$ is applicable after the application of $\mathcal{L}$, then the $\theta_1^+$ assumption in (AL.4) is redundant.

Next, we consider the second application of $\mathcal{L}$. In the first application of $\mathcal{L}$, we see that $\mathcal{L}$ is approximated by $\mathcal{G}$ by Lemma 2.4. Next, the application of $\mathcal{G}$ gives only a $\mu$-oscillation to the values of $E_3, g_3$ and $e_3$, so applying Lemma 2.4, we see that (AL.3) is satisfied for the second application of $\mathcal{L}$. The $\theta_1^+$ and $e_4$ parts of (AL.4) are satisfied since we have $\mathcal{P}(x) \in U_2(\delta)$. Lemma 2.12 implies that (AL.1) is satisfied. The only missing assumption in (AL.4) is the assumption on the outgoing angle of asymptote $\bar{\theta}_1^+$, which is again redundant under the assumption $\mathcal{R} \tilde{G} \mathcal{P}^2(x) \in U_1(\delta)$.

We can now apply Lemma 2.10 for the second time. Similarly, we verify the assumption for the second application of $\mathcal{G}$. After $\mathcal{R} \tilde{G} \mathcal{P}^2$, the assumption (AL.1) and (2.8) are provided by part (c) of Lemma 2.12. The assumption (AL.3) and $e_4$ part of (AL.4) are provided by Lemma 2.4 and the renormalization applied to $E_3$. The assumptions on the angles of asymptotes in (AL.4) are again given by the existence of returning orbits, to be addressed below. So we can apply Lemma 2.10 for the third time.
Step 2. (Choosing the initial piece of admissible surface.)

We choose a number \( \delta' < \delta/K^2 \). Then, by Definitions 2.16 and 2.19, on \( S_0 \) we have

\[
|E_3 - E_3^*| < \delta' + \eta \delta, \quad |e_3 - e_3^*| < \delta' + \eta \delta\quad \text{and} \quad |g_3 - g_3^*| < \delta' + \eta \delta, \tag{2.9}
\]

where \( \eta \) is the small number in Definition 2.16. Here, we choose \( \eta \) so small that \( \delta' + \eta \delta < \delta \). Such a piece of \( \delta' \)-essential admissible surface \( S_0 \) exists by explicit construction as follows.

We first take an integral curve in \( U_1(\delta') \) along the vector field \( w_1 \) in Definition 2.16 such that its \( e_4 \) component is the interval \( (e_4^* - \delta', e_4^* + \delta') \). Then the surface \( S_0 \) can be chosen as the product of the curve with \( T^i(\geq \ell_3) \).

Step 3. (Non-collision singularities.)

We wish to construct a singular orbit with initial value in \( S_0 \). We define \( S_i \) inductively so that \( S_i \) is a \( \delta' \)-essential component of \( P(S_0) \cap U_2(\delta) \), and, for \( i \geq 2 \), \( S_i \) is a \( \delta' \)-essential component of \( (\mathcal{PRG})^{-1}(S_{i-1}) \cap U_2(\delta) \) (we shall show below that such components exist). Given a \( \delta' \)-essential admissible surface \( S_i \subset U_2(\delta) \), choose

\[
\tilde{e}_4 \in \left( e_4^{**} - K \delta', e_4^{**} + K \delta' - \frac{1}{\chi} \right).
\]

Then, the hypothesis of Lemma 2.21 (b) is satisfied, so there exist \( \tilde{\ell}_3 \) and \( V_{2,i}(\tilde{e}_4) \) satisfying Lemma 2.21 (b). In particular, \( V_{2,i} \subset C_2(\delta') \) with diameter \( O(\mu/\chi) \), and \( (\tilde{e}_4, \tilde{\ell}_3) \in V_{2,i}(\tilde{e}_4) \). It follows that, for every \( (e_4, \ell_3) \in V_{2,i}(\tilde{e}_4) \), we have

\[
e_4 \in (e_4^{**} - K \delta', e_4^{**} + K \delta').
\]

In fact, this is true for every \( (e_4, \ell_3) \) in \( V_{2,i}(\tilde{e}_4) \), the closure of \( V_{2,i}(\tilde{e}_4) \). Therefore, \( \tilde{V}_{2,i}(\tilde{e}_4) \subset C_2(\delta') \), and \( S_i \) is defined on \( \tilde{V}_{2,i}(\tilde{e}_4) \). Let \( \tilde{S}_i = S_i(\tilde{V}_{2,i}(\tilde{e}_4)) \). Then, because \( S_i \) is a continuous bijection, \( \tilde{S}_i \) is closed. Also, because \( S_i = S_i(\tilde{V}_{2,i}(\delta')) \), we have \( \tilde{S}_i \subset S_i \).

Likewise, \( (\mathcal{PRG})^{-1}(\tilde{S}_i) \) is a closed subset of \((\mathcal{PRG})^{-1}(S_i) \). We shall show below that \((\mathcal{PRG})^{-1}(S_{i+1}) \subset \tilde{S}_i \). It follows by induction on \( i \) that

\[
\{P^{-1}(\mathcal{PRG})^{-1}\tilde{S}_{i+1}\}_{i=0}^\infty
\]

is a family of nested non-empty sets, whose intersection \( X \) is therefore non-empty. Choose any \( x \in X \). (In fact, \( X \) has only one element, but we do not need to use that fact.) We claim that \( x \) has a singular orbit. We define \( t_i \) as the time of the orbit’s (2i)-th visit to the section \( \{x_{4i} = -2, x_{4i} > 0\} \). By Lemmas 2.4 and 2.10, the rescaled energy is close to Gerver’s values in Lemma 2.4 and the rescaling factor satisfies \( \lambda_0 + \delta > \lambda > \lambda_0 - \delta > 1 \), where \( \lambda_0 \) is in Lemma 2.4 and \( \delta' + \eta \del \), so the unrescaled energy of \( (x_3, v_3) \) satisfies

\[
\frac{1}{2}(\lambda_0 - \delta)^{i-1} \leq -E_3(t_i) \leq \frac{1}{2}(\lambda_0 + \delta)^{i-1}.
\]
According to Lemmas 2.11 and 2.12, and to the total energy conservation (see Lemma 4.5 below for the Hamiltonian), we get that the velocity $|v_4|$ during the $i$th iteration is bounded from below by
\[ c\sqrt{-E_3(t_i)} \geq c(\lambda_0 - \tilde{\delta})^{(i-1)/2}. \]

Note that in Step 1 the initial conditions for $x_1$ and $v_1$ are chosen to satisfy the assumption (2.8). Lemma 2.12 then shows that the assumptions on $x_1$ and $v_1$ are always satisfied. Thus, we can iterate Lemma 2.12 for arbitrarily many steps.

Now, let us look at the orbit in the physical space without doing any renormalization. Inductively, we have
\[ x_1(t_i) \in [-\lambda_0 + \tilde{\delta} t_i, 3\lambda_0 - \lambda_0 - \tilde{\delta} t_i] \]
after the $i$th iteration using Lemma 2.12 (c), where $\chi_0$ is the initial value for $\chi$. Therefore, $x_1 \to -\infty$ as $n \to \infty$. The value of $\chi$ used during each step of $\mathcal{PR}\mathcal{G}\mathcal{P}$, denoted by $\chi_i = \frac{1}{2}x_1(t_i)/E_3(t_i)$, is estimated as
\[ (\lambda_0 - \tilde{\delta})^{-i-1}(1 + \mu C_1^{-1})^{-i-1/2} \chi_0 \leq \chi_i \leq (\lambda_0 + \tilde{\delta})^{-i-1}(1 + \mu C_1)^{-i-1/2} \chi_0. \]

Next, for each application of $\mathbb{L}$, the total time is bounded by a uniform constant. For each application of $\mathcal{G}$, the return time is bounded by $3\chi_1$ by Lemma 2.11 (c). So, without the renormalization, the time difference
\[ |t_{i+1} - t_i| \leq C(\lambda_0 - \tilde{\delta})^{-3i/2}(\lambda_0 + \tilde{\delta})^i(1 + \mu C_1)^i \chi_0, \]
where the constant $C$ absorbs finite powers of $(\lambda_0 \pm \tilde{\delta})$ and $(1 + \mu C_1)$, so the total time $t_\ast = \lim_{i \to \infty} t_i$ is bounded as needed. This shows that infinitely many steps complete within finite time, and $x_1$ goes to infinity. Since $\mu$ is small and in $U_\ast$, both $x_3$ and $x_4$ are bounded, from (2.3) we see that $q_1$ also goes to infinity. This implies that both $Q_1$ and $Q_2$ escape to infinity, since $q_1 = Q_1 - Q_2$ and the mass center is fixed. We also have that $Q_3$ escapes to infinity, since $Q_3$ is always close to $Q_2$, i.e. $q_3$ is bounded. Finally, $Q_4$ travels between $Q_1$ and $Q_2$. To see that no collision occurs during the whole process, we only examine the $Q_3-Q_4$ and $Q_1-Q_4$ close encounters whose collisions are excluded by part (d) of Lemma 2.21 (see §6.4 for more details).

The symbolic dynamics in the statement of the main theorem is due to the fact that we can switch the roles of $Q_3$ and $Q_4$ after their close encounter. For elastic collisions, such a switch is done by replacing $\alpha$ by $\pi - \alpha$ in (2.5). Both cases ($\alpha$ and $\pi - \alpha$) can be shadowed by Kepler hyperbolic motion when $\mu > 0$. See [G3] for more details. In the above, we have been fixing the discrete parameter $\omega = 4$ in the definition of Gerver’s map.
We proceed inductively, and assume that once in the sense of Definition 1.1. In general it is the traveler $Q_4$ that winds around $Q_1$.

Step 4. (The induction steps.)

It remains to show that we can find a $\delta'$-essential component of $S_4$ inside $U_2(\delta)$. We proceed inductively, and assume that $S_4 \subset U_2(\delta)$, for $i \geq 2$, is a $\delta'$-essential admissible surface after application of $(\mathcal{PR}\mathcal{C})^{i-1}$ to a subset of $S_1$. The fact that the $\delta'$-essential admissible surface $S_1$ exists follows from Lemma 2.21 (a) applied to $S_0$. Indeed,

$$S_1 = \mathcal{PS}(V_1(\tilde{c}_4)).$$

We next apply Lemma 2.21 (b). For given $\tilde{c}_4 \in (e_4^{*} - K\delta' + 1/\chi, e_4^{*} + K\delta' - 1/\chi)$, there exists $\tilde{\ell}_3 \in C$ such that $\pi_4(\mathcal{P}(S_4(\tilde{c}_4, \tilde{\ell}_3))) = e_4^{*}$. Moreover, there exists a neighborhood $V_{2,i}(\tilde{c}_4)$ of $(\tilde{c}_4, \tilde{\ell}_3)$ such that $Q_2$ maps $V_{2,i}(\tilde{c}_4)$ surjectively onto $C_0(\delta')$. We denote by $S_{i+1/2}$ the image $\mathcal{P}(S_4(\tilde{c}_4, \tilde{\ell}_3)))$, which is admissible by Lemma 2.18 and $\delta'$-essential. Moreover, every point $x \in S_{i+1/2}$ satisfies (AL.3) by Lemma 2.10 and Lemma 2.11 (a), (AL.1) by Lemma 2.12 and (AL.4) by Lemma 2.11 (b) and the $\delta'$-essentiality implies that $\pi_4 S_{i+1/2} = (e_4^{*} - \delta', e_4^{*} + \delta')$; thus, $S_{i+1/2} \subset U_0(\delta)$.

We next apply Lemma 2.21 (c) to find a point $(e_4^{*}, \tilde{\ell}_3)$ such that

$$\pi_4 \mathcal{PS}_{i+1/2}(e_4^{*}, \tilde{\ell}_3) = e_4^{*}.$$  

We now introduce the renormalization $\mathcal{R}$ based at the point $S_{i+1/2}(e_4^{*}, \tilde{\ell}_3)$ and define $Q_0$. Again by Lemma 2.21 (c), there exists a neighborhood $V_{0,i+1/2}(e_4^{*}) \subset C_0(\delta')$ such that $Q_0$ maps $V_{0,i+1/2}(e_4^{*})$ surjectively onto $C_2(\delta')$, and we have that the diameter of $V_{0,i+1/2}(e_4^{*})$ is $O(\mu/\sqrt{\chi})$, which is much smaller than $1/\sqrt{\eta}$, the size of the domain of $\mathcal{R}$, so $\mathcal{R}$ is well defined on $\tilde{\mathcal{G}}(V_{0,i+1/2}(e_4^{*}))$ ($d\tilde{\mathcal{G}}$ is bounded).

We simply define

$$S_{i+1} := \{ x \in \mathcal{PS}_2(\mathcal{S}_{i+1/2}(V_{0,i+1/2}(e_4^{*}))) : \pi_4, e_4 x \in C_2(\delta') \}.$$  

By Lemma 2.17 (a), we know that $S_{i+1}$ is admissible.

By Definition 2.20, we know that $S_{i+1}$ is $\delta'$-essential. On $S_{i+1}$, we always have (2.9) for the variables $E_3$, $e_3$ and $g_3$ by Definitions 2.16 and 2.19. The variables $(x_1, v_1)$ are always controlled by part (c) of Lemma 2.12, and the angle $g_4$ is controlled by part (b) of Lemma 2.11 using the asymptotes of the hyperbolic motion (The bounds on $\theta_4$ and $\tilde{\theta}_4$ require that $Q_4$ has a near collision with $Q_3$, which constrains $g_4$). So we only need to deal with the variables $(e_4^{*}, \tilde{\ell}_3)$ on a $\delta'$-essential admissible surface.
Finally, to prove that $(\mathcal{P}\mathcal{R}\mathcal{G}\mathcal{P})^{-1}(S_{i+1}) \subset \tilde{S}_i$, we note that

$$(\mathcal{P}\mathcal{R}\mathcal{G}\mathcal{P})^{-1}(S_{i+1}) = \{ x \in \mathcal{P}^{-1}(S_{i+1/2}(V_{0,i+1/2}(e^*_i))) : \pi_{\epsilon_i, \epsilon_j}(\mathcal{P}\mathcal{R}\mathcal{G}\mathcal{P})(x) \in C_2(\delta^*) \}$$

$$(\mathcal{P}\mathcal{R}\mathcal{G}\mathcal{P})^{-1}(S_{i+1}) \subset \mathcal{P}^{-1}(S_{i+1/2}(V_{0,i+1/2}(\mathcal{H}_i))))$$

$$(\mathcal{P}\mathcal{R}\mathcal{G}\mathcal{P})^{-1}(S_{i+1}) \subset \mathcal{P}^{-1}(S_{i}(V_{2,i}(\tilde{e}_i))) = \tilde{S}_i.$$

## 3. The hyperbolicity of the Poincaré map

In this section, we consider the hyperbolicity of the Poincaré map by studying the derivative of the local and global maps.

### 3.1. The structure of the derivative of the global map and local map

**Lemma 3.1.** Suppose the initial condition $x_\mu \in U_j(\delta)$ satisfies $A\mathcal{L}$ and let $\tilde{x}$ be the closest point to $x_\mu$ in the set $U_j(\delta)$ with $\mu=0$, which leads to a collision between bodies 3 and 4. Then,

(a) there exist a constant $C$ independent of $\mu$, continuous vector-valued functions $l_j(\tilde{x})$ and $u_j(\tilde{x}, \tilde{\theta}^*_i)$ and a continuous matrix-valued function $B_j(\tilde{x}, \tilde{\theta}^*_i)$, where $\tilde{\theta}^*_i$ is the angle of the outgoing asymptote, such that $\|u_j\|, \|l_j\|, \|B_j\| < C$ and, as $1/\chi \ll \mu \to 0$,

$$dL(x_\mu) = \frac{1}{\mu}(u_j(\tilde{x}, \tilde{\theta}^*_i) + o(1)) \otimes (l_j(\tilde{x}) + o(1)) + B_j(\tilde{x}, \tilde{\theta}^*_i) + o(1);$$

(b) moreover, there exist vectors $\tilde{l}_j$ and $\tilde{u}_j$, and a matrix $\tilde{B}_j$ such that

$$l_j(\tilde{x}) \to \tilde{l}_j, \quad u_j(\tilde{x}, \tilde{\theta}^*_i) \to \tilde{u}_j, \quad B_j(\tilde{x}, \tilde{\theta}^*_i) \to \tilde{B}_j, \quad \text{as } \delta, \tilde{\theta} \to 0,$$

where $j=1, 2$, meaning the first or the second collision.

The proof is given in §10.2.

**Lemma 3.2.** Let $x$ and $y = \mathcal{G}(x)$ be the initial and final values of the global map $\mathcal{G}$ and suppose that they satisfy $A\mathcal{G}$. Then,

(a) there exist continuous linear functionals $\tilde{l}_j(x)$ and $\tilde{u}_j(x)$, continuous vector fields $\tilde{u}_j(y)$ and $\tilde{u}_j(y)$, and non-vanishing constants $c_1$ and $c_2$ such that, as $1/\chi \ll \mu \to 0$,

$$d\mathcal{G}(x) = c_1 \chi^2 (\tilde{u}_j(y) + o(1)) \otimes (l_j(x) + o(1)) + c_2 \chi (\tilde{u}_j(y) + o(1)) \otimes (l_j(x) + o(1)) + O(\mu \chi);$$

(b) moreover, we have the following explicit expressions for the above vectors and functionals in Delaunay coordinates (see $\mathcal{V}$ in Notation 2.3):

$$\tilde{l}_j = (1, 0_1 \times 0_2), \quad \tilde{u}_j = \left(-\frac{\tilde{G}_{4,j}}{L_{4,j}}, \frac{L^2_{4,j} + G^2_{4,j}}{L_{4,j}}, \frac{1}{L_{4,j}^2 + G^2_{4,j}} \right).$$
and
\[ \tilde{u}_j = \tilde{w} := (0, 1, 0_{1 \times 8})^T, \quad \tilde{u}_j = w_j + c\tilde{w}, \quad w_j = \left( 0_{1 \times 8}; 1, \frac{L_{4,j}}{L_{4,j}^2 + G_{4,j}^2} \right)^T, \]

where \( c \) is some constant, \( \hat{L}_{4,j} \) and \( \hat{G}_{4,j} \) stand for the initial values of \( L_{4,j} \) and \( G_{4,j} \), and \( \hat{L}_{4,j} \) and \( \hat{G}_{4,j} \) stand for the final values, and \( \tilde{w} \) and \( w_j \) appeared in Definition 2.16, with \( L_4 = L_3 \) when \( \mu = 0 \) and \( e_4 = \sqrt{1 + (G_4/L_3)^2} \).

**Notation 3.3.** We denote by \( \hat{I}_j \) and \( \hat{I}_j \) the vectors corresponding to \( I_j \) and \( I_j \), respectively, when \( L_{4,j} \) and \( G_{4,j} \) are evaluated at Gerver’s collision points.

The proof of Lemma 3.2 is in Appendix C.

### 3.2. The non-degeneracy condition

**Lemma 3.4.** The following non-degeneracy conditions are satisfied for \( E^*_3 = -\frac{1}{2} \), \( e_4^*_1 = \frac{1}{2} \) and \( g_1^*_1 = \frac{1}{2} \).

1. \( \text{span}(\hat{u}_1, \hat{B}_1(\hat{w})dRw_2 - \hat{I}_1(dRw_2)\tilde{w})) \) is transversal to Ker\((\hat{I}_1) \cap \text{Ker}(\hat{I}_1)\);
2. \( de_4(dRw_2) \neq 0; \)
3. \( \text{span}(\hat{u}_2, \hat{B}_2(\hat{w})w_1 - \hat{I}_2(w_1)\tilde{w})) \) is transversal to Ker\((\hat{I}_2) \cap \text{Ker}(\hat{I}_2)\); \( de_4(w_1) \neq 0; \)
4. \( \hat{I}_j \cdot \tilde{w} \neq 0, I_2 \cdot w_1 \neq 0, I_1 \cdot dRw_2 \neq 0 \) and \( \hat{I}_j \cdot \tilde{u}_j \neq 0, j = 1, 2. \)

This lemma is proved in §10.3 and §10.4.

### 3.3. Proof of Lemma 2.17, the expanding cones

Consider for example the case where \( x \in U_2(\delta) \). We claim that, if \( \delta \) and \( \mu \) are small enough, then \( dL(\text{span}(w_1, \tilde{w})) \) is transversal to Ker\((I_2) \cap \text{Ker}(I_2)\). Indeed, take \( \Gamma \) such that \( I_2(\Gamma) = 0. \) If \( \tilde{\Gamma} = aw_1 + b\tilde{w}, \) then \( aI_2(w_1) + bI_2(\tilde{w}) = 0. \) It follows that the direction of \( \tilde{\Gamma} \) is close to the direction of \( \Gamma = I_2(\tilde{w})w_1 - I_1(w_1)\tilde{w}. \) Next, take \( \tilde{\Gamma} = bv_1 + b\tilde{w}, \) where \( bI_2(w_1) + bI_2(\tilde{w}) \neq 0. \) Then, the direction of \( dL(\tilde{\Gamma}) \) is close to \( \tilde{u}_2 \) and the direction of \( dL(\Gamma) \) is close to \( B_2(\tilde{\Gamma}), \) so our claim follows from Lemma 3.4.

Thus, for any plane \( \Pi \) close to \( \text{span}(w_1, \tilde{w}), \) we have that \( dL(\Pi) \) is transversal to Ker\((I_1) \cap \text{Ker}(I_1)\). Take any \( Y \in K_1. \) Then either \( Y \) and \( w_1 \) are linearly independent, or \( Y \) and \( \tilde{w} \) are linearly independent. Hence, \( dL(\text{span}(Y, w_1)) \) or \( dL(\text{span}(Y, \tilde{w})) \) is transversal to Ker\((I_1) \cap \text{Ker}(I_1)\). Accordingly, either \( I_2(dL(\tilde{Y})) \neq 0 \) or \( I_2(dL(Y)) \neq 0. \) If \( I_2(dL(Y)) \neq 0, \) then the direction of \( d(L_2(Y)) \) is close to \( u. \) If \( I_2(dL(\tilde{Y})) = 0 \) then the direction of \( u \) is...
\(d(G \circ L)(Y)\) is close to \(u\). Next, estimating \(d\tilde{G}\), we have \(d\tilde{G} : \text{span}(u, u) = \text{span}(u, u) + o(1)\) (see Lemma 10.3). Next, by Definition 2.16, we get that \(dR : \text{span}(u, u) \subset K_1\).

So, in either of the two cases above, we have \(d(R \circ \tilde{G} \circ L)(Y) \in K_1\) and

\[
\|d(R \circ \tilde{G} \circ L)(Y)\| \geq c\|Y\|.
\]

This completes the proof in the case \(x \in U_2(\delta)\). The case of \(x \in U_1(\delta)\) is similar.

4. Symplectic transformations and Poincaré sections

In this section we define several Poincaré sections and perform symplectic transformations in the regions between the consecutive sections to make the Hamiltonian system suitable for doing calculations.

4.1. The Poincaré coordinates

We start with the Hamiltonian \((1.1)\). The translation invariance enables us to remove one body in the Hamiltonian. We choose \(Q_2\) as this body. We start with the symplectic form

\[
\omega = \sum_{i=1}^{4} dP_i \wedge dQ_i = d(P_1 + P_2 + P_3 + P_4) \wedge dQ_2 + dP_1 \wedge d(Q_1 - Q_2) + dP_3 \wedge d(Q_3 - Q_2) + dP_4 \wedge d(Q_4 - Q_2)
\]

where we have used \((2.1)\). If we choose the mass center of the four bodies as the origin, then \(P_1 + P_2 + P_3 + P_4 = 0\). Now the Hamiltonian becomes

\[
H(q_1, P_1; q_3, P_3; q_4, P_4) = P_1^2 + \frac{1}{2} \left(1 + \frac{1}{\mu}\right) (P_3^2 + P_4^2) + \frac{\mu}{|q_1|} + \frac{\mu}{|q_3|} + \frac{\mu}{|q_1 - q_3|} + \frac{\mu}{|q_3 - q_4|}.
\]

Restricted to the subspace where \(P_1 + P_2 + P_3 + P_4 = 0\), up to a factor \(\mu\), the symplectic form is \(\omega\) defined in \((2.4)\). We divide the whole Hamiltonian by \(\mu\) to get

\[
H(q_1, p_1; q_3, p_3; q_4, p_4) = \mu p_1^2 + \frac{1}{2} \left(1 + \frac{1}{\mu}\right) (p_3^2 + p_4^2) + \mu (q_1 + p_1 + q_1 + p_1 + q_3 + p_3 + q_4 + p_4) \quad (4.1)
\]

\[
- \frac{1}{\mu|q_1|} - \frac{1}{|q_3|} - \frac{1}{|q_4|} - \frac{1}{|q_1 - q_3|} - \frac{1}{|q_1 - q_4|} - \frac{1}{|q_3 - q_4|}.
\]
It can be checked that the Poincaré–Cartan 1-form is multiplied by a factor $\mu$ due to the coordinate change and the Hamiltonian canonical equation holds true in the new coordinates.

In the new coordinates the total angular momentum equals

$$G = Q_1 \times P_1 - Q_2 \times (P_1 + P_3 + P_4) + Q_3 \times P_3 + Q_4 \times P_4 = q_1 \times P_1 + q_3 \times P_3 + q_4 \times P_4.$$ 

Therefore, the conservation of angular momentum takes the form

$$\sum_{j=3,1,4} q_j \times p_j = \text{const.}$$

### 4.2. More Poincaré sections

When $Q_4$ is closer to $Q_i$, $i=1,2$, we treat its motion as a hyperbolic Kepler motion with focus at $Q_i$ and perturbed by $Q_3$ and $Q_{3-i}$.

**Definition 4.1.** We introduce one more set of coordinates

$$\begin{align*}
  v_3 &= p_3 + \frac{\mu}{1+\mu} (p_1 + p_4), \\
  v_1 &= p_1 + p_4, \\
  v_4 &= \frac{1}{1+\mu} p_4 - \frac{\mu}{1+\mu} p_1, \\
  x_3 &= q_3, \\
  x_1 &= \frac{1}{1+\mu} q_1 - \frac{\mu}{1+\mu} q_3 + \frac{\mu}{1+\mu} q_4, \\
  x_4 &= q_4 - q_1.
\end{align*}$$

(4.2)

One can check that the transformation (4.2) is symplectic with respect to the symplectic form $\omega$.

**Notation 4.2.** To distinguish the new set of coordinates from those of Definition 2.1, we use superscript $R$ (meaning right) and write

$$(x_3, v_3; x_1, v_1; x_4, v_4)_R = (x_3^R, v_3^R, x_1^R, v_1^R, x_4^R, v_4^R)$$

for the coordinates from Definition 2.1 and use superscript $L$ (meaning left) and write

$$(x_3, v_3; x_1, v_1; x_4, v_4)_L = (x_3^L, v_3^L, x_1^L, v_1^L, x_4^L, v_4^L)$$

for the coordinates from Definition 4.1. Notice that $(x_3, v_3)_R = (x_3, v_3)_L$, so we omit this superscript for simplicity.

**Definition 4.3.** (Further Poincaré sections.) We further define two more sections to cut the global map into three pieces (see Figure 3).

- Map (I) is the Poincaré map between the sections

$$\{ x_{4,||} = -2, v_{4,||} < 0 \} \quad \text{and} \quad \{ x_{4,||} = -\frac{1}{2} \chi, v_{4,||} < 0 \}.$$
Figure 3. Poincaré sections.

- Map (III) is the Poincaré map between the sections

\[ \{ x^R_{4,\parallel} = -\frac{1}{2} \chi, v^R_{4,\parallel} < 0 \} \quad \text{and} \quad \{ x^L_{4,\parallel} = \frac{1}{2} \chi, v^L_{4,\parallel} > 0 \}. \]

- Map (V) is the Poincaré map between the sections

\[ \{ x^L_{4,\parallel} = \frac{1}{2} \chi, v^L_{4,\parallel} > 0 \} \quad \text{and} \quad \{ x^R_{4,\parallel} = -2, v^R_{4,\parallel} > 0 \}. \]

- We also introduce map (II) to change coordinates from right to the left on the section \( \{ x^R_{4,\parallel} = -\frac{1}{2} \chi, v^R_{4,\parallel} < 0 \} \) and map (IV) to change coordinates from left to the right on the section \( \{ x^L_{4,\parallel} = \frac{1}{2} \chi, v^L_{4,\parallel} > 0 \} \).

Remark 4.4. (1) The two sections \( \{ x^R_{4,\parallel} = -\frac{1}{2} \chi, v^R_{4,\parallel} < 0 \} \) and \( \{ x^L_{4,\parallel} = \frac{1}{2} \chi, v^L_{4,\parallel} > 0 \} \) lie almost at the midpoint of \( Q_1 \) and \( Q_2 \).

(2) In §4.3 and §4.4, we will treat the equations of motion as three Kepler motions \( (x_i, v_i)^{R,L}, i = 3, 1, 4 \), with perturbations. When perturbation is neglected, the orbit of \( x_4^R \) is a hyperbola focused at the origin and opening to the left, while the orbit of \( x_4^L \) is a hyperbola focused at origin and opening to the right.

In the following subsections we describe the suitable changes of variables adapted to maps (I), (III) and (V), as well as the local map \( \parallel \).

4.3. Hamiltonian of the right case, when \( Q_4 \) is closer to \( Q_2 \)

We write the Hamiltonian in terms of three Kepler motions with perturbations.

Lemma 4.5. In the coordinates (2.3), the Hamiltonian for maps (I) and (V) has the form

\[
H(x_3, v_3; x_1, v_1; x_4, v_4) = \left( \frac{\mu(1+\mu)}{1+2\mu} v_1^2 - \frac{2\mu+1}{\mu|x_1|} \right) + \left( \frac{1+\mu}{2} v_3^2 - \frac{1}{|x_3|} \right) + \left( \frac{1+2\mu}{2(1+\mu)} v_4^2 - \frac{1+\mu}{|x_4|} \right) + U^R, \tag{4.3}
\]
corresponding Hamiltonian. When 

\[ Q \]

In this section, we explain the choice of the Jacobi coordinates (4.2) and derive the 

\[ U^R(x_3, x_1, x_4) = \frac{2\mu+1}{\mu|x_1|} - \left( \frac{1}{a} + \frac{1}{b} + \frac{1}{c} \right) + \frac{1+\mu}{|x_4|} - \left( \frac{1}{d} + \frac{\mu}{e} \right). \]  

(4.4)

with 

\[ a = \left| x_1 + \frac{\mu}{1+2\mu} x_4 + \frac{\mu}{1+\mu} x_3 \right|, \quad b = \left| x_1 + \frac{\mu}{1+2\mu} x_4 - \frac{1}{1+\mu} x_3 \right|, \]

\[ c = \left| x_1 - \frac{1+\mu}{1+2\mu} x_4 \right|, \quad d = \left| x_4 + \frac{\mu x_3}{1+\mu} \right|, \quad e = \left| \frac{x_3}{1+\mu} - x_4 \right|. \]

In Delaunay variables, we have 

\[ H(L_3, \ell_3, G_3, g_3; x_1, v_1; L_4, \ell_4, G_4, g_4) = \left( \frac{v_1^2}{2m_R} - \frac{k_1 R}{|x_1|} \right) - \frac{m_3 R k_3^2}{2L_3^2} + \frac{m_4 R k_4^2}{2L_4^2} + U^R, \]

where 

\[ m_{1R} = \frac{1+2\mu}{2\mu(1+\mu)}, \quad m_{3R} = \frac{1+\mu}{1+\mu}, \quad m_{4R} = \frac{1+\mu}{1+2\mu}, \]

\[ k_{1R} = \frac{1+2\mu}{\mu}, \quad k_{3R} = 1, \quad k_{4R} = 1+\mu. \]  

(4.5)

4.4. Hamiltonian of the left case, when \( Q_4 \) is closer to \( Q_1 \)

In this section, we explain the choice of the Jacobi coordinates (4.2) and derive the corresponding Hamiltonian. When \( Q_4 \) is moving between the sections \( \{x_4^R = -\frac{1}{2} \chi \} \) and \( \{x_4^L = \frac{1}{2} \chi \} \) and turns around \( Q_1 \), we treat \( Q_4 \)'s motion as an approximate hyperbola with focus at \( Q_1 \).

**Lemma 4.6.** In the coordinates (4.2), the Hamiltonian for map (III) becomes

\[ H(x_3, v_4; x_1, v_1; x_4, v_4) = \frac{\mu}{1+\mu} v_1^2 - \frac{(1+\mu)^2}{\mu|x_1|} + \frac{\mu}{2} \left( 1 + \frac{1}{\mu} \right) (v_3^2 + v_4^2) - \frac{1}{|x_3|} - \frac{1}{|x_4|} + U^L, \]  

(4.6)

where 

\[ U^L(x_3, x_1, x_4) = \left( \frac{1+\mu}{\mu|x_1|} \right) - \left( \frac{1}{a} + \frac{1}{b} + \frac{1}{c} + \frac{\mu}{d} \right), \]  

(4.7)

with 

\[ a = \left| x_1 + \frac{\mu}{1+\mu} x_3 - \frac{\mu}{1+\mu} x_4 \right|, \quad b = \left| x_1 + \frac{\mu}{1+\mu} x_3 + \frac{1}{1+\mu} x_4 \right|, \]

\[ c = \left| x_1 - \frac{1}{1+\mu} x_3 - \frac{\mu}{1+\mu} x_4 \right|, \quad d = \left| x_1 - \frac{1}{1+\mu} x_3 + \frac{1}{1+\mu} x_4 \right|. \]

In Delaunay coordinates, we have 

\[ H(L_3, \ell_3, G_3, g_3; x_1, v_1; L_4, \ell_4, G_4, g_4) = \left( \frac{v_1^2}{2m_L} - \frac{k_1 L}{|x_1|} \right) - \frac{m_3 L k_3^2}{2L_3^2} + \frac{m_4 L k_4^2}{2L_4^2} + U^L, \]

where 

\[ m_{1L} = \frac{1+\mu}{2\mu}, \quad m_{3L} = m_{4L} = \frac{1}{1+\mu}, \quad k_{1L} = \frac{1+\mu)^2}{\mu}, \quad k_{3L} = k_{4L} = 1. \]
4.5. Hamiltonian of the local map, away from close encounter

We cut the local map into three pieces by introducing a new section $|q_3 - q_4| = \mu^\kappa$, with $\frac{1}{3} < \kappa < \frac{1}{2}$. The restriction $\kappa < \frac{1}{2}$ comes from the proof of Lemma 10.3, where we need $\mu^{1-2\kappa}$ to be small, and the restriction $\kappa > \frac{1}{3}$ comes from the proof of Lemma 10.2, where we need $\mu^{3\kappa - 1}$ to be small.

When $Q_3$ and $Q_4$ are moving outside the circle $|q_3 - q_4| = \mu^\kappa$, we use the same transformation as (2.3), but different ways of grouping terms. So, we get the following from the first equality of (4.3).

**Lemma 4.7.** In the coordinates (2.3), assume that $|x_3|, |x_4| < 2$ and $|x_1| \sim \chi$. Then, the Hamiltonian can be written in the following form:

$$H(x_1, v_1; x_3, v_3; x_4, v_4)^R = \left( \frac{\mu(1+\mu)}{1 + 2\mu} v_1^2 - \frac{2\mu+1}{\mu|x_1|} \right) + \left( 1 + \frac{\mu}{2} \frac{1}{|x_3|^3} - \frac{1}{|x_3|} \right) \mu + \left( \frac{1+2\mu}{2(1+\mu)} v_2^2 - \frac{1+\mu}{|x_4|} \right)$$

where

$$V_{\text{out}}(x_i, v_i, x_j, v_j) = \frac{1+\mu}{|x_4|} - \frac{1}{a} + \left( \frac{2\mu+1}{\mu|x_1|} - \frac{1}{b} - \frac{1}{c} - \frac{1}{d} \right),$$

with

$$a = |x_4 + \frac{\mu x_3}{1+\mu}|, \quad b = |x_1 + \frac{\mu}{1+2\mu} x_4 + \frac{\mu}{1+\mu} x_3|,$$

$$c = |x_1 + \frac{\mu}{1+2\mu} x_4 - \frac{1}{1+\mu} x_3|, \quad d = |x_1 - \frac{1+\mu}{1+2\mu} x_4|.$$

In Delaunay coordinates, we have

$$H(x_1, v_1; L_3, \ell_3, G_3, q_3; L_4, \ell_4, G_4, q_4)^R = \left( \frac{x_1^2}{2m_1R} - \frac{k_1R}{|x_1|} \right) - \frac{m_3 R k_{3R}^2}{2L_3^2 R} + \frac{m_4 R k_{4R}^2}{2L_4^2} \frac{\mu}{|x_3/(1+\mu) - x_4|} + V_{\text{out}}.$$

4.6. Hamiltonian of the local map, close encounter

When $Q_3$ and $Q_4$ are moving inside the circle $|q_3 - q_4| = \mu^\kappa$, we derive the Hamiltonian system describing the relative motion of $Q_3$ and $Q_4$. We start with the Hamiltonian (4.1), and make the following symplectic changes to convert to the coordinates of relative motion and motion of the center of mass

$$\begin{align*}
q_- &= \frac{1}{2} (q_3 - q_4), \\
q_+ &= \frac{1}{2} (q_3 + q_4), \\
q_1 &= q_1
\end{align*}$$

and

$$\begin{align*}
p_- &= p_3 - p_4, \\
p_+ &= p_3 + p_4, \\
p_1 &= p_1.
\end{align*}$$

(4.10)
The symplectic form is now
\[ \omega = dp_1 \wedge dq_1 + dp_+ \wedge dq + dp_- \wedge dq_- . \]

**Lemma 4.8.** In the coordinates (4.10), we have \(|q_-| \leq 2 \mu^\infty\) inside the circle \(|q_-| = 2 \mu^\infty\) and the following expression of the Hamiltonian (4.1):
\[ H(q_1, p_1; q_-, p_-; q_+, p_+) = \left( \mu p_1^2 - \frac{1+2\mu}{\mu|q_1|} \right) + \left( \frac{1+2\mu}{4} p_+^2 - \frac{2}{|q_+|} \right) + \left( \frac{1}{4} p_-^2 - \frac{\mu}{2|q_-|} \right) + V_{in}, \]
where
\[ V_{in} = \mu \langle p_1, p_+ \rangle - \frac{1}{|q_+ - q_-|} - \frac{1}{|q_- + q_-|} - \frac{1}{|q_- - q_+ - q_-|} + \frac{1}{|q_1 + q_+|} + \frac{2}{|q_1 - q_+ - q_-|} \]
\[ = \mu \langle p_1, p_+ \rangle - \frac{3(q_+ - q_-)^2}{2|q_+|^3} + \frac{q_-^2}{|q_+|^3} - \frac{\langle q_1, q_+ \rangle}{|q_+|^3} + O \left( |q_-|^3 + \frac{1}{|q_+|^3} \right). \]
The \(O\) expression holds as \(|q_-| \to 0\) and \(|q_1| \to \infty\).

We can convert the term \( \frac{1}{4} p_1^2 - \mu/2|q_-| \) into \( \mu^2/4L^2 \), in terms of Delaunay coordinates.

### 5. Statement of the main technical proposition

In this section, we give the statement of our calculation of matrices needed in the proof of the global map. We use the coordinate system \((L_3, \ell_3, G_3, g_3; x_1, v_1; G_4, g_4)\) to do the calculation. In the following, the superscript “\(i\)” means “initial” and “\(f\)” means “final”.

**Notation 5.1.** To avoid many \(O\) notations in our estimates, we introduce the following conventions.

- We use the notation \( a \lesssim b \) if \( a = O(b) \) or equivalently \( |a| \leq C|b| \) for some constant \( C \) independent of \( \chi \) and \( \mu \), and the notation \( a \sim b \) if both \( a \lesssim b \) and \( b \lesssim a \) hold.
- We also generalize this notation to vectors and matrices. For two vectors \( A, B \in \mathbb{R}^n \), we write \( A \lesssim B \) if \( A_i \lesssim B_i \) holds for each entry \( A_i \) and \( B_i \) of \( A \) and \( B \), respectively, and write \( A \sim B \) if \( A \lesssim B \) and \( B \lesssim A \) hold. Similarly for matrices.
- For a matrix \([\sharp]\), we refer to its blocks as
\[
\begin{pmatrix}
\sharp_{11} & \sharp_{12} & \sharp_{13} \\
\sharp_{21} & \sharp_{22} & \sharp_{23} \\
\sharp_{31} & \sharp_{32} & \sharp_{33}
\end{pmatrix},
\]
and its \((i, j)\)-th entry as \([\sharp](i, j)\), \(i, j = 1, 2, \ldots, 10\).
Moreover, when we use "\(\lesssim\)", there may be some entries in the vector or matrix, for which we have an estimate in the sense of \(~\). Those entries will be important to show that the \(\chi^2\) and \(\chi\) terms in Lemma 3.2 do not vanish. For those entries, we use \textbf{bold} font.

**Proposition 5.2.** Under the assumption AG, we have the following:

(a.1) The derivative of the global map is the product of five 10\(\times\)10 matrices

\[ dG = (V)(IV)(III)(II)(I) \]

having the following form

\[
(\begin{array}{l}
(\text{I}) = (\text{Id}_{10} + \chi u_1 \otimes l_1^1) N_1 (\text{Id}_{10} - u_1 \otimes l_1^1) \lesssim (\text{Id}_{10} + \chi u \otimes l) N_1 (\text{Id}_{10} + u_1 \otimes l_1^1), \\
(\text{II}) = (\chi u_{1i} \otimes l_{ii} + A)L \cdot R^{-1}(\chi u \otimes l_i + C), \\
(\text{III}) = (\text{Id}_{10} + \chi u_3 \otimes l_3^1) N_3 (\text{Id}_{10} - \chi u_3 \otimes l_3^1) \lesssim (\text{Id}_{10} + \chi u \otimes l_3) N_3 (\text{Id}_{10} + \chi u \otimes l_3^1), \\
(\text{IV}) = (\chi u_{1i} \otimes l_{ii} + A)R \cdot R^{-1}(\chi u \otimes l_i + C), \\
(\text{V}) = (\text{Id}_{10} + u_5 \otimes l_5^1) N_5 (\text{Id}_{10} - \chi u_5 \otimes l_5^1) \lesssim (\text{Id}_{10} + u_1 \otimes l_1^1) N_5 (\text{Id}_{10} + \chi u \otimes l_3^1), \\
\end{array}) 
\]

(a.2) where

\[
\begin{align*}
u_1, u_3, u_5, u_1 & \lesssim u := \begin{pmatrix} 1 \chi^2, -1, \frac{1}{\chi}, \frac{1}{\chi^3}; \mu, \frac{1}{\chi}, \frac{1}{\chi^3}; \frac{1}{\chi^2}; \frac{1}{\chi^3} \end{pmatrix}_T, \\
l_1^1, l_3^1 & \lesssim l := \begin{pmatrix} \frac{1}{\chi^2}, \frac{1}{\chi}, \frac{1}{\chi^3}; \mu, \frac{1}{\chi}, \frac{1}{\chi^3}; \frac{1}{\chi^2}; \frac{1}{\chi^3} \end{pmatrix}_T, \\
-\tilde{l}_3, -\tilde{l}_5 & \lesssim l' := \begin{pmatrix} \frac{1}{\chi^2}, \frac{1}{\chi}, \frac{1}{\chi^3}; \mu, \frac{1}{\chi}, \frac{1}{\chi^3}; \frac{1}{\chi^2}; \frac{1}{\chi^3} \end{pmatrix}_T, \\
l_{1i}, l_{ii} & \lesssim \begin{pmatrix} 0_{1 \times 8}; \frac{1}{\chi}, \frac{1}{\chi}, 1 \end{pmatrix}_T, \\
u_i & \begin{pmatrix} 0_{1 \times 9}; \frac{L_4}{2m^2_{1L^2} + L}, 0; \frac{1}{\chi} \end{pmatrix}_T, \\
u_i & \begin{pmatrix} 0_{1 \times 9}; \frac{L_4}{2m^2_{1L^2} + L}, 0; \frac{1}{\chi} \end{pmatrix}_T, \\
l_i & \begin{pmatrix} \frac{1}{\chi^2}, \frac{1}{\chi}, \frac{1}{\chi^3}; \mu, \frac{1}{\chi}, \frac{1}{\chi^3}; \mu, \frac{1}{\chi} \end{pmatrix}_T, \\
l_i & \begin{pmatrix} \frac{1}{\chi^2}, \frac{1}{\chi}, \frac{1}{\chi^3}; \mu, \frac{1}{\chi}, \frac{1}{\chi^3}; \mu, \frac{1}{\chi} \end{pmatrix}_T, \\
u_i & \begin{pmatrix} \mu, 1, \mu, \mu, \mu, \frac{1}{\chi}, \frac{1}{\chi^3}; \mu, \frac{1}{\chi^3}; \mu \end{pmatrix}_T, \\
u_i & \begin{pmatrix} \mu, 1, \mu, \mu, \mu, \frac{1}{\chi}, \frac{1}{\chi^3}; \mu, \frac{1}{\chi^3}; \mu \end{pmatrix}_T.
\end{align*}
\]
non-collision singularities in a planar 4-body problem

\[ l_5^l, l_1^l \lesssim \left( 1, \mu, \mu, \mu; \frac{1}{\mu \chi^2}, \frac{1}{\chi^2}, \mu, \mu \chi \right)_{1 \times 10}; \]

(a.3) and

\[ A = \begin{bmatrix}
\Id_{8 \times 8} & 0_{8 \times 1} & 0_{8 \times 1} & 0_{8 \times 1} & 0_{8 \times 1} \\
0_{1 \times 8} & 0 & 0 & 0 & 0 \\
0_{1 \times 8} & O(1/\chi^2) & O(1/\chi^2) & O(1) & O(1)
\end{bmatrix}, \]

\[ C = \begin{bmatrix}
\Id_{8 \times 8} & 0_{8 \times 2} \\
0_{1 \times 8} & 0_{1 \times 2} \\
0_{1 \times 8} & O(1/\chi);1 \times 2 \\
\tilde{l}_i & O(1/\chi);1 \times 2 \\
0_{1 \times 8} & 0_{1 \times 2}
\end{bmatrix}, \]

with

\[ \tilde{l}_i \lesssim \left( 1, \frac{1}{\chi^2}, \frac{1}{\chi^2}; \frac{1}{\mu \chi^2}, \frac{1}{\chi^2}, \mu, \mu \chi \right)_{1 \times 8}; \]

(a.4) the matrices \( R \) and \( L \) are the derivative matrices of the transformations (2.3) and (4.2), respectively, and, in the coordinates \((x_3, v_3; x_1, v_1; x_4, v_4)\), they have the following expression:

\[ R \cdot L^{-1}, L \cdot R^{-1} = \begin{bmatrix}
\Id_4 & 0 & 0 & 0 & 0 \\
0 & m^+ \Id_2 & 0 & 0 & \mp \frac{2\mu}{1+2\mu} \Id_2 \\
0 & 0 & m^+ \Id_2 & 0 & \mp \Id_2 \\
0 & \pm \Id_2 & 0 & m^+ \Id_2 & 0 \\
0 & 0 & \pm \frac{2\mu}{1+2\mu} \Id_2 & 0 & m^+ \Id_2 \\
\end{bmatrix}, \quad (5.1)

where

\[ m^+ = \frac{1+\mu}{1+2\mu} \quad \text{and} \quad m^- = \frac{1}{1+\mu}, \]

and we choose the upper sign for \( R \cdot L^{-1} \) and the lower sign for \( L \cdot R^{-1} \) when we need to make a choice in \pm or \mp;
(a.5) the following estimates hold:

\[
\begin{align*}
\begin{array}{cccccccccc}
\mu & \mu & \mu & \mu & n/\chi & n/\chi & \mu^2 & \mu/\chi & \mu & \mu \\
\mu/\chi & \mu^2 \chi & \mu^2 \chi & \mu^2 \chi & \mu^2 & \mu^2 & \mu/\chi & \mu & \mu^2 \chi & \mu^2 \chi \\
\mu & \mu & \mu & \mu & n/\chi & n/\chi & \mu^2 & \mu/\chi & \mu & \mu \\
\end{array}
\end{align*}
\]

\[
N_1 - \text{Id}_{10} \lesssim 10^{10}
\]

\[
\begin{align*}
\begin{array}{cccccccccc}
\mu/\chi & 1/\chi^2 & 1/\chi^2 & 1/\chi^2 & 1/\mu/\chi^3 & 1/\chi^3 & \mu/\chi & \mu/\chi & \mu/\chi^2 & 1/\chi^2 & 1/\chi^2 \\
\mu/\chi & \mu/\chi & \mu & \mu & n/\chi & n/\chi & \mu & \mu & \mu & 1 & 1 \\
\mu/\chi & 1/\chi^2 & 1/\chi^2 & 1/\chi^2 & 1/\mu/\chi^3 & 1/\chi^3 & \mu/\chi & \mu/\chi & \mu/\chi^2 & 1/\chi^2 & 1/\chi^2 \\
\mu/\chi & 1/\chi^2 & 1/\chi^2 & 1/\chi^2 & 1/\mu/\chi^3 & 1/\chi^3 & \mu/\chi & \mu/\chi & \mu/\chi^2 & 1/\chi^2 & 1/\chi^2 \\
\end{array}
\end{align*}
\]

\[
N_3 - \text{Id}_{10} \lesssim 10^{10}
\]

\[
\begin{align*}
\begin{array}{cccccccccc}
\mu^2 \chi & \mu & \mu & \mu & 1/\chi & n/\chi & \mu^2 \chi^2 & \mu^2 & \mu & \mu \\
\mu/\chi & \mu & \mu & \mu & 1/\mu/\chi & 1/\chi & \mu/\chi & \mu & 1 & 1 \\
\mu^2 \chi & \mu & \mu & \mu & 1/\chi & n/\chi & \mu^2 \chi^2 & \mu^2 & \mu & \mu \\
\mu^2 \chi & \mu & \mu & \mu & 1/\chi & n/\chi & \mu^2 \chi^2 & \mu^2 & \mu & \mu \\
\mu^2 \chi & \mu & \mu & \mu & 1/\chi & n/\chi & \mu^2 \chi^2 & \mu^2 & \mu & \mu \\
\end{array}
\end{align*}
\]

\[
N_5 - \text{Id}_{10} \lesssim 10^{10}
\]
(b) Moreover, for the 1 entries in (a.2), we have the following exact estimates:

(b.1) As $1/\chi \ll \mu \to 0$, we have

$$u_{i,3}', u_{i,5}', u \to (0, 1, 0)_{10 \times 1}^T = \tilde{w},$$

$$u_{i,ii} \to \left(0_1, \frac{L_{4,j}}{G_{4,j}^2 + L_{4,j}^2}\right)^T_{10 \times 1},$$

$$u_{i,iii} \to \left(0_1, \frac{\tilde{L}_{4,j}}{L_{4,j}^2 + \tilde{L}_{4,j}^2}\right)^T_{10 \times 1} = \tilde{w},$$

$$l_{i,1,ii}' \to (1, 0)_{10 \times 1} = \tilde{l}_j,$$

$$l_{i,iii}' \to \left(0_1, \frac{G_{4,j} - L_{4,j}}{L_{4,j}^2 + G_{4,j}^2}, 0_1 \right)^T_{10 \times 1} = \tilde{l}_j.$$

Here, $j=1, 2$ means the first and second collisions in Gerver’s construction. $\tilde{L}_4$ and $\tilde{G}_4$ are the values of the Delaunay coordinates at the initial point for the global map and $\tilde{L}_4$ and $\tilde{G}_4$ are the values of the Delaunay coordinates at the final point.

(b.2) In addition, as $1/\chi \ll \mu \to 0$, we have

$$l_{i,v}' \to \left(0_1, \frac{L_{4,j}}{\tilde{L}_{4,j}}, \frac{1}{L_{4,j}}\right)^T_{10 \times 1},$$

$$u_{i,v} \to \left(0_1, \frac{L_{4,j}}{\tilde{L}_{4,j}}, 0_1, O\left(\frac{1}{\chi}\right)^T_{12 \times 1},$$

$$l_{i,iii} = -l_{i,iii}' \to \left(0_1, O\left(\frac{1}{\chi}\right)^T_{12 \times 1},$$

(b.3) The $O(1)$ blocks in $N_1$, $N_3$ and $N_5$ have exact estimates as follows:

$$(N_1)_{44} \approx \begin{bmatrix}
1 - \frac{L_{4,j}}{2(L_{4,j}^2 + \tilde{L}_{4,j}^2)} & \frac{\tilde{L}_{4,j}}{2} \\
\frac{\tilde{L}_{4,j}}{2} & \frac{\tilde{L}_{4,j}}{2} + \frac{L_{4,j}}{2(L_{4,j}^2 + \tilde{L}_{4,j}^2)}
\end{bmatrix},$$

$$(N_3)_{44} \approx \begin{bmatrix}
\frac{1}{2} & -\frac{\tilde{L}_{4,j}}{2} \\
\frac{\tilde{L}_{4,j}}{2} & \frac{3}{2}
\end{bmatrix},$$

$$(N_5)_{44} \approx \begin{bmatrix}
1 + \frac{L_{4,j}^2}{2(L_{4,j}^2 + \tilde{L}_{4,j}^2)} & -\frac{\tilde{L}_{4,j}}{2} \\
\frac{\tilde{L}_{4,j}}{2} & \frac{\tilde{L}_{4,j}}{2} + \frac{L_{4,j}}{2(L_{4,j}^2 + \tilde{L}_{4,j}^2)}
\end{bmatrix}.$$
where the notation \( \simeq \) means up to \( O(\mu) \) relative error.

(b.4) Finally, the derivative of the renormalization map is

\[
dR = \text{diag}\left\{ \sqrt{X}, 1, -\sqrt{X}, -1; \lambda \begin{bmatrix} 1 & 0 \\ 0 & -1 \end{bmatrix} \text{Rot}(\beta), \begin{bmatrix} 1 & 0 \\ 0 & -1 \end{bmatrix} \frac{\text{Rot}(\beta)}{\sqrt{X}}, -\sqrt{X}, -1 \right\}.
\]

In part (a.1) of the proposition, each of the five matrices is a product of three matrices. For the matrices (I), (III) and (V), we use the formula for the derivative of the Poincaré map (see equation (7.1) and §8). The matrices \( N_1, N_3 \) and \( N_5 \) are solutions of the variational equations, and the two remaining matrices are boundary contributions coming from the fact that different orbits take different time to travel between two consecutive sections. For (II), we first convert from Delaunay variables to Cartesian variables in the right, then we use \( L \cdot R^{-1} \) to convert \((x_3, v_3; x_1, v_1; x_4, v_4)^R \rightarrow (x_3, v_3; x_1, v_1; x_4, v_4)^L\), and finally we convert from Cartesian in the left to Delaunay variables. The matrix (IV) is similar but in the opposite direction.

The plan of the proof of Proposition 5.2 is as follows.

• In §6 and 7, we write down the equations of motion, the variational equations and estimate their solutions. This gives us the matrices \( N_1, N_3 \) and \( N_5 \) in Proposition 5.2.

• In §8, we study the boundary contribution to the derivative of the Poincaré map. We get all the \( u \)'s and \( l \)'s with various sub- and superscripts in (I), (III) and (V). Together with \( N_1, N_3 \) and \( N_5 \), the estimates of the boundary contributions complete the estimates of (I), (III) and (V).

• In §9, we study the transformation of coordinates from the left to the right and that from the right to the left. This gives us the matrices (II) and (IV) stated in Proposition 5.2.

• The derivative of the renormalization map follows immediately from its definition in Definition 2.7.

We now compute the matrices \( R \cdot L^{-1} \) and \( L \cdot R^{-1} \) based on Definitions 2.1 and 4.1.

Proof of (5.1). To get

\[
R \cdot L^{-1} = \frac{\partial(x_3, v_3; x_1, v_1; x_4, v_4)^R}{\partial(x_3, v_3; x_1, v_1; x_4, v_4)^L},
\]

we first use (4.2) to compute the matrix

\[
L^{-1} := \frac{\partial(q_3, p_3; q_1, p_1; q_4, p_4)}{\partial(q_3, p_3; q_1, p_1; q_4, p_4)^L},
\]

then we use (2.3) to compute

\[
R := \frac{\partial(x_3, v_3; x_1, v_1; x_4, v_4)^R}{\partial(q_3, p_3; q_1, p_1; q_4, p_4)}.\]
The composition of the two gives us \( R \cdot L^{-1} \). Similarly, we get
\[
L \cdot R^{-1} = \frac{\partial(x_3, v_3; x_1, v_1; x_4, v_4)^L}{\partial(x_3, v_3; x_1, v_1; x_4, v_4)^R} = (R \cdot L^{-1})^{-1}.
\]

6. Equations of motion, \( \epsilon^0 \) control of the global map

6.1. The Hamiltonian equations

For the Hamiltonians in Lemmas 4.5 and 4.6, we suppress the super- or subscripts \( R \) and \( L \) to express the Hamiltonian in one single expression in Delaunay coordinates:

\[
H(L_3, \ell_3, G_3, g_3; x_1, v_1; L_4, \ell_4, G_4, g_4) = E_1 - \frac{m_3 k_3^2}{2 L_3^2} + \frac{m_4 k_4^2}{2 L_4^2} + U,
\]

where
\[
E_1 = \frac{|v_1|^2}{2 m_1} - \frac{k_1}{|x_1|}.
\]

Next, we perform the energy reduction to get rid of the variables \( L_4 \) and \( \ell_4 \).

We solve for \( L_4 \) using energy conservation. Suppose the total energy of the system is zero; we get
\[
\frac{1}{L_4^3} = \frac{m_3 k_3^2}{m_4 k_4^2} \left( 1 - \frac{2 L_3^2}{m_3 k_3^2} (E_1 + U) \right),
\]

and hence
\[
L_4 = L_3 \frac{m_4^{1/2} k_4^{1/2}}{m_3^{1/2} k_3^{1/2}} \left( 1 + \frac{L_3^2}{m_3 k_3^2} (E_1 + U) \right) + \text{h.o.t.},
\]

where the higher-order terms (h.o.t.) are in \( E_1 + U \). We treat \( \ell_4 \) as the new time. So we divide the Hamiltonian equations by the equation
\[
\frac{d\ell_4}{dt} = -\frac{m_4 k_4^2}{L_4^3} + \frac{\partial U}{\partial L_4},
\]

whose reciprocal is
\[
\frac{dt}{d\ell_4} = -\frac{L_4^3}{m_4 k_4^2} \left( 1 + \frac{L_4^3}{m_4 k_4^2} \frac{\partial U}{\partial L_4} + O(U^2) \right).
\]

Eliminating \( L_4 \) using (6.1), we get
\[
\frac{dt}{d\ell_4} = -\frac{(m_4^{1/2} k_4^{1/2} m_3^{1/2} k_3^{1/2})^3}{m_4 k_4^2} \left( 1 + \frac{3 L_4^2}{m_3 k_3^2} (E_1 + U) \right) - \frac{(m_4^{1/2} k_4^{1/2} m_3^{1/2} k_3^{1/2})^3}{m_3 k_3^2} L_3^6 \frac{\partial U}{\partial L_4} + \text{h.o.t.}
\]
\[
= -(1 + O(\mu)) L_3^3 (1 + 3(1 + O(\mu)) L_3^2 (E_1 + U)) - (1 + O(\mu)) L_3^3 \frac{\partial U}{\partial L_4} + \text{h.o.t.},
\]

where, in the last equality, we use the fact that \( k_{3,4}, m_{3,4} = 1 + O(\mu) \).
Now we write the equations of motion as follows:

\[
\begin{align*}
\frac{dL_3}{dt} &= -\frac{\partial U}{\partial \ell_3}, \\
\frac{dG_3}{dt} &= -\frac{\partial U}{\partial g_3}, \\
\frac{dx_1}{dt} &= \frac{v_1}{m_1}, \\
\frac{dG_4}{dt} &= -\frac{\partial U}{\partial g_4}, \\
\frac{d\ell_3}{d\ell_4} &= \frac{m_3k_3^2}{L_3^3} + \frac{\partial U}{\partial \ell_3}, \\
\frac{d\ell_4}{d\ell_4} &= 0, \\
\frac{dg_3}{d\ell_4} &= \frac{\partial U}{\partial g_3}, \\
\frac{dv_1}{d\ell_4} &= -\frac{1}{\ell_4} \left( k_1 x_1 + \frac{\partial U}{\partial x_1} \right), \\
\frac{dg_4}{d\ell_4} &= \frac{\partial U}{\partial g_4}.
\end{align*}
\] (6.3)

**Notation 6.1.** We denote the right-hand side of (6.3) by \( F = (F_3; F_1; F_4) \). Thus, (6.3) takes the form

\[
\frac{d}{d\ell_4} V_i = F_i, \quad i = 3, 1, 4.
\]

### 6.2. Estimates of the Hamiltonian equations

#### 6.2.1. Estimates of the positions

The next step in our analysis is an important a-priori bound.

We make the following standing assumptions. We first introduce a rectangle to which \( x_4 \) and \( x_1 \) are confined.

**Definition 6.2.** We let \( S_\ell \) be the strip bounded by two horizontal lines, \( x_\perp = \pm \hat{C} \) and two vertical lines \( x_\parallel = -2 \) and \( x_\parallel = -2\chi \).

#### 6.2.2. Estimate of the derivatives of the potential

We make the following standing assumption:

\[
|x_1| \geq 0.9 \chi, \quad |x_4| \leq 0.8 \chi, \quad |x_3| < 2, \quad |x_3 - x_4| > \delta > 0. \quad (6.4)
\]

**Lemma 6.3.** Define

\[
u(\ell_4) = \frac{1}{\chi^3} + \frac{\mu}{|\ell_4|^3 + 1}.
\]

Suppose we have (6.4) for both the left and right cases, and for the right case, in addition

\[
\frac{1}{C} < \frac{|x_4^R(\ell_4)|}{|\ell_4|} < C.
\]
(a) Then, we have the following estimates for the first-order derivatives:

\[
\frac{\partial U}{\partial x_3} \lesssim u(\ell), \quad \frac{\partial U}{\partial x_4} \lesssim \frac{1}{\chi^3} + \frac{\mu}{|\ell|^4+1}, \quad \frac{\partial U}{\partial x_1} \lesssim \frac{1}{\chi^2}, \quad \frac{\partial U}{\partial x_1} \lesssim \frac{1}{\chi^2}.
\]

(b) The second-order derivatives satisfy the following estimates:

\[
\frac{\partial^2 U}{\partial x_3^2} \lesssim u(\ell), \quad \frac{\partial^2 U}{\partial x_3 \partial x_4} \lesssim \frac{\mu}{\chi^3} + \frac{\mu}{|\ell|^4+1}, \quad \frac{\partial^2 U}{\partial x_4^2} \lesssim \frac{1}{\chi^3} + \frac{\mu}{|\ell|^5+1},
\]

\[
\frac{\partial^2 U_{R,L}}{\partial x_3 \partial x_1} \lesssim \frac{1}{\chi^3}, \quad \frac{\partial^2 U_{L}}{\partial x_3} \lesssim \frac{1}{\chi^3}, \quad \frac{\partial^2 U_{L}}{\partial x_3} \lesssim \frac{\mu}{\chi^3}.
\]

(c) If we assume furthermore that \( x_1 \in S_{\mu \hat{C}} \) and \( -x_4^L, x_4^R \in S_{\hat{C}} \), then we have

\[
\frac{\partial^2 U_{R,L}}{\partial x_1^2} \lesssim \frac{1}{\chi^3}, \quad \frac{\partial^2 U_{L}}{\partial x_3} \lesssim \frac{1}{\chi^3}, \quad \frac{\partial^2 U_{L}}{\partial x_3} \lesssim \frac{\mu}{\chi^3}.
\]

Proof. First, let \( X = c_1 x_1 + c_4 x_4 + c_3 x_3 \). Then, we have

\[
\frac{\partial}{\partial x_i} \frac{1}{|X|} = -c_i \frac{X}{|X|^3}, \quad \frac{\partial^2}{\partial x_i \partial x_j} \frac{1}{|X|} = c_i c_j \left( -\frac{\text{Id}_2}{|X|^5} + 3 \frac{X \otimes X}{|X|^5} \right).
\]

This is enough to give us the estimates

\[
\frac{\partial U}{\partial x_3}, \quad \frac{\partial U}{\partial x_4}, \quad \frac{\partial U}{\partial x_3}, \quad \frac{\partial U}{\partial x_3 \partial x_1}, \quad \frac{\partial^2 U}{\partial x_3 \partial x_4^L}, \quad \frac{\partial^2 U}{\partial x_3 \partial x_4}, \quad \frac{\partial^2 U}{\partial x_1}, \quad \frac{\partial^2 U}{\partial x_4^L}.
\]

Second, for the estimates

\[
\frac{\partial U_{R,L}}{\partial x_1} \quad \text{and} \quad \frac{\partial^2 U_{R,L}}{\partial x_1^2},
\]

we need to utilize the cancelation due to the Kepler potentials \( 1/\mu |x_1| \). To see the cancelation, we next introduce

\[
f(t) = \frac{1}{|a - tb|},
\]

so \( 1/|a - b| = f(1) \). Thus, we get \( f(1) = f(0) + f'(\xi) \) for some \( \xi \in [0, 1] \), and hence

\[
\frac{1}{|a - b|} = \frac{1}{|a|} - \frac{a - \xi b}{|a - \xi b|^3} b
\]
for some $\xi \in [0, 1]$, by the mean-value theorem. From this, we get $O(1/\chi)$ instead of the $O(1/\mu \chi)$ estimate for the term

$$\frac{2\mu + 1}{\mu |x_1|} - \frac{1}{\mu |x_1|} = \frac{1}{\mu |x_1 + \mu x_4/(1+2\mu) + \mu x_3/(1+\mu)|}$$

in $U^R$. And the term

$$\frac{(\mu + 1)^2}{\mu |x_1|} - \frac{1}{\mu |x_1 - \mu x_4/(1+\mu) + \mu x_3/(1+\mu)|}$$

in $U^L$.

To get the first-order derivative $\partial U^{R,L}/\partial x_1$, we use the following:

$$-\frac{a-b}{|a-b|^3} = -\frac{a}{|a|^3} + \left(-\frac{\Id_2}{|a-\xi b|^3} + 3 \frac{(a-\xi b) \otimes (a-\xi b)}{|a-\xi b|^3}\right) b$$

for some $\xi \in [0, 1]$. Similarly, we get the second-order derivative $\partial^2 U^{R,L}/\partial x_1^2$ using

$$-\frac{\Id_2}{|a-b|^3} + 3 \frac{(a-b) \otimes (a-b)}{|a-b|^5} - \left(-\frac{\Id_2}{|a|^3} + 3 \frac{a \otimes a}{|a|^5}\right)$$

and the fact that $x_4$ and $x_1$ are almost parallel, due to the assumptions $x_1 \in S_{\mu \hat{C}}$ and $-x_4^L, x_4^R \in S_{\hat{C}}$.

Finally, for all the remaining estimates, we use the expansion

$$\frac{1}{|a+b|} = \frac{1}{|a|} \frac{1}{\sqrt{1+z}} = \frac{1}{|a|} \left(1 - \frac{1}{2} z + \sum_{n=2}^{\infty} c_n z^n \right),$$

where

$$z = \frac{2(a,b)}{|a|^2} + \frac{|b|^2}{|a|^2}.$$

We apply the expansion to the term

$$U_{34} := \frac{1}{|x_4|} + \frac{1}{|x_4 + \mu x_3/(1+\mu) + \mu x_3/(1+\mu)|}$$

in $U^R$ such that

$$\frac{1}{|x_4 + \mu x_3/(1+\mu)|} = \frac{1}{|x_4|} \left(1 - \frac{1}{2} z_1 + \sum_{n=2}^{\infty} c_n z_1^n \right),$$

$$z_1 = \frac{1}{|x_4|^2} \left(2\mu \left(\frac{x_3}{1+\mu}, x_4\right) + \frac{\mu^2}{(1+\mu)^2} |x_3|^2\right).$$
and

\[
\frac{\mu}{|x_3/(1+\mu)-x_4|} = \frac{\mu}{|x_4|} \left( 1 - \frac{1}{2} z_2 + \sum_{n=2}^{\infty} c_n z_2^n \right),
\]

\[
z_2 = \frac{1}{|x_4|^2} \left( -2\left(x_4, \frac{x_3}{1+\mu}\right) + \frac{1}{(1+\mu)^2} |x_3|^2 \right).
\]

It can be verified that the \(O(1/|x_4|)\) and \(O(1/|x_4|^2)\) terms in \(U_{34}\) are canceled. So, we get

\[
-U_{34} = \frac{-\mu}{2(1+\mu)} \frac{|x_3|^2}{|x_4|^3} + \frac{1}{|x_4|} \sum_{n=2}^{\infty} c_n (z_2^n + \mu z_2^n),
\]

and we have the estimates

\[
z_1 = O\left( \frac{\mu}{|x_4|^3} \right) \quad \text{and} \quad z_2 = O\left( \frac{1}{|x_4|^2} \right).
\]

The exponential convergence in \(z_i\) allows us to take derivatives term by term. For instance, we have

\[
-\frac{\partial U_{34}}{\partial x_3} = \frac{-\mu}{1+\mu} \frac{x_3}{|x_4|^3} + \frac{1}{|x_4|} \left( \frac{\partial z_1}{\partial x_3} \left( \sum_{n=2}^{\infty} n c_n z_2^{n-1} \right) \right) + \mu \frac{\partial z_2}{\partial x_3} \left( \sum_{n=2}^{\infty} n c_n z_2^{n-1} \right) = O\left( \frac{\mu}{|x_4|^3} + 1 \right)
\]

using the estimates

\[
\frac{\partial z_1}{\partial x_3} = O\left( \frac{\mu}{|x_4|^3} \right) \quad \text{and} \quad \frac{\partial z_2}{\partial x_3} = O\left( \frac{1}{|x_4|^2} \right).
\]

We apply the same procedure to all the remaining estimates above.

Lemma 6.4. Suppose (6.4) and in addition \(|v_1|<C\). Then, on the zero-energy level, we have

\[
E_4 = -E_3 + O(\mu), \quad \text{as} \quad \frac{1}{\sqrt{\chi}} \leq \mu \to 0.
\]

Proof. This lemma follows directly from the total energy conservation. We write the Hamiltonian as \(0 = E_1 + E_3 + E_4 + U\). We estimate the potential \(U = O(\mu)\) by the assumption. Next,

\[
E_1 = \frac{1}{2m_1} |v_1|^2 - \frac{k_1}{|x_1|}
\]

where \(m_1 \simeq 1/2\mu\) and \(k_1 \simeq 1/\mu\) in both the left and right cases. This gives us that

\[
E_1 = O(\mu).
\]
Lemma 6.5. Suppose we have (6.4).

(a.1) Suppose in the right case in addition that

$$\frac{1}{C} < |G_3| \leq |L_3| < C, \quad \frac{1}{C} < \frac{|x_4(\ell_4)|}{|\ell_4|} < C \quad \text{and} \quad |v_1| < C.$$  

Then,

$$\left| \frac{dt}{d\ell_4} \right| \sim 1 \quad \text{and} \quad \frac{d}{d\ell_4} (L_3, \ell_3, G_3, g_3) = (0, -1, 0, 0) + O(u(\ell_4), \mu, u(\ell_4), u(\ell_4)).$$

(a.2) Suppose in the left case, in addition to (6.4), that

$$\frac{1}{C} < |G_3| \leq |L_3| < C \quad \text{and} \quad |v_1| < C.$$  

Then, we have

$$\left| \frac{dt}{d\ell_4} \right| \sim 1 \quad \text{and} \quad \frac{d}{d\ell_4} (L_3, \ell_3, G_3, g_3) = (0, -1, 0, 0) + O\left(\frac{1}{\chi^3}, \mu, \frac{1}{\chi^3}, \frac{1}{\chi^3}\right).$$

(b.1) Suppose in the right case, in addition to (6.4), that

$$\frac{1}{C} < |L_3| < C, \quad \frac{1}{C} < \frac{|x_4(\ell_4)|}{|\ell_4|} < C, \quad |v_1| < C, \quad |G_4| < C, \quad x_4 \in S_\widehat{C}, \quad x_1 \in S_{\mu \widehat{C}}.$$  

Then,

$$\frac{d}{d\ell_4} (G_4, g_4) = (v(\ell_4))_{1 \times 2},$$  

where

$$v(\ell_4) := \frac{1}{\chi^2} + \frac{\mu}{|\ell_4|^3 + 1}.$$  

(b.2) Suppose in the left case, in addition to (6.4), that

$$\frac{1}{C} < |L_3| < C, \quad |G_4| < C, \quad |v_1| < C, \quad -x_4 \in S_\widehat{C}, \quad x_1 \in S_{\mu \widehat{C}}.$$  

Then,

$$\frac{d}{d\ell_4} (G_4, g_4) = O\left(\frac{1}{\chi^2}\right)_{1 \times 2}.$$  

(c.1) In both the right and the left cases we have

$$\frac{dx_1}{dt} = \frac{v_1}{m_1} \quad \text{and} \quad \frac{dv_1}{dt} = -k_1 x_1 \frac{1}{|x_1|^3} + \text{h.o.t.} = O\left(\frac{1}{\mu \chi^2}\right).$$

(c.2) If we assume, in addition, that $x_4^R, -x_4^L \in S_\widehat{C}$ and $x_1 \in S_{\mu \widehat{C}}$, then we have

$$\frac{dx_1}{dt} = \frac{v_1}{m_1} \quad \text{and} \quad \frac{dv_1}{dt} = -k_1 x_1 \frac{1}{|x_1|^3} + \text{h.o.t.} = O\left(\frac{1}{\mu \chi^2}, \frac{1}{\chi^3}\right).$$
Proof. We first prove parts (a.1) and (a.2). We apply (6.2) and the assumptions to conclude that
\[
\frac{1}{C} \leq \left| \frac{dt}{d\ell_4} \right| \leq C.
\]
Next, we consider the Hamiltonian equation (6.3). We have
\[
\frac{\partial U}{\partial \mathcal{V}_3} = \frac{\partial U}{\partial x_3} \frac{\partial x_3}{\partial \mathcal{V}_3},
\]
where \(\mathcal{V}_3 = (L_3, \ell_3, G_3, g_3)\). Because of the boundedness of \(L_3\), we get that \(\left| \frac{\partial x_3}{\partial \mathcal{V}_3} \right| < C\).

Parts (c.1) and (c.2) follow directly from the Hamiltonian equation. In fact, the estimates for \(dv_1/dt\) are given by the Kepler motion.

We next prove parts (b.1) and (b.2). We need the estimates
\[
\frac{\partial x_4}{\partial g_4} \cdot x_4 = 0 \quad \text{and} \quad \frac{\partial x_4}{\partial G_4} \cdot x_4 = O(\ell_4)
\]
from part (c) of Lemma A.3 in Appendix A. For example in the right case in (4.3), we consider the derivative of the term
\[
\frac{\partial}{\partial G_4} \frac{1}{\mu|x_1 + \mu x_4/(1+2 \mu) + \mu x_3/(1+\mu)|} \frac{\partial x_4}{(1+2 \mu)|x_1 + \mu x_4/(1+2 \mu) + \mu x_3/(1+\mu)|^3} G_4.
\]
We claim that the above expression is \(O(1/\chi^2)\). Indeed, the denominator is of order \(\chi^3\).

The main contributions to the numerator come from \(\langle x_1, \partial x_4/\partial G_4 \rangle\), which is \(O(\ell_4)\), due to part (c) of Lemma A.3, and from \(\langle x_1, \partial x_4/\partial G_4 \rangle\). To estimate the later product, we write
\[
x_1 = \frac{|x_1|}{|x_4|} (\cos \alpha) x_4 + |x_1| (\sin \alpha) e,
\]
where \(\alpha = \angle(x_4, x_1)\) and \(e\) is the unit vector perpendicular to \(x_4\). We note that the assumptions \(x_4 \in \mathcal{S}_C\) and \(x_1 \in \mathcal{S}_C\), imply \(\alpha = O(1/\ell_4)\). This gives
\[
\langle x_1, \frac{\partial x_4}{\partial G_4} \rangle = O\left(\frac{|x_1|}{|x_4|}\right) \langle x_4, \frac{\partial x_4}{\partial G_4} \rangle + |x_1| O(\alpha) O\left(\frac{|\partial x_4|}{|\partial G_4|}\right) = O(\chi),
\]
where the last estimate comes from Lemma A.3 (c).

The other derivatives are estimated similarly and result in the estimates of the lemma. In particular, the \(O(\mu/|x_4|^3 + 1)\) part in our bound for \(\mathcal{F}_4\) comes from differentiating the terms in \(U^R\) which do not contain \(x_1\). This bound is obtained by multiplying the \(O(\mu/|x_4|^4 + 1)\) term in the estimate of \(\partial U^R/\partial x_4\) in part (a) of Lemma 6.3 by the \(O(\ell_4)\) bound on \(\partial x_4/\partial G_4\) from Lemma A.3 (c). \(\square\)
In the next lemma, we show that the assumption \( AG \), which is only on the initial and final conditions, gives control of the dynamics of \( x_1, v_1, x_3 \) and \( v_3 \) for all time.

**Lemma 6.6.** Assume \( AG \) and in addition \(|x_4| < 0.8\chi\) for all time \( t \in [0, T] \), \( T \leq 10\chi \), when \( G \) is defined.

Then, as \( 1/\chi \ll \mu \to 0 \), we have that

(a) \( L_3(t) - L_3(0) = O(\mu) \), \( G_3(t) - G_3(0) = O(\mu) \) and \( g_3(t) - g_3(0) = O(\mu) \), \( t \in [0, T] \);

(b) \(|x_4^R| = (L_3^2(0) + O(\mu) + o(\epsilon_4), t \to \infty)) |x_4^R| \);

(c) for all \( t \) defining piece \( (1) \), \( x^R_{1,\bot}(t) = O(\mu) \), \( x^R_{1,\parallel}(t) - x^R_{1,\parallel}(0) = O(\mu\chi) \), \( v^R_{1,\bot}(t) = O(1/\chi) \) and \( v^R_{1,\parallel}(t) = O(1/\mu\chi) \).

**Proof.** We first consider the piece of orbit going from the section \( \{x^R_4 = -2\} \) to the section \( \{x^R_4 = -1/2\chi\} \) that we called piece \( (1) \). Let \([0, \tau]\) be the maximal time interval such that

\[
\left| \frac{G_3(t)}{G_3(0)} \right| \left| \frac{L_3(t)}{L_3(0)} \right| \in \left[ \frac{3}{4}, \frac{4}{3} \right], \quad 2|G_4(L_4^\prime)| + 1, \quad |x_4^R(t)| \geq 0.95\chi \quad \text{and} \quad |v^R_t(t)| \leq C_0 + 1.
\]

During time \([0, \tau]\), we have (6.4) satisfied with the help of the additional assumption \(|x_4| < 0.8\chi\).

We always have \(|x_4| \geq 2\), since \( x_4 \) is to the left of the section \( \{x_4 = -2\} \). So, we get \( L_4(t) = L_3(t) + O(\mu) \) for \( t \in [0, \tau] \) using Lemma 6.4 and the bound on \(|v^R(t)|\) in (6.5). Then, using formula (A.5) and

\[
e_4 = \sqrt{1 + \frac{G_4^2}{L_4^2}},
\]

we find

\[
|x_4| = \frac{1}{m_4k_4} L_4 \sqrt{L_4^2 (\cosh u - e_4)^2 + G_4^2 \sinh^2 u}
\]

\[
= \frac{1}{m_4k_4} L_4 \sqrt{L_4^2 (\cosh^2 u - 2e_4 \cosh u + e_4^2) + (L_4^2 e_4^2 - L_4^2) \sinh^2 u}
\]

\[
= \frac{1}{m_4k_4} L_4^2 \sqrt{1 - 2e_4 \cosh u + e_4^2 + e_4^2 \sinh^2 u}
\]

\[
= \frac{1}{m_4k_4} L_4^2 \sqrt{1 - 2e_4 \cosh u + e_4^2 + e_4^2 (\cosh^2 u - 1)}
\]

\[
= \frac{1}{m_4k_4} L_4^2 (e_4 \cosh u - 1).
\]

We always have \( e_4 \geq 1 \), so we get \(|\ell - u| \geq |\sinh u| \geq \frac{1}{2}(e^{\ell u} - 1)\) from (A.4), so that \( u = o(\ell) \) as \( |\ell| \to \infty \). Continuing (6.6), we have

\[
e_4 \cosh u \simeq e_4 |\sinh u| = |\ell - u| = (1 + o(1))|\ell|.
\]
So, we obtain
\[ |x_4| = L_2^4(1 + o(1))|\ell_4|, \quad \text{as } |\ell_4| \to \infty. \]  
(6.7)

By assumption (6.5), we get that
\[ \frac{1}{C} < \frac{|x_4(\ell_4)|}{|\ell_4|} < C \]
for some constant \( C \) for the time interval \([0, \tau]\). So, Lemma 6.5 (a.1) is applicable. Over time \( O(\chi) \), we get
\[ L_3(t) - L_3(0) = O(\mu), \quad G_3(t) - G_3(0) = O(\mu) \quad \text{and} \quad g_3(t) - g_3(0) = O(\mu). \]

From the Hamiltonian equation, we get
\[ \dot{x}_1 = \frac{1}{m_1} v_1 \quad \text{and} \quad \dot{v}_1 = \frac{x_1}{\mu|x_1|^3} + O\left(\frac{1}{\chi^2}\right), \]  
(6.8)

where the \( O(1/\chi^2) \) estimate is from Lemma 6.3 (a). We get that the assumptions on \( x_1 \) and \( v_1 \) in (6.5) are satisfied over time \( O(\chi) \). This proves the estimate in item (a) for piece (I). For the estimate in item (a) for pieces (III) and (V), in order to repeat the above argument, we only need to show that \( v_1 \) is bounded, so that Lemma 6.4 applies.

From equation (5.1), we get
\[ x_1^R = \frac{1}{1+\mu} x_1^R + \frac{2\mu}{1+2\mu} x_1^R \quad \text{and} \quad v_1^R = \frac{1+\mu}{1+2\mu} v_1^R + v_1^R. \]  
(6.9)

Since we have \( L_3^R(t) = L_3(t) + O(\mu) = L_3(0) + O(\mu) \) on the section \( \{x_4^R, \| = -\frac{1}{2} \chi \} \), we get \( v_1^R \) hence \( v_1^L \) is bounded on the section. Now we can repeat the previous case (I) argument to establish the estimate in item (a) for piece (III). Similarly for piece (V).

We next work on item (c) for piece (I) only. We assume \( \tau \) is the maximal time such that the following holds:
\[ -1.2 \chi \leq x_{1,\perp}^R(t) \leq -0.95 \chi, \quad |x_{1,\perp}^R(t)| \leq 1 \quad \text{and} \quad |v_{1,\perp}^R(t)| \leq C_0 + 1. \]  
(6.10)

On the time interval \([0, \tau]\), we have
\[ v_{1,\perp}^R = O\left(\frac{1}{\mu \chi} + \frac{1}{\chi^2}\right) \]
from (6.8), hence the oscillation of \( v_{1,\perp}^R \) is bounded by \( O(1/\mu \chi^2 + 1/\chi) \) and the oscillation of \( x_{1,\perp}^R \) is \( O(\mu) \) using the equation \( \dot{x}_{1,\perp}^R = v_{1,\perp}^R/m_1 \) and \( m_1 \sim 1/\mu \). Therefore, on the time interval \([0, \tau]\), we always have \( |x_{1,\perp}^R| \leq 1 \), and obtain the estimate \( x_{1,\perp}^R = O(\mu) \). Similarly, we have
\[ x_{1,\parallel}^R(t) - x_{1,\parallel}^R(0) = O(\mu \chi), \quad v_{1,\perp}^R(t) = O\left(\frac{1}{\chi}\right) \quad \text{and} \quad v_{1,\parallel}^R(t) - v_{1,\parallel}^R(0) = O\left(\frac{1}{\mu \chi}\right). \]

This implies that the assumption (6.10) holds for the entire piece (I) and we have proved item (c). \( \square \)
6.3. Justification of the assumptions of Lemma 6.5

We demonstrate that the orbits satisfying AG satisfy the assumptions of Lemma 6.5. In AG we make assumptions on the initial and final values of $x_4$ and $v_4$. However, in the assumptions of Lemma 6.5, we require that the orbit of $x_4$ to be bounded in $S_C$.

**Lemma 6.7.** Assume AG for an orbit defined on the time interval $[0, T]$ such that $x_4^R(0)=x_4^R(T)=-2$ and $Q_4$ turns around $Q_1$ once in the sense of Definition 1.1. Then, there exist constants $\hat{C}$ and $\mu_0$ such that, for $\mu \leq \mu_0$, we have

$$|G_4^L(t)| < \hat{C}, \quad x_4^R, -x_4^L \in S_C \quad \text{and} \quad x_1^R \in S_\mu_C \quad \text{for all} \quad t \in [0, T].$$

To prove this result, we first need the following sublemma.

**Sublemma 6.8.** Given small $\hat{\theta}>0$ there exist $\mu_0$ and $\chi_0$ such that, under the assumptions of Lemma 6.7 if $\mu \leq \mu_0$ and $\chi \geq \chi_0$ for all $t \in [0, T]$, then

(a) for all $t$ when the orbit is moving to the right of the sections $\{x_4^R=\frac{1}{2} \chi\}$ and $\{x_4^L=-\frac{1}{2} \chi\}$, we have

$$|\pi - \theta_4^+(t)| < \hat{\theta} \quad \text{and} \quad |\theta_4^-(t)| < \hat{\theta},$$

where $\theta_4^+$ (resp. $\theta_4^-$) is the angle of the outgoing (resp. incoming) asymptote of $x_4$ (see Notation 2.5);

(b) for all $t$ when the orbit is moving to the left of the sections $\{x_4^R=\frac{1}{2} \chi\}$ and $\{x_4^L=-\frac{1}{2} \chi\}$, we have $|\theta_4(t) - \pi| < \hat{\theta}$ for the piece with $u<0$ and $|\theta_4(t)| < \hat{\theta}$ for the piece with $u>0$. (See Appendix A.2 for the convention of $u$.)

**Proof.** Pick a large $D$ and let $\tau^*$ be the first time when $|x_4^R(\tau^*)|=D$, and let $\bar{\tau}$ be the first time when the orbit intersects the section $\{x_4^R=\frac{1}{2} \chi\}$. It is enough to consider below the times $t \geq \tau^*$. Indeed, $\theta_4^+$ changes by $O(D\mu)$ on the time segment $[0, \tau^*]$, since we have $\theta_4^+ = \pi + g_4 + \arctan(G_4/L_4)$ by (2.6), hence $\theta_4^+ = O(\mu)$ by the Hamiltonian equation, and we know that $\tau^*$ and $D$ are constants independent of $\mu$. Next,

$$\theta^+(\tau^*) = \arctan \left( \frac{v_4^R}{v_4^L} \right) (\tau^*) + o_{D \to \infty}(1).$$

To fix our idea we suppose that

$$\hat{\theta} \leq \left| \arctan \left( \frac{v_4^R}{v_4^L} \right) (\tau^*) \right| \leq \frac{\pi}{4}.$$

This implies that $v_4$ has a horizontal component that is bounded away from zero, therefore it takes time $O(\chi)$ to travel between two consecutive sections. Under this assumption, we get that $|x_4| \leq \left( \frac{1}{2} \sqrt{2} + O(\mu) \right) \chi \leq 0.8 \chi$, so that the assumptions of Lemma 6.6 are satisfied.
Let $\tau^\dagger$ be the first time when $|v_4^R(\tau^\dagger) - v_4^R(\tau^*)| > 0.01$. For $t \leq \min(\bar{\tau}, \tau^\dagger)$, we have

$$D + c(t - \tau^*) < |x_4^R(t)| < D + C(t - \tau^*).$$

On the other hand, the Hamiltonian equations give

$$\dot{v}_4^R = -(1 + O(\mu)) \frac{x_3^R + O(\mu x_3)}{|x_4^R|^3} + O\left(\frac{x_4^R}{\chi^3}\right),$$

where $x_3$ is bounded by Lemma 6.6 (a):

$$|v_4^R(t) - v_4^R(\tau^*)| \leq 1.1 \int_{\tau^*}^{t} \frac{1}{|D + c(s - \tau^*)|^2} + O\left(\frac{D + C(s - \tau^*)}{\chi^3}\right) ds = \frac{1.1}{cD} + O\left(\frac{t^2}{\chi}\right).$$

Thus, the oscillation of $v_4^R$ is smaller than $2/cD$ if $t \leq \tau^\dagger$ and $t = O(\chi)$. It follows that $\bar{\tau} = O(\chi)$ and $\tau^\dagger > \bar{\tau}$.

Next, we change the coordinates to the left variables. From (5.1), we get that

$$x_4^L = -x_4^R + \frac{1 + \mu}{1 + 2\mu} x_4^R \quad \text{and} \quad v_4^L = -\frac{2\mu}{1 + 2\mu} v_4^R + \frac{1}{1 + \mu} v_4^R,$$

from which we obtain, on the section $\{x_4^R = -\frac{1}{2} \chi\}$ that

$$\left|\arctan\left(\frac{v_4^L}{v_4^R}\right)(\bar{\tau}) - \arctan\left(\frac{x_4^R}{x_4^R}\right)(\tau^*)\right| \leq \frac{3}{c^2D} + O(\mu) \quad \text{and} \quad |x_4^L(\bar{\tau})| > \frac{\chi}{2} \frac{\tilde{\theta}}{3},$$

by choosing $D$ large such that $4/c^2D < \frac{1}{3} \tilde{\theta}$. We apply a similar estimate to the left piece of orbit to show that for the orbit between the two sections $\{x_4^R = -\frac{1}{2} \chi\}$ and $\{x_4^L = D\}$ the motion of $x_4^L$ is almost linear with the estimates

$$\left|\arctan\left(\frac{v_4^L}{v_4^R}\right)\right| > \frac{\tilde{\theta}}{3} \quad \text{and} \quad |x_4^L| \geq \frac{\chi}{3} \frac{\tilde{\theta}}{3}$$

when arriving at the section $\{x_4^L = D\}$.

On the other hand, by definition we have $x_4^L = q_4 - q_1 = Q_4 - Q_1$. In order to have a returning orbit to the section $\{x_4^R = -2\}$, the two bodies $Q_4$ and $Q_1$ have to have a close encounter. This contradicts our estimate of $x_4^L$ at the end of the previous paragraph. This proves that the slope of the initial outgoing asymptote satisfies $|\theta_4^L - \pi| < \tilde{\theta}$. Similarly, we get that the final incoming asymptote satisfies $|\theta_4^L| < \tilde{\theta}$ by repeating the above argument with the time reversed. For the estimate in part (b), we apply the same argument above treating the orbits as starting from a neighborhood of $Q_4$ moving towards $Q_2$.  \qed
Proof of Lemma 6.7. The proof is a refinement of that of Sublemma 6.8 with the same general idea.

The fact that $x^R \in S_{1\mu}$ is given by Lemma 6.6 (c).

Step 1. (Boundedness of $G^R_{4L}$.)

Without any assumption on $G^R_4$, we have that

$$\dot{G}_4 = \frac{\partial U}{\partial x_4} \frac{\partial x_4}{\partial g_4}$$

is $O(1/\chi)$ in the left case and is $O(1/\chi + \mu/\ell_4 + 1)$ in the right case, directly from the estimate of $\partial U/\partial x_4$ in Lemma 6.3, the bound on $L_3$, and the fact that $|\partial x_4/\partial g_4| = |x_4|$.

This implies that the oscillation of $G_4$ is $O(1)$ over time $O(\chi)$. By Sublemma 6.8 (b), we see that in the left case the slope of asymptotes of $x^L_4$ is bounded by $\tilde{\theta}$, so $|G_4/L_4| \leq 2\tilde{\theta}$. Next, by Lemmas 6.6 and 6.4, we get that $1/C < L_4 < C$. Therefore, $G^L_4 = O(1)$ when $Q_4$ comes close to $Q_1$. We also assumed that $G^R_4 = O(1)$ on the section $\{x^R_4 = -2\}$. We get $G^L_4, G^R_4 = O(1)$ for all the time when they are defined, in particular, when evaluated on the sections $\{x^R_4 = -\frac{1}{2}\chi\}$ and $\{x^L_4 = \frac{1}{2}\chi\}$.

Step 2. (Estimate of $x^R_{4\perp}$ and $v^R_{4\perp}$.)

We use (6.12) to get the relation for angular momentum

$$G^L_4 = v^L_4 \times x^L_4 = \left(\frac{1}{1 + \mu} v^R_4 - \frac{2\mu}{1 + 2\mu} v^R_4 \right) \times \left(\frac{x^R_4 (1 + \mu)}{1 + 2\mu} - x^R_4 \right).$$

(6.13)

Using the estimates on $v^R_4 = O(1, 1/\chi)$, $x^R_{4\perp} \leq -\chi$ and $x^R_{4\perp} = O(\mu)$ from Lemma 6.6 (c), we get that, on the section $\{x^R_4 = -\frac{1}{2}\chi\}$,

$$O(1) = G^L_4 - \frac{G^R_4}{1 + 2\mu} = (1 + O(\mu))[v^R_{4\perp} \chi + O(\mu)] + O(\mu)[O(1) + x^R_{4\perp}] + O(\mu)[O(1)].$$

This implies that

$$v^R_{4\perp} \chi = O(1) + O(\mu)x^R_{4\perp}. \quad (6.14)$$

Next, we have

$$O(1) = G^R_4 = v^R_{4\perp} x^R_4 - x^R_{4\perp} v^R_4 = -v^R_{4\perp} \chi x^R_4 - x^R_{4\perp} v^R_4. \quad (6.15)$$
Substituting (6.14) into (6.15) and using the lower bound on $v_{4,\bot}^R$, we get $x_{4,\bot}^R = O(1)$. We next substitute the $x_{4,\bot}^L$ estimate back into (6.14) to get $v_{4,\bot}^L = O(1/\chi)$. We then obtain $x_{4,\bot}^L = O(1)$ and $v_{4,\bot}^L = O(1/\chi)$ using (6.12). Remember that these estimates are only established so far on the sections $\{x_{4,\|}^R = -\frac{1}{2}\}$ and $\{x_{4,\|}^L = \frac{1}{2}\}$.

**Step 3.** (Bounding the right piece of the orbit $x_{4}^R$)

We next bound the orbit between the sections $\{x_{4,\|}^R = -D\}$ and $\{x_{4,\|} = -\frac{1}{2}\chi\}$ for some large constant $D$ independent of $\chi,\mu$. Suppose the orbit intersects the section $\{x_{4,\|}^R = -\frac{1}{2}\chi\}$ at time $t_0$ and the section $\{x_{4,\|}^R = -D\}$ at time $t_1$. We have $|x_{4,\bot}(t_1)| \leq C$ for some constant $C$ due to the continuity of the flow and the boundedness of the initial conditions on the section $\{x_{4,\|}^R = -2\}$ as assumed. We have

$$x_{4,\bot}(t) = x_{4,\bot}(t_0) + x_{4,\bot}(t_0)(t-t_0) + \int_{t_0}^{t} \int_{t_0}^{u} \bar{x}_{4,\bot}(s) ds du, \quad (6.16)$$

where, for piece (I), we have $t_0 < s < t_0$ and

$$\bar{x}_{4,\bot}(s) = O \left( \frac{|x_{4,\bot}(s)|}{|x_{4}(s)|^{3/4} + \frac{\mu|x_{4}|}{|x_{4}(s)|^{3/4}}} + \frac{|x_{4}|}{(\frac{1}{2}\chi + (s-t_0))^3} \right).$$

By Step 2, we have $x_{4,\bot}(t_0) = O(1)$ and $v_{4,\bot}(t_0) = O(1/\chi)$. We bound the double integral of the term $|x_{4}|/\chi^3$ in $\bar{x}_{4,\bot}$ by a constant. So, we get

$$|x_{4,\bot}(t)| \leq C + C \sup_{t_0 < s < t_1} |x_{4,\bot}(s)| \int_{t_0}^{t} \int_{t_0}^{u} \frac{1}{(\frac{1}{2}\chi + (s-t_0))^3} ds du \leq C + \frac{C}{D} \sup_{t_0 < s < t_1} |x_{4,\bot}(s)|.$$ 

Choosing $D > C$, this shows that $x_{4}^R \in \mathcal{S}_{\mathcal{C}}$ for some large $\tilde{C}$ for the piece of orbit in consideration. For piece (V), $t_0 < s < t_1$ and the denominator of the integrand becomes $(\frac{1}{2}\chi - (s-t_0))^3$.

**Step 4.** (Bounding the left piece of the orbit $x_{4}^L$ and the returning orbit.)

We have $x_{4,\bot}^L = O(1)$ on the section $\{x_{4,\|}^L = D\}$, by Sublemma 6.8 (b). We apply the same argument as in Step 3 to both halves of the left piece between the sections $\{x_{4,\|}^L = -D\}$ and $\{x_{4,\|} = -\frac{1}{2}\chi\}$. This shows that $-x_{4}^L \in \mathcal{S}_{\mathcal{C}}$ for the piece of orbit in consideration. The fact that $x_{4}^L \in \mathcal{S}_{\mathcal{C}}$ follows from the $v_{4,\bot}, x_{4,\bot}$ estimate in Step 2, Lemma 6.6 (c) and equations (6.8) and (6.9).

**Remark 6.9.** From the proof, we see that Lemma 6.7 still holds if, instead of $\textbf{AG}$, we assume (AG.3), (AG.1) and $|x_{4,\bot}^R(0)| < 2$ and $x_{4,\|}^R(0) = -2$ for the initial condition and $x_{4}^L(T) = 0$ for the final condition. The final condition implies a collision between $Q_1$ and $Q_4$. The crucial ingredient in the proof is that $Q_1$ must come close to $Q_4$ in order to have a return orbit.
All the assumptions of Lemma 6.5 are implied by AG due to Lemma 6.7 and Lemma 6.6, so we have the following.

**Corollary 6.10.** Assume AG. Then,

(a) **in the right case**, we have

\[ \mathcal{F}^R = (0, 1, 0, 1) + O \left( u(\ell_4), \mu, u(\ell_4), u(\ell_4) ; \mu, \frac{\mu}{\chi} \right) = \left( 0, 1, 0, 1 \right) + O \left( u(\ell_4), \mu, u(\ell_4), u(\ell_4) ; \mu, \frac{\mu}{\chi} \right) ; \]

(b) **in the left case**, we have

\[ \mathcal{F}^L = (0, 1, 0, 1) + O \left( \frac{1}{\chi}, \mu, \frac{1}{\chi} \right) ; \]

**Lemma 6.11.** Assume AG. Then, we have

(a) when \( x_4 \) is moving to the right of the sections \( \{ x_{4,\|}^R = -\frac{1}{2} \chi \} \) and \( \{ x_{4,\|}^L = \frac{1}{2} \chi \} \), we have

\[ \tan g_4 = -\operatorname{sign}(u) \frac{G_4}{L_4} + O \left( \frac{\mu}{|\ell_4|^2 + 1} + \frac{1}{\chi} \right), \quad \text{as} \quad |\ell_4| \to \infty \text{ and } \frac{1}{\chi} \ll \mu \to 0; \]

(b) when \( x_4 \) is moving to the left of the sections \( \{ x_{4,\|}^R = -\frac{1}{2} \chi \} \) and \( \{ x_{4,\|}^L = \frac{1}{2} \chi \} \), then

\[ G_4, g_4 = O \left( \frac{1}{\chi} \right) \quad \text{as} \quad \frac{1}{\chi} \ll \mu \to 0. \]

**Proof.** The proof is to integrate the estimates of \( d(G_4, g_4)/d\ell_4 \) in Lemma 6.5 (b.1) and (b.2).

**Step 1.** We prove part (b). Integrating the Hamiltonian equation for \( G_4^L \) and \( g_4^L \) in Lemma 6.5 (b.2) starting from \( \ell_4 = 0 \), we get

\[ (G_4^L, g_4^L)(\ell_4) = (G_4^L, g_4^L)(0) + O \left( \frac{1}{\chi} \right) \]

when arriving at the sections \( \{ x_{4,\|}^R = -\frac{1}{2} \chi \} \) and \( \{ x_{4,\|}^L = \frac{1}{2} \chi \} \). To conclude part (b), we need to show that the initial conditions \( G_4^L(0) \) and \( g_4^L(0) \) are bounded by \( O(1/\chi) \). Using (A.6) (we omit the superscript \( L \) and subscript \( 4 \)), we have on the sections \( \{ x_{4,\|}^R = -\frac{1}{2} \chi \} \) and \( \{ x_{4,\|}^L = \frac{1}{2} \chi \} \)

\[ x_{4,\perp} = \frac{1}{mk} (\sin g_4 L^2 (\cosh u - c) + \cos g_4 L G \sinh u) \]

\[ = \frac{1}{mk} (\sin g(0) L^2 (\cosh u - c) + \cos g(0) L G(0) \sinh u) + O(1). \]
Note that this holds for both large positive and large negative $u$, and that on both sections $\cosh u$ and $|\sinh u|$ are of order $\chi$. By Lemma 6.7, we have $-x_4^L \in S_\hat{C}$, which shows that $|x_{4,\perp}^L| \leq 2\hat{C}$ on the sections $\{x_4^R = -\frac{1}{2}\chi\}$ and $\{x_4^L = \frac{1}{2}\chi\}$. Next, we apply Lemmas 6.4 and 6.6 to get that $1/C |L_4| < C$. Next, arguing as in Step 1 of Lemma 6.7, we have that $|G_4| < C$, and this implies that $e_4 < C$. This implies that $|g(0)|, |G(0)| = O(1/\chi)$.

**Step 2.** Then, we use the matrix $R \cdot L^{-1}$ in Proposition 5.2 to convert the left variables to the right to obtain $v_{4}^R = O(\mu)v_4^L \pm (1 + O(\mu))v_4^L$. From Step 1 and (A.6), we get that the slope of $v_4^L$ is $g_4^L - \arctan \left( \frac{G_4^L}{L_4^R} \right) + O \left( \frac{1}{\chi^2} \right) = O \left( \frac{1}{\chi} \right)$, and from assumption (AG.1) and part (c.1) of Lemma 6.5 that the slope of $v_4^R$ is $O(1/\chi)$. So the slope of $v_4^R$ is $g_4^R - \arctan \left( \frac{G_4^R}{L_4^R} \right) + O \left( \frac{1}{\chi^2} \right) = O \left( \frac{1}{\chi} \right)$ on the sections $\{x_{4,\parallel}^R = -\frac{1}{2}\chi\}$ and $\{x_{4,\parallel}^L = \frac{1}{2}\chi\}$ due to (A.5).

**Step 3.** To prove part (a), we use the $O(1/\chi)$ estimates of the slope of $v_4^R$ in Step 2 as our initial condition. We get that the oscillation of $G_4^R, g_4^R$ is

$$O \left( \frac{\mu}{|\ell_4|^2 + 1} + \frac{1}{\chi} \right)$$

from $\ell_4 = O(\chi)$ to $\ell_4$ by integrating the $dG_4^R / d\ell_4$ and $dg_4^R / d\ell_4$ estimates in Lemma 6.5.  

### 6.4. Collision exclusion

The following lemma excludes the possibility of collisions between $Q_1$ and $Q_4$.

**Lemma 6.12.** If we assume (AG.3) and (AG.1), and $|x_{4,\perp}^R(0)| < 2$ and $x_{4,\parallel}^R(0) = -2$ for the initial condition and $x_{4,\perp}(T) = 0$ for the final condition (collision between $Q_4$ and $Q_1$), then there is an orbit bouncing back from the $Q_1$-$Q_4$ collision lying entirely in a strip $S_\hat{C}$ for some constant $\hat{C}$. Moreover, we have $\overline{G}_4^R + G_4^R = O(\mu)$ when evaluated on the section $\{x_{4,\parallel}^R = -2\}$, where $G_4^R$ and $\overline{G}_4^R$ are the angular momentum of $(x_4, v_4)^R$ before and after the application of the global map, respectively.

**Proof.** By Remark 6.9, the assumption implies the assumptions of Lemma 6.6 according to Lemma 6.7, so we can use the conclusions of Lemma 6.6.
Suppose we have a collision. We compare the bouncing back orbit (subscript “out”) with the time reversal of the incoming orbit (subscript “in”). We will show that the orbits are close and so the values of $G_4$ will be close when evaluated on the section $\{x_4^R = -\frac{1}{2} \chi \}$.

**Step 1.** (Comparing orbits to the left of the line $x_4^R = -\frac{1}{2} \chi$.)

For the collisional orbit and the bouncing back orbit to the left of the section $x_4^R = -\frac{1}{2} \chi$, the value $\ell_4 = 0$ corresponds to the collision. When $\ell_4 = 0$, all the values of $(L_3, g_3, x_1, G_4, g_4)$ are the same for the two orbits and the variables $(G_3, \ell_3, v_1)$ have opposite signs for the two orbits. Moreover, since the variables $Y = (G_4, g_4)$ are constants of motion when the potential $U$ is neglected, we get that for small $|\ell_4| > 0$ the values of $Y$ for the two orbits will stay close.

Let $F$ be the right-hand side of the corresponding Hamiltonian equations (6.3) for $Y$. We denote $\delta Y = Y_{in} - Y_{out}$. Taking the difference of the Hamiltonian equations for $Y_{in}$ and $Y_{out}$, we have

$$
\frac{d}{d\ell_4} \delta Y = \frac{\partial F}{\partial Y}(Y_{in}, \tilde{Y}_{in}) \delta Y + O(|\delta Y|^2) + [F(Y_{in}, \tilde{Y}_{in}) - F(Y_{in}, \tilde{Y}_{out})],
$$

where we denote $\tilde{Y} := (L_3, \ell_3, G_3, g_3; x_1, v_1)$ and in the bracketed term we fix $Y_{in}$, since the difference $Y_{in} - Y_{out}$ is considered in the $\delta Y$ and $|\delta Y|^2$ terms.

We trace the orbit back to the section $\{x_4^R = -\frac{1}{2} \chi \}$. During the $O(\chi)$ time, the oscillation of $x_1$ and $v_1$ are estimated as

$$(\delta x_1, \delta v_1) = \left( O(\mu \chi), O(\mu); O(1), O(\frac{1}{\chi}) \right)$$

from Lemma 6.5 (c.2), as well as the sign change of the initial condition.

The term $[F(Y_{in}, \tilde{Y}_{in}) - F(Y_{in}, \tilde{Y}_{out})]$ can be estimated as $O(1/\chi^3 + \mu/\chi^2)$, where the estimate $1/\chi^3$ is given by $\partial F/\partial x_3$, due to different values of $\ell_3$ for the two orbits, and the estimate

$$
O\left( \frac{\mu}{\chi^2} \right) = \frac{\partial F}{\partial x_1} \delta x_1
$$

is due to different $x_1$ for the two orbits (see Lemma 6.3). The variable $v_1$ enters through $dt/d\ell_4$ in (6.3) and causes a difference in $F$ that is much smaller than the above two cases for $\ell_3$ and $x_1$.

We denote by $\ell_4^t$ the time when the time reversed incoming orbit hits $\{x_4^R = -\frac{1}{2} \chi \}$. Note the initial condition $(Y_{in} - Y_{out})(0) = 0$ and that the fundamental solution of the variational equation

$$Z' = \frac{\partial F}{\partial Y} Z$$
is $O(1)$ (the fundamental solution is given by the matrix $N_3$ in Proposition 5.2. Here we pick only the rows and columns corresponding to variables in $Y$. In fact, we have the estimate

$$\frac{\partial F}{\partial Y} = O\left(\frac{1}{\chi}\right)$$

in Lemma 7.3 (b) below). Since we have by DuHamel’s principle that

$$\int_0^{\ell_4} O(1)O\left(\frac{\mu}{\chi^2} + \frac{1}{\chi^3}\right) dt_4 = O\left(\frac{\mu}{\chi}\right),$$

the Gronwall inequality gives $Y_{\in} - Y_{\text{out}} = O(\mu/\chi)$ at time $\ell_4$.

**Step 2. (Cartesian coordinates.)**

We already had in Step 1 the estimate of $\delta(x_4^L, v_4^L)$. We need to control the change of $(x_4, v_4)^L$ as well. We have

$$\delta(x_4, v_4)^L = \left[\delta L_4 \frac{\partial}{\partial L_4} + \delta G_4 \frac{\partial}{\partial G_4} + \delta g_4 \frac{\partial}{\partial g_4}\right]^L (x_4, v_4)^L.$$

Note that here we do not have $\delta\ell_4 \partial/\partial \ell_4$, since we have the same $\ell_4 = \ell_4^L$ for the two orbits, so $\delta\ell_4 = 0$. We use Lemma A.3 in the appendix to get the partial derivatives

$$\frac{\partial v_4}{\partial *} = O(1) \text{ and } \frac{\partial x_4}{\partial *} = O(\chi), \quad * = L_4, G_4, g_4,$$

and, in particular,

$$\frac{\partial v_4}{\partial L_4} = C \frac{G_4}{L_4(G_4^2 + L_4^2)} = O\left(\frac{1}{\chi}\right) \text{ and } \frac{\partial x_4}{\partial L_4} = C \frac{G_4 L_4^2 \ell_4}{(G_4^2 + L_4^2)} = O(1),$$

since $G_4 = O(1/\chi)$ by Lemma 6.11 (b).

The estimates for $(\delta G_4, \delta g_4)^L = O(\mu/\chi)$ are obtained in Step 1. The estimate of $\delta L_4$ is obtained from (6.1) and

$$\delta L_4 = \frac{\partial L_4}{\partial Y} \delta Y + L_4(Y_{\in}, \dot{Y}_\text{in}) - L_4(Y_{\in}, \dot{Y}_{\text{out}}).$$

We have

$$\frac{\partial L_4}{\partial Y} = O(1), \quad \delta Y = O(\mu/\chi), \quad L_4(Y_{\in}, \dot{Y}_\text{in}) - L_4(Y_{\in}, Y_{\text{out}}) = O(\mu),$$

where the main contribution to the last $\mu$ estimate is given by

$$\frac{\partial L_4}{\partial v_1} = O(\mu) \text{ and } \delta v_1 = O(1).$$
So, we get $\delta L_4 = O(\mu)$.

This implies $\delta(x_4, v_4)^L = O(\mu \chi; \mu, \mu/\chi)$. We also have $(x_4, v_4)^L = O(\chi, 1; 1, 1/\chi)$ and $(x_1, v_1)^L = O(\chi, 1, 1/\chi)$ at time $\ell_4^z$ (see Step 2 of Lemma 6.7 for the estimate of $x_{4,\perp}$ and $v_{4,\perp}$).

**Step 3.** (Comparing angular momenta.)

Using the relation

\[
G_4^L = v_4^R \times x_4^R = \left( \frac{1 + \mu}{1 + 2\mu} v_4^L + \frac{2\mu}{1 + 2\mu} v_4^L \right) \times \left( \frac{x_4^L}{1 + \mu} + x_4^L \right)
\]

(6.17)

and the results of Step 2 we get $\delta G_4^L = O(\mu)$ at time $\ell_4^z$.

**Step 4.** (Oscillation of $G_4^L$ to the right of $\{x_{4,\parallel} = -\frac{1}{2}\chi\}$.)

Now, we consider the right pieces of orbits. For the collisional orbit the oscillations of $G_4^R$ are $O(\mu)$ by integrating the estimate in Corollary 6.10. In order to apply the same estimate to the bouncing back orbit, we need to show that the bouncing back orbit lies in the strip $S_{\hat{C}}$.

We first get

\[
\delta(x_4, v_4)^R = O\left( \mu \chi; \mu, \mu, \frac{\mu}{\chi} \right)
\]

using $RL^{-1}$ from (5.1) of Proposition 5.2, and the estimates of $\delta(x_4, v_4, x_1, v_1)^L$ above. At the time $\ell_4^z$, the collisional orbit is on the section $\{x_{4,\parallel} = -\frac{1}{2}\chi\}$, but the bouncing back orbit might be $O(\mu \chi)$ distance away. Tracing the bouncing back orbit over time $O(\mu \chi)$, so that it is also on the section $\{x_{4,\parallel} = -\frac{1}{2}\chi\}$, since

\[
\dot{v}_4 = -\frac{\kappa_4 x_4}{|x_4|^3} + \text{h.o.t.},
\]

we see that $v_4$ gains a new oscillation $O(\mu/\chi)$. Comparing the two orbits on the section $\{x_{4,\parallel} = -\frac{1}{2}\chi\}$, we get $\delta(x_4, v_4)^R = O(0; \mu, \mu/\chi)$. Applying (6.16), we see that the $x_{4,\perp}^R$ components for the two orbits stay $O(D\mu)$-close to each other when traveling between $\{x_{4,\parallel} = -\frac{1}{2}\chi\}$ and $\{x_{4,\parallel} = -D\}$ for some large $D$ independent of $\mu$ and $\chi$. This shows that the bouncing back orbit also lies in the strip $S_{\hat{C}}$ since the collisional orbit does.

Now we apply Corollary 6.10 to get that the oscillation of $G_4^R$ for the bouncing back orbit is also $O(\mu)$ when traveling between the sections $\{x_{4,\parallel} = -\frac{1}{2}\chi\}$ and $\{x_{4,\parallel} = -2\}$.  

Steps 1–4 show that difference between the angular momenta of the reversed incoming orbit and the bouncing back orbit is $O(\mu)$. Without the time reversal we have

$$\mathcal{C}_4^R + G_4^R = O(\mu)$$

as claimed.

The possibility of collision between $Q_4$ and $Q_1$ is excluded, since in Gerver’s construction, $\mathcal{G}_4 + G_4$ is always bounded away from zero independent of $\mu$. Now, we exclude the possibility of collisions between $Q_3$ and $Q_4$. Note that $Q_3$ and $Q_4$ have two potential collision points corresponding to two intersections of the ellipse of $Q_3$ and the branch of the hyperbola utilized by $Q_4$. See Figures 1 and 2. Now, it follows from Lemma 10.2 (b) that $Q_3$ and $Q_4$ do not collide near the intersection where they have the close encounter. We need also to rule out the collision near the second intersection point. This was done by Gerver in [G2]. Namely, he shows that the times for $Q_3$ and $Q_4$ to move from one crossing point to the other are different. As a result, if $Q_3$ and $Q_4$ come to the correct intersection points nearly simultaneously, they do not collide at the wrong points. In the setting of our paper ($\mu > 0$), the travel times for $Q_3$ and $Q_4$ to move from one crossing point to the other are $O(\mu)$ perturbations of that computed in [G2]. So, it is impossible to have a collision at a wrong intersection point.

6.5. Proofs of Lemmas 2.11 and 2.12

In this section, we prove Lemmas 2.11 and 2.12. Now, we prove Lemma 2.11.

Proof of Lemma 2.11. We first prove part (c). We first get that

$$x_{1,\|}(t) = (1 + O(\mu))x_{1,\|}(0) = (1 + O(\mu))\chi$$

by integrating part (c) of Lemma 6.5 for $t \in [0, 100\chi]$. Next, by Lemmas 6.4 and 6.6, we get that $E_4(t) = -E_3(t) + O(\mu) = \frac{1}{2} + O(\delta + \mu)$ for $t \in [0, 100\chi]$. This implies that $|v_4| > 1 - O(\delta + \mu)$. Next, by Sublemma 6.8, we get that $|v_{1,\|}| > \frac{3}{4}$ by choosing $\delta$, $\mu$ and $\tilde{\theta}$ small. So, we get that the total return time $T \leq 2(1 + O(\mu))\chi/\frac{3}{4} < 3\chi(< 100\chi)$.

Since AG implies the assumptions of Lemma 6.5, combined with Lemma 6.6, we get part (a) of Lemma 2.11 from Lemma 6.6, and part (b) from Lemma 6.11 using Notation 2.5.

Now we are ready to prove Lemma 2.12.

Proof of Lemma 2.12. The idea of the proof is to integrate the equations $\dot{x}_1$ and $\dot{v}_1$ for the pieces (I), (III) and (V), and apply the coordinate changes (II) and (V), to keep track of the change of $x_1$ and $v_1$. The main idea was sketched in Remark 2.13.
Step 0. (Preparations.)

We use Lemma 6.5 (c.1) and (c.2) to get that

\[ v_1 = v_1(0) + O\left(\frac{1}{\mu \chi}, \frac{1}{\chi^2}\right) \]

during time \(O(\chi)\). It follows from

\[ \frac{dx_1}{dt} = \frac{v_1}{m_1} \]

that over time \(O(\chi)\), the horizontal component \(x_1\) can move only distance \(O(\mu \chi)\). Moreover, the local map takes only \(O(1)\) time as \(1/\chi \ll \mu \to 0\).

Initially, we have angular momentum conservation \(G_1 + G_3 + G_4 = 0\). Also, from the initial conditions in the assumption (i) and the total energy conservation (Lemma 6.4), we estimate

\[ |G_3|, |G_4| \leq 2C'_0 + 1. \]

We get from the definition of angular momentum, Lemma 6.6 (c) and assumption (ii), that

\[ v_{1,\perp}(0) | = \left| \frac{x_{1,\perp}}{x_{1,\parallel}} \right| + \left| \frac{G_1}{x_{1,\parallel}} \right| \leq O\left(\frac{\mu}{\chi} + \frac{2(2C'_0 + 1)}{\chi}\right) \leq \frac{4(C'_0 + 1)}{\chi}. \]

Step 1. (Piece (I) composed with the local map.)

We integrate the \(dv_{1,\parallel}/dt\) estimates from the section \(\{x_{4,\parallel} = -2, v_{4,\parallel} > 0\}\) to the section \(\{x_{4,\parallel} = -\frac{1}{2} \chi, v_{4,\parallel} < 0\}\) (note that the local map is included). The total traveling time is \(<3\chi\) by Lemma 2.11 (c). In the following we use the notation \(a = O_+(b)\) if \(b > 0\), \(a = O(b)\) and \(a/b > c > 0\) for some constant \(c\). Using Lemma 6.5 (c), as \(1/\chi \ll \mu \to 0\), we have

\[ x_{1,\parallel}^R - x_{1,\parallel}^L(0) = O_+(\mu \chi)v_{1,\parallel}^R(0), \quad x_{1,\perp}^R - x_{1,\perp}^L(0) = O(\mu \chi)v_{1,\perp}^R(0) = O(\mu), \]

\[ v_{1,\parallel}^R \in [-\tilde{c}_1, -c_1] + O\left(\frac{1}{\mu \chi}\right), \quad v_{1,\perp}^R = O\left(\frac{1}{\chi}\right) \]

on the section \(\{x_{4,\parallel} = -\frac{1}{2} \chi, v_{4,\parallel} < 0\}\). On the same section, we also have

\[ v_{4,\parallel}^R = -\sqrt{2E_4 + O\left(\frac{1}{\chi}\right)} = -\sqrt{-2E_3 + O(\mu)} \quad \text{and} \quad v_{4,\perp}^R = O\left(\frac{1}{\chi}\right), \]

by Lemmas 6.4 and 6.11, and equation (A.5) (see also Step 2 of the proof of Lemma 6.7).
Step 2. (Piece (III).)

We use Lemma 6.7 to get \( x_i^R \in \mathcal{S}_C \), i.e. \(|x_i^R| \leq 2\chi \) and \(|x_{i,\perp}^R| \leq \tilde{C} \). Then, we use (5.1) to get, on the section \( \{x_{i,\parallel}^R = -\frac{1}{2}\chi, v_{i,\parallel}^R < 0 \} \), that

\[
x_{i,\parallel}^L = \frac{1}{1+\mu} x_{i,\parallel}^R(0) + O(\mu\chi) v_{i,\parallel}^R(0) - \frac{\mu\chi}{1+2\mu} - O_+ (\mu\chi),
\]

\[
x_{i,\perp}^L = \frac{1}{1+\mu} x_{i,\perp}^R(0) + O(\mu\chi) v_{i,\perp}^R(0) + O \left( \frac{R}{\chi} \right) = O(\mu),
\]

\[
v_{i,\parallel}^L \in \frac{1+\mu}{1+2\mu} \left[ -\bar{e}_1, -c_1 \right] - \sqrt{-2E_3} + O(\mu), \quad v_{i,\perp}^L = O \left( \frac{1}{\chi} \right), \quad \text{as } \frac{1}{\chi} \ll \mu \to 0.
\]

We integrate \( dv_1/dt \) again over time \( O(\chi) \) to get

\[
x_{i,\parallel}^L = \frac{1}{1+\mu} x_{i,\parallel}^R(0) - \frac{\mu\chi}{1+2\mu} - O_+ (\mu\chi), \quad x_{i,\perp}^L = O(\mu),
\]

\[
v_{i,\parallel}^L \in \frac{1+\mu}{1+2\mu} \left[ -\bar{e}_1, -c_1 \right] - \sqrt{-2E_3} + O(\mu), \quad v_{i,\perp}^L = O \left( \frac{1}{\chi} \right), \quad \text{as } \frac{1}{\chi} \ll \mu \to 0
\]

when arriving at the section \( \{x_{i,\parallel}^L = -\frac{1}{2}\chi, v_{i,\parallel}^L > 0 \} \) where the \(-O_+ (\mu\chi)\) term in \( x_{i,\parallel}^L \) has absorbed a new \(-O_+ (\mu\chi)\) contribution since \( v_{i,\parallel}^L < 0 \). Again it follows from Lemma 6.11 and the energy conservation that

\[
v_{i,\parallel}^L = \sqrt{2E_4} + O \left( \frac{1}{\chi} \right) = \sqrt{-2E_3} + O(\mu) \quad \text{and} \quad v_{i,\perp}^L \in O \left( \frac{1}{\chi} \right).\]

Step 3. (Piece (V).)

We apply (5.1) and \(-x_i^L \in \mathcal{S}_C \) (Lemma 6.7) to get that, on the section \( \{x_{i,\parallel}^L = -\frac{1}{2}\chi \} \),

\[
x_{i,\parallel}^R = \frac{1}{1+\mu} \left( x_{i,\parallel}^R(0) \right) - \frac{\mu\chi}{1+2\mu} - O_+ (\mu\chi)
\]

\[
= x_{i,\parallel}^R(0) - \frac{\mu(2+3\mu)\chi}{(1+2\mu)^2} - O_+ (\mu\chi),
\]

\[
x_{i,\perp}^R = O(\mu), \quad v_{i,\parallel}^R = O \left( \frac{1}{\chi} \right),
\]

\[
v_{i,\perp}^R \in \frac{1}{1+2\mu} \left[ -\bar{e}_1, -c_1 \right] - 2\sqrt{-2E_3} + O(\delta + \mu),
\]

as \( 1/\chi \ll \mu \to 0 \), where the extra \( O(\mu) \) in \( v_{i,\parallel}^R \) comes from the oscillation of \( E_4 \) established in Lemma 2.11 (a), and \( O(\delta) \) is the deviation of the initial value \( E_3 \) from Gerver’s value \( E_3^* \), which is bounded by \( C_5\delta \). Finally, we get the same estimate as (6.18) when arriving at the section \( \{x_{i,\parallel}^R = -2, v_{i,\parallel}^R > 0 \} \) with a new \(-O_+ (\mu\chi)\) added to \( x_{i,\parallel}^R \). This completes
one application of $\mathcal{P}$, and hence the proof of part (a). Part (b) is proved in a way similar to Step 1, by composing the local map. The information that we need from $x_{1,\|}^R$ is that $x_{1,\|}^R < x_{1,\|}^R(0)$ after one application of $\mathcal{P}$. Indeed, it follows from the first row of (6.18) and the assumption on $x_{1,\|}$ that

$$x_{1,\|}^R - x_{1,\|}^R(0) = \frac{2\mu \chi}{1 + 2\mu} - O_+(\mu \chi) = -O_+(\mu^2 \chi) - O_+(\mu \chi) < 0.$$  \hspace{1cm} (6.19)

**Step 4. (Renormalization.)**

One period in Gerver’s construction consists of $\mathcal{R}\tilde{G}_{1}^{-1} \mathcal{P}^2$. We repeat the above procedure to get after $\mathcal{P}^2$ (we use double bar for the orbit parameters),

$$\tilde{x}_{1,\|}^R - \tilde{x}_{1,\|}^R(0) = -O_+(\mu \chi) < 0, \quad \tilde{x}_{1,\perp}^R = O(\mu), \quad \tilde{v}_{1,\perp}^R = O\left(\frac{1}{\chi}\right),$$

$$\tilde{v}_{1,\|}^R \in \frac{1}{(1 + 2\mu)^2}[-\tilde{c}_1, -c_1] - 2\sqrt{-2E_3^*} - 2\sqrt{-2E_3^{**}} + O(\delta + \mu),$$  \hspace{1cm} (6.20)

as $1/\chi \ll \mu \ll \delta \to 0$. The last step is to apply the renormalization $\mathcal{R}$. Let us forget about the rotation by $\beta$ in Definition 2.7 for a moment, and consider only the rescaling. We expect that

$$\mathcal{R}(\tilde{v}_{1,\|}) = \frac{1}{\sqrt{\lambda}} \tilde{v}_{1,\|} \in [-\tilde{c}_1, -c_1],$$

which is implied by

$$\tilde{v}_{1,\|} \in \frac{1}{(1 + 2\mu)^2}[-\tilde{c}_1, -c_1] - 2\sqrt{-2E_3^*} - 2\sqrt{-2E_3^{**}} + O(\delta + \mu) \subset \sqrt{\lambda}[-\tilde{c}_1, -c_1],$$

where $\lambda$ is the renormalization factor in Definition 2.7. This implies

$$c_1 + \tilde{c}(\delta + \mu) \leq \frac{2}{\sqrt{\lambda - 1}}(-\sqrt{-2E_3^*} + \sqrt{-2E_3^{**}}) \leq \tilde{c}_1 - \tilde{c}(\delta + \mu)$$

for some constant $\tilde{c}$ bounding the $O$ in the above estimates. We choose

$$\tilde{c}_1 = \frac{4}{\sqrt{\lambda - 1}}(\sqrt{-2E_3^*} + \sqrt{-2E_3^{**}}) \quad \text{and} \quad c_1 = \frac{1}{\sqrt{\lambda - 1}}(\sqrt{-2E_3^*} + \sqrt{-2E_3^{**}})$$

so that the above inequality is satisfied uniformly for all sufficiently small $\mu, \delta$ and $1/\chi$. This completes the proof for $\mathcal{R}(\tilde{v}_{1,\|})$.

**Step 5. (The estimates of $\mathcal{R}(x_1)$.)**

This estimate follows by iterating (6.19) twice and applying the renormalization map $\mathcal{R}$. 

Now let us take care of the rotation $\beta$ of $R(\vec{v}_{1,\|})$ which is

$$\arctan\left(\frac{\vec{x}_{1,\perp}}{\vec{x}_{1,\|}}\right) = O\left(\frac{\mu}{\chi}\right)$$

by definition. This produces an error of $O(\mu/\chi)$ to $\vec{v}_{1,\|}$, which can be absorbed into the $O$ part of the estimate of $\vec{v}_{1,\|}$ in (6.20), so that we leave our choice of $c_1$ and $\bar{c}_1$ unchanged.

If $\tilde{G}$ in the definition of $R$ were the identity, then the rotation $\text{Rot}(\beta)$ would set $x_{1,\perp}$ to zero. Applying $\tilde{G}$ causes an error $O(\mu/\chi)$ to $x_{1,\perp}$ obtained by integrating the estimate of $\dot{x}_{1,\perp} = O(\mu/\chi)$ over time $O(1)$. Since $\mu/\chi \ll 1/2\sqrt{\lambda \chi}$, we get the estimate for $R(x_{1,\perp})$ in the statement. The $R(x_{1,\|})$ estimate comes from the definition of $\tilde{\chi} = \lambda \chi$ and the cube.

**Step 6.** (Bounding the angular momentum and vertical component of the velocity $\vec{v}_{1,\perp}$.)

After $P^2$ and $R_3 \circ \tilde{G} \circ P^2$, we have angular momentum conservation

$$\overline{G}_1 + \overline{G}_3 + \overline{G}_4 = 0 \quad \text{and} \quad R(\overline{G}_1) + R(\overline{G}_3) + R(\overline{G}_4) = 0.$$

After renormalization, $R(\overline{E}_3)$ is now $-\frac{1}{2} + O(1/\sqrt{\chi})$, and $|\bar{x}_{4,\perp}| \leq 2$. The energy conservation shows that $|R(\vec{v}_4)| \leq 1 + O(\mu)$, so that we have

$$|R(\overline{G}_3)|, |R(\overline{G}_4)| \leq 2C_0' + 1.$$

From the definition of angular momentum and (6.20), we get that

$$|R(\vec{v}_{1,\perp})| \leq \left| R(\vec{v}_{1,\|}) \right| + \left| R(\overline{G}_1) \right| + \left| R(\overline{G}_3) \right| + \left| R(\overline{G}_4) \right| \leq O\left(\frac{\mu}{\chi}\right) + \left(2C_0' + 1\right) = \frac{4(C_0' + 1)}{\chi}.$$

This completes the proof of the $R(\vec{v}_{1,\perp})$ estimate in part (c) by defining

$$C_1 := 4(C_0' + 1).$$

**6.6. Choosing angular momentum: proof of Lemma 2.21**

In this section, we prove Lemma 2.21. We first need two auxiliary results.

**Sublemma 6.13.** Let $S \subset U_1(\delta')$ and $\tilde{e}_4$ be as in part (a) of Lemma 2.21. Then, there exists $\tilde{e}_3$ such that $\pi_{e_4} P(S(\tilde{e}_4, \tilde{e}_3)) = e_4^*$. There are analogous statements for $S \subset U_2(\delta')$ and $S \subset U_0(\delta')$ as in parts (b) and (c) of Lemma 2.21.
We give the proof of this sublemma immediately after we complete the proof of Lemma 2.21. The next sublemma is easy to prove.

**Sublemma 6.14.** Let $F$ be a map from $\mathbb{R}^2$ to $\mathbb{R}^2$ such that

$(1)$ $F(a^*)=b^*$ for some $a^*, b^* \in \mathbb{R}^2$;

$(2)$ if $|F(z)−b^*|<R$ for some $R>0$, then $\|dF(z)(X)\| \geq \chi \|X\|$ for all vectors $X \in T_z \mathbb{R}^2$ and for some $\chi > 1$.

Then, for each $b$ such that $|b−b^*|<R$, there exists $z$ such that $|z|<R/\chi$ and $F(z)=b$.

With the help of the two sublemmas, we finish the proof of Lemma 2.21.

**Proof of Lemma 2.21.** We consider part (a) first. Pick a piece of $\delta'$-admissible surface $S \subset U_1(\delta)$ for $\delta'<\delta$.

Choose any $\tilde{e}_4 \in (e_4^*−\delta'+1/\chi, e_4^*+\delta'-1/\chi)$. By Sublemma 6.13, there exists $\tilde{\ell}_3$ such that $\pi_{e_4} P(\tilde{S}(\tilde{e}_4, \tilde{\ell}_3))=e_4^{**}$. Let $\tilde{\ell}_3 = \pi_{e_4} P(\tilde{S}(\tilde{e}_4, \tilde{\ell}_3))$. Then, $Q_1(\tilde{e}_4, \tilde{\ell}_3)=(e_4^{**}, \tilde{\ell}_3)$. Our coordinates allow us to treat $Q_1$ as a map $\mathbb{R} \times T \to \mathbb{R} \times T$. Let $\tilde{Q}_1: \mathbb{R}^2 \to \mathbb{R}^2$ be the covering map of $Q_1$. We now apply Sublemma 6.14, using $a^*=(\tilde{e}_4, \tilde{\ell}_3)$, $b^*=(e_4^{**}, \ell_3)$, $F=\tilde{Q}_1$, $\chi = c\chi$ (from Lemma 2.17) and letting $R$ be the distance from $b^*$ to the boundary of $C_2(\delta)$. This gives us a surjective map, satisfying the expansion condition, from a subset of $C_1(\delta')$ to the open disk of radius $R$ around $b^*$. To extend this map to other parts of $C_2(\delta)$, we can apply Sublemma 6.14 again, using a different $b^*$, choosing each $b^*$ from a region to which the map has already been extended. Because $C_2(\delta)$ is open and connected, we can eventually extend our surjective map to all of $C_2(\delta)$, although we might have to apply Sublemma 6.14 an infinite number of times. Because of the expansion condition, and the fact that the diameter of $C_2(\delta)$ is $O(1)$, the diameter of the pre-image $V_1(\tilde{e}_4)$ is $O(1/\chi)$. This establishes Lemma 2.21 (a).

Part (b) is similar to part (a). For part (c), we first apply Sublemma 6.13 to find $\tilde{\ell}_3$ for each $\tilde{e}_4$ such that $\pi_{e_4} P(\tilde{S}(\tilde{e}_4, \tilde{\ell}_3))=e_4^{**}$ for a given admissible surface $S \subset U_0(\delta')$. This gives the first statement in part (c). We next introduce the renormalization $\mathcal{R}$ based at the point $S(\tilde{e}_4, \tilde{\ell}_3)$ and obtain $\mathcal{P} \mathcal{R} \tilde{G}$ satisfying $\pi_{e_4} \mathcal{P} \mathcal{R} \tilde{G}(\tilde{S}(\tilde{e}_4, \tilde{\ell}_3))=e_4^{**} + O(\mu)$. (We get from $S(\tilde{e}_4, \tilde{\ell}_3)$ to $\mathcal{P}(\tilde{S}(\tilde{e}_4, \tilde{\ell}_3))$ by following the Hamiltonian flow, and we get to $\tilde{G}(\tilde{S}(\tilde{e}_4, \tilde{\ell}_3))$ by following the first part of that same flow. $\mathcal{P} \mathcal{R}$ continues the flow on a rotated, rescaled, reflected orbit, but those transformations do not change $e_4$ or $\ell_3$, so if we continued the flow to the same section as $\mathcal{P}(\tilde{S}(\tilde{e}_4, \tilde{\ell}_3))$, but rotated, rescaled and reflected, we would still get $e_4^{**}$. Instead, we continue a distance of $O(1)$ to a new section, mostly because of the rescaling, but also from the rotation, and this changes $e_4$ by $O(\mu)$, because of the interaction between $Q_3$ and $Q_4$.) Because $\delta' \gg \mu$, we still have $Q_0(\tilde{e}_4, \tilde{\ell}_3) \in C_2(\delta')$. By Lemma 2.17 and Sublemma 6.14 again, we get a neighborhood $V_0(\tilde{e}_4)$ such that $Q_0$ maps $V_0(\tilde{e}_4)$ surjectively to $C_2(\delta)$. By Lemma 2.17, the weakest expansion rate of $d\mathcal{P}$
restricted to the cone fields is a constant times $\chi$, hence the diameter of $V_0(\tilde{e}_4)$ is $O(1/\chi)$. Since we have $O(1/\chi) \ll 1/\sqrt{\chi}$, we get that $\mathcal{R}$ is well defined in a neighborhood of $V_0(\tilde{e}_4)$.

Part (d) is given in Lemma 10.2 (b).

Proof of Sublemma 6.13. The idea is to apply the strong expansion of the Poincaré map in a neighborhood of the collisional orbit studied in Lemma 6.12. Note that Delaunay coordinates regularize double collisions, in the sense that none of the variables blows up at a double collision, so that our estimate of $dG$ also holds for collisional orbits. We give the proof only for initial conditions on an admissible surface $S \subset U_1(\delta')$. The other cases are similar.

Step 1. We first show that there is a collisional orbit satisfying $x^L_4(t) = 0$ at some time $t$, as $\ell_3$ varies.

We apply the local map $L$ to the admissible surface $S$ with $\tilde{e}_4$ fixed. Sublemma 6.8 and its proof shows that, if after the application of the local map we have $\theta^*_4(0) = \pi - \tilde{\theta}$, $0 < \tilde{\theta} < (\theta$ in Lemma 3.1), then the $x^L_{4,1}$ coordinate is a large positive number of order $\theta \chi$ when the orbit hits $\{x^L_{4,1} = 0\}$. Similarly, if $\theta^*_4(0) = \pi + \tilde{\theta}$, then the orbit hits the line $\{x^L_{4,1} = 0\}$, so that its $x^L_{4,1}$ coordinate is a large negative number. By the intermediate-value theorem, there has to be an outgoing angle $\theta^+_4(0)$ leading to a collisional orbit with $x^L_4 = 0$. So, it suffices to show that our admissible surface $S$ contains points $x_1$ and $x_2$ such that $\theta^+_4(x_1) = \pi - \tilde{\theta}$ and $\theta^+_4(x_2) = \pi + \tilde{\theta}$. We have the expression

$$\theta^*_4 = \pi + \tilde{g}_4 + \arctan \left( \frac{\tilde{G}_4}{L_4} \right)$$

(see (2.6) for the formula and see Lemma 3.2 for the tilde notation). By direct calculation, we find $d\theta^*_4 = \tilde{L}_4 \hat{1}$ (see Lemma 3.2 for $\hat{1}$ and Notation 2.5 for $\theta^+$). Since $TS \subset K_1$ and the cone $K_1$ is centered at the plane $\text{span}(\mu, \tilde{w})$, where $\tilde{w} = \partial/\partial \ell_3$ (Definition 2.16). We get

$$d\theta^+ \cdot \left( dL \frac{\partial}{\partial \ell_3} \right) = \tilde{L}_4 \hat{1} \cdot \left( \frac{1}{\mu} (\tilde{u}_1 (\hat{1} \cdot \tilde{w}) + o(1)) + o(1) \right) = \frac{c(x)}{\mu},$$

where $c(x) \neq 0$ by Lemma 3.4 (c). So, it is enough to vary $\ell_3$ in a $O(\mu)$ neighborhood of a point whose outgoing asymptote satisfies the assumption of Lemma 3.1 in order to get angles of outgoing asymptotes $\pi \pm \tilde{\theta}$. Thus, we get a collisional orbit for some point denoted by $(\tilde{e}_4, \ell_3)$.

Step 2. We next show that there exists $\ell_3$ such that $\pi_{\tilde{e}_4}(P(S(\tilde{e}_4, \ell_3)))$ is close to $e^*_4$ for fixed $\tilde{e}_4$. Now, the function $\pi_{\tilde{e}_4}(P(S(\tilde{e}_4, \cdot)))$ is a function of one variable $\ell_3$ defined in a neighborhood of $\hat{\ell}_3$.

Since $e_4 = \sqrt{1 + (G_4/L_4)^2}$ is not an injective function of $G_4$, we use $G_4$ instead of $e_4$ and study the function $G_4(P(S(\tilde{e}_4, \ell_3)))$. 
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Next, we compute
\[ \frac{d}{d\ell_3} G_4(P(S(\tilde{e}_4, \ell_3))) = dG_4 \ dG \ d\mathbb{L} \frac{\partial}{\partial \ell_3} \]
\[ = \chi^2 (dG_4 w_1) \hat{1}_1 \left( d\mathbb{L} \frac{\partial}{\partial \ell_3} \right) + O(\chi) \quad (6.21) \]
\[ = \tilde{c}(x) \frac{\chi^2}{\mu} + O(\chi), \]
where $\hat{1}_1 \cdot (d\mathbb{L} \frac{\partial}{\partial \ell_3})$ is calculated in Step 1, $dG_4 \tilde{w} = 0$ and $dG_4 w_1 = 1$. This derivative calculation holds, provided $AG$ and $AL$ are satisfied, so that we can apply Lemmas 3.1 and 3.2.

For the collisional orbit, its bouncing back orbit will intersect the section \( \{ x_{4,4}^R = -2 \} \) at a point that is within $O(\mu)$ distance from the initial point. To see this, we apply to (A.5) the estimate of the difference of $G_4$ for two orbits in Lemma 6.12, and the $O(\mu)$ estimate of angle of asymptotes and oscillations of $L_3, G_3$ and $g_3$ in Lemma 2.11 (b).

So, we consider the image of an $\varepsilon$ interval centered at $\hat{\ell}_3$ under the map $G_4(P(S(\tilde{e}_4, \cdot)))$.

By increasing $\varepsilon$ from zero, we see that the assumptions $AG$ and $AL$ are all satisfied, provided the returning orbit has $|x_{4,4}^R| < C_0'$ on the section \( \{ x_{4,4}^R = -2 \} \). Thus, we always have the estimate (6.21), and we can keep increasing $\varepsilon$ until the inequality $|x_{4,4}^R| < C_0'$ is violated.

Thus, it follows from the strong expansion of the map $G_4(P(S(\tilde{e}_4, \cdot)))$ and Sublemma 6.14 that an $R$-neighborhood of $G_4^{**}$ (corresponding to $e_4^{**}$) is covered if $\ell_3$ varies in an $(R\mu/\tilde{c}\chi^2)$-neighborhood of $\hat{\ell}_3$. Then, we use the intermediate-value theorem to find $\tilde{\ell}_3$ such that $\pi_{e_4} P(S(\tilde{e}_4, \tilde{\ell}_3)) = e_4^{**}$. This completes the proof.

7. The variational equation and its solution

In this section, we first derive a formula for estimating the derivatives of (I), (III) and (V). This formula will reduce the derivative computation to the fundamental solution of the variational equation and two boundary terms, where the latter takes care of the issue that different orbits might take different time to travel between two consecutive sections. The rest of this section is devoted to estimating the variational equations and their fundamental solutions. This will give the estimates of $N_1, N_5$ and $M$ in Proposition 5.2.

Let us first recall the notation. We use $\mathcal{V}=(\mathcal{V}_3; \mathcal{V}_1; \mathcal{V}_4)=(L_3, \ell_3, G_3, g_3; x_1, v_1; G_4, g_4)$ to denote the Delaunay coordinates. We use $\mathcal{X}=(\mathcal{X}_3; \mathcal{X}_1; \mathcal{X}_4)=(x_3, v_3; x_1, v_1; x_4, v_4)$ to denote the Cartesian coordinates. We use $\mathcal{F}=(\mathcal{F}_3, \mathcal{F}_1, \mathcal{F}_4)$ to denote the right-hand side of the Hamiltonian equation in Delaunay coordinates, i.e. $d\mathcal{V}/d\ell_4 = \mathcal{F}$. 
7.1. Derivation of the formula for the boundary contribution

Suppose that we want to compute the derivative of the Poincaré map between the sections \( S^i \) and \( S^f \). We use \( V^i \) to denote the values of variables \( V \) restricted to the initial section \( S^i \), while \( V^f \) means values of \( V \) on the final section \( S^f \). \( \ell^i_4 \) means the initial time and \( \ell^f_4 \) means the final time. We want to compute the derivative \( D \) of the Poincaré map along the orbit starting from \((V^i_*, \ell^i_4)\) and ending at \((V^f_*, \ell^f_4)\). We have \( D = dF_3 dF_2 dF_1 \), where \( F_1 \) is the Poincaré map between \( S^i \) and \( \{\ell_4 = \ell^i_*\} \), \( F_2 \) is the flow map between the times \( \ell^i_* \) and \( \ell^f_* \), and \( F_3 \) is the Poincaré map between \( \{\ell_4 = \ell^f_*\} \) and \( S^f \). We have \( F_1 = \Phi(V^i, \ell^i_4) \), \( F_2 = \Phi(\ell^i_* \), \( F_3 = \Phi(\ell^f_* \). Since

\[
\frac{\partial \Phi}{\partial V}(V^i, \ell^i_4) = \text{Id} \quad \text{and} \quad \frac{\partial \Phi}{\partial a} = -F
\]

we have

\[
dF_1 = \text{Id} - F(\ell^i_4) \otimes \frac{D\ell^i_4}{DV^i}.
\]

Inverting the time we get

\[
dF_3 = \left( \text{Id} - F(\ell^f_4) \otimes \frac{D\ell^f_4}{DV^f} \right)^{-1}.
\]

Finally,

\[
dF_2 = \frac{DV(\ell^i_4)}{DV(\ell^i_*)} \frac{DV(\ell^f_4)}{DV(\ell^f_*)}
\]

is just the fundamental solution of the variational equation between the times \( \ell^i_* \) and \( \ell^f_* \). Thus, we get

\[
D = \left( \text{Id} - F(\ell^i_4) \otimes \frac{D\ell^i_4}{DV^i} \right)^{-1} DV(\ell^i_4) \left( \text{Id} - F(\ell^f_4) \otimes \frac{D\ell^f_4}{DV^f} \right).
\] (7.1)

To invert

\[
\text{Id} - F(\ell^i_4) \otimes \frac{D\ell^i_4}{DV^i},
\]

we need

\[
\left| \frac{D\ell^i_4}{DV^i} F(\ell^i_4) \right| < 1.
\]

Suppose this inequality is satisfied. Indeed for all the cases that we encounter in this paper, the inner product is at most \( O(\mu) \). We use

\[
\left( \text{Id} - F(\ell^i_4) \otimes \frac{D\ell^i_4}{DV^i} \right)^{-1} = \text{Id} + \frac{1}{1 - \frac{D\ell^i_4}{DV^i} F(\ell^i_4)} \frac{D\ell^i_4}{DV^i}.
\] (7.2)

**Definition 7.1.** We call the two terms \( dF_1 \) and \( dF_3 \) the boundary contributions.
7.2. Estimates of the variational equation

Recall $u(\ell_4), v(\ell_4)$ defined in Lemmas 6.3 and 6.5 respectively and define further

\[
\begin{align*}
  u^R &= \frac{1}{\chi^3} + \frac{\mu}{|\ell_4|^3 + 1}, \\
  u^L &= \frac{1}{\chi^3}, \\
  v^R &= \frac{1}{\chi^2} + \frac{\mu}{|\ell_4|^3 + 1}, \\
  v^L &= \frac{1}{\chi^2}, \\
  w^R &= \frac{1}{\chi} + \frac{\mu}{|\ell_4|^3 + 1}, \\
  w^L &= \frac{1}{\chi}.
\end{align*}
\]

When the superscripts $R$ and $L$ are omitted, we use $u$, $v$, and $w$ to represent either the right or left case depending on the context.

The lemmas in this and the next two sections will be under the standard assumption $AG$. For the same reason as Corollary 6.10, we can use all the conclusions of Lemma 6.5, since its assumptions are implied by $AG$ due to Lemmas 6.7 and 6.6.

We start with the following auxiliary estimate. We use the notation $\partial$ to denote the partial derivative with respect to the twelve Delaunay variables, and by $\nabla_V$ the covariant derivative with respect to the ten variables $V$, where $L_4$ is solved for on the zero-energy level. In particular, we have

\[
\nabla_V = \frac{\partial}{\partial V} + \frac{\partial}{\partial L_4} \otimes \nabla_V L_4.
\]

Note that, for the covariant derivative, we think of $\ell_4$ as time, and do not take derivatives with respect to it.

**Lemma 7.2.** Assume $AG$. Then, we have the following estimates:

(a) \[
\nabla_V L_4 = (1, 0_{1 \times 9}) + O \left( \mu, u, u, \frac{1}{\mu}\chi^2, \frac{1}{\chi}, \mu, \frac{1}{\chi}; v, v \right);
\]

(b) \[
\nabla_V \left( \frac{dt}{dt_4} \right) = -3L_3^2(1, 0_{1 \times 9}) + O \left( \mu, u, u, \frac{1}{\mu}\chi^2, \frac{1}{\chi}, \mu, \frac{1}{\chi}; w, w \right);
\]

(c) Corollary 6.10 can be simplified as

\[
F = (0, -1, 0_{1 \times 8}) + O \left( u, \mu, u, \mu, \frac{1}{\chi} \frac{1}{\mu\chi^2}, \frac{1}{\chi^3}; v, v \right).
\]

**Proof.** We use the same argument as in the proof of Lemma 6.5 to estimate the angles among the vectors $x_4, x_1, \partial x_4/\partial G_4$, etc. Part (a) follows directly from equation (6.1). That is, for each of the ten variables $V$, we apply $\nabla_V$ to both sides of equation (6.1), and then apply the above formula for $\nabla_V$ to $\nabla_V(E_1 + U)$. This results in a term with $\nabla_V L_4$ on the right side of the equation, so we bring that term to the left side and solve for $\nabla_V L_4$. Part (b) follows from equations (6.2) and (6.1).
Part (a) and (b) differ only in their $G_4$ and $g_4$ components. The estimates of the $G_4$ and $g_4$ components in part (a) is the same as that of Lemma 6.5. However, for part (b), we have a $\partial U/\partial L_4$ term in (6.2). As a result, we do not have the almost orthogonality of $\partial x_4/\partial G_4$ with $x_1$, as we did in the proof of Lemma 6.5.

We also need to figure out the order of magnitude of each entry of the right-hand side of the variational equation.

**Lemma 7.3.** Assume AG. Then,

(a) \[
\begin{pmatrix}
    u & u & u & u \\
    \mu & u & u & u \\
    u & u & u & u \\
    u & u & u & u \\
\end{pmatrix}
\begin{pmatrix}
    u/\chi \\
    u/\chi \\
    u/\chi \\
    u/\chi \\
\end{pmatrix}
\begin{pmatrix}
    \mu & \mu & u & \mu \\
    1/\mu \chi^2 & 1/\chi^3 & \mu & \mu/\chi \\
    u/\chi & u/\chi & \mu & u/\chi \\
    u/\chi & u/\chi & \mu & u/\chi \\
\end{pmatrix}
\begin{pmatrix}
    u & u \\
    w & w \\
    u & u \\
    w & w \\
\end{pmatrix}
\]

(b) In addition, setting $\xi = |x_4|/\chi$, we have in the right case

\[
\nabla V R_4 = \frac{1}{\chi} \left[ \begin{array}{c}
- \frac{L^4 \text{sign}(v_{4,\|})}{G^2 + L^2} \\
- \frac{L^5}{(G^2 + L^2)^2} \\
\end{array} \right] + O \left( \frac{\mu \chi}{|Q_4|^2} \right),
\]

and in the left case

\[
\nabla V L_4 = \frac{1}{\chi} \left[ \begin{array}{c}
- \frac{L^2 \text{sign}(v_{4,\|})}{-L} \\
- \frac{L^4 \text{sign}(v_{4,\|})}{-L^2} \\
\end{array} \right] + O \left( \frac{\mu \chi}{Q_4} \right).
\]

**Proof.** The proof is organized as follows. We start with a formal computation which gives the formula for estimating each block of the matrices. Next, we work on the estimate of each block. In the left case, a near collision may occur. Since we treat $\ell_4$ as the new time, we do not take derivatives with respect to $\ell_4$ when deriving the variational equation, so in the Hamiltonian equations, as well as the variational equation, we need only $C^0$ dependence on $\ell_4$, which is always true (see (A.3) and (A.4)) even when we have a collision between $Q_1$ and $Q_4$. In the estimate of the rows related to $G_4$ and $g_4$ in the left case, we will need Lemma A.1.
• A formal computation

Using our notation, the two matrices are \( \frac{dF}{dV} \). They are the coefficient matrices of the variational equations

\[
\frac{d}{dt} \delta V = \frac{dF}{dV} \delta V.
\]

We split each of the two matrices into nine blocks corresponding to \( \frac{\partial F_i}{\partial V_j} \), where \( i, j = 3, 1, 4 \).

We have \( \frac{dF}{dV} = \nabla_V F \). Notice that

\[
F = dt \frac{d\ell}{d4} J \frac{\partial H}{\partial V_i},
\]

where \( J \) is the standard symplectic matrix. Then we get the formal expression to calculate the two matrices

\[
\nabla_{V_j} F_i = J_i \frac{\partial H}{\partial V_i} \nabla_{V_j} dt \frac{d\ell}{d4} + \frac{dt}{d4} J_i \frac{\partial H}{\partial V_i} \nabla_{V_j} L_4.
\]

(7.3)

Note that \( \nabla_V dt/d\ell \) is done in Lemma 7.2, and \( J_i \frac{\partial H}{\partial V_i} \) is done in Corollary 6.10, the term \( dt/d\ell = O(1) \) and the new term we need to consider is \( \nabla_{V_j} J_i \frac{\partial H}{\partial V_i} \). For \( i, j = 3, 1, 4 \), we have

\[
\nabla_{V_j} J_i \frac{\partial H}{\partial V_i} \frac{\partial X_j}{\partial V_i} \frac{\partial H}{\partial V_i} + J_i \frac{\partial H}{\partial V_i} \frac{\partial X_j}{\partial V_i} \frac{\partial X_j}{\partial V_i} \nabla_{V_j} L_4.
\]

(7.4)

where \( J_i \) is the standard symplectic matrix in the \( i \) component. We know by Lemma 6.6 that

\[
\frac{\partial X_3}{\partial V_3} = O(1), \quad \frac{\partial X_1}{\partial V_1} = \text{Id}_4 \quad \text{and} \quad \frac{\partial X_4}{\partial L_4}, \frac{\partial X_4}{\partial V_4} = O(\ell_4),
\]

according to Lemma A.3. Moreover, \( \frac{\partial H}{\partial X_j} \) and \( \frac{\partial^2 H}{\partial X_j \partial X_j} \) are done in Lemma 6.3, \( \frac{\partial^2 X_j}{\partial V_i \partial V_j} \) and \( \frac{\partial^2 X_j}{\partial L_4 \partial V_j} \) are done in Lemma A.6 and, finally, \( \frac{\partial L_4}{\partial V_i} \) is done in Lemma 7.2. Now every term in (7.3) and (7.4) is already estimated. What we need to do below is to find the leading term for each matrix entry among all the terms above.

In the following we analyze the two matrices blockwise. We will handle the left and right cases simultaneously.
\[ \nabla_{\mathcal{F}_3} \]

For this block, the (2, 1) entry is special. All the remaining entries are done together.

Using the Hamiltonian equations (6.3), we see that the (2, 1) entry is

\[
\nabla L_3 \left( \frac{dt}{dt_4} \left( \frac{m_3 k_3^2}{L_3^4} + \frac{\partial U}{\partial L_3} \right) \right) = -\nabla L_3 \left( m_3 k_3^2 \left( 1 + L_3^2 \left( \frac{v_1^2}{2m_1} - \frac{k_1}{|x_1|} \right) + 3UL_3^2 \right) - L_3^6 \frac{\partial U}{\partial L_4} + L_3 \frac{\partial U}{\partial L_3} + \text{h.o.t.} \right).
\]

The leading term is

\[
\nabla L_3 \left( \frac{v_1^2}{2m_1} - \frac{k_1}{|x_1|} \right) = O(\mu),
\]

since

\[
m_1 = O \left( \frac{1}{\mu} \right), \quad L_3 = O(1), \quad v_1 = O(1) \quad \text{and} \quad |x_1| = O(\chi).
\]

All the other subleading terms involve derivatives of \( U \), which are at most \( w \) coming from \( \nabla L_3 \partial U / \partial L_4 \). This completes the estimate of the (2, 1) entry. The other three entries in the second row are estimated by \( u \) mainly contributed by \( \partial U / \partial x_3 \) (Lemma 6.3).

For the first, third and fourth rows, we use formula (7.3). The first summand in (7.3) contributes \( (u, u, u) \otimes (u, 1, u, u) \) to the three rows. The second summand is given by (7.4). The first and second terms after the third equal sign in (7.4) have the same estimates,

\[
\frac{\partial U}{\partial x_3}, \frac{\partial^2 U}{\partial x_3^2} \lesssim u,
\]

as we get in Lemma 6.3, since

\[
\frac{\partial X_3}{\partial V_3}, \frac{\partial^2 X_3}{\partial V_3^2} = O(1) \quad \text{and} \quad \nabla_{V_3} L_4 = O(1),
\]

using Lemma 7.2. The summand

\[
J_3 \frac{\partial H}{\partial X_3} \frac{\partial^2 X_3}{\partial L_4 \partial V_3} \otimes \nabla_{V_3} L_4 = 0,
\]

since \( \partial^2 X_3 / \partial L_4 \partial V_3 = 0 \). The third term in (7.4) is estimated as \( \mu / (|\ell_4|^3 + 1) \) in the right case and \( \mu / \chi^3 \) in the left case using the estimate \( \partial^2 U / \partial x_3 \partial x_4 \) in Lemma 6.3 and the fact that \( \partial X_4 / \partial L_4 = O(\ell_4) \). So, in summary, all the entries in the three rows are bounded by \( u \).
\[ (u, 1, u) \odot \left( \frac{1}{\mu \chi^2}, \frac{1}{\chi^3}, \mu, \frac{\mu}{\chi} \right). \]

The second summand in (7.3) is now reduced to
\[ J_3 \frac{\partial^2 U}{\partial x_1 \partial x_3} \frac{\partial x_3}{\partial V_3} + \frac{\partial x_4}{\partial L_4} J_3 \frac{\partial^2 U}{\partial x_4 \partial x_3} \frac{\partial x_3}{\partial V_3} \otimes \nabla_{V_4} L_4 \]

since
\[ \frac{\partial x_1}{\partial V_1} = \text{Id} \quad \text{and} \quad \frac{\partial^2 x_3}{\partial V_4 \partial V_3} = \frac{\partial^2 x_3}{\partial L_4 \partial V_3} = 0. \]

The two terms are estimated using
\[ \frac{\partial^2 U}{\partial x_1 \partial x_3} \lesssim \frac{1}{\chi^4} \]
given by Lemma 6.3, \[ \nabla_{V_4} L_4 \lesssim \left( \frac{1}{\mu \chi^2}, \frac{1}{\chi^3}, \mu, \frac{\mu}{\chi} \right) \]
by Lemma 7.2 and
\[ \left( \frac{\partial x_4}{\partial L_4} J_3 \frac{\partial^2 U}{\partial x_4 \partial x_3} \frac{\partial x_3}{\partial V_3} \right) \lesssim u, \]
since we have \( \partial x_4 / \partial L_4 = O(\ell_4), \) and
\[ \frac{\partial^2 H}{\partial x_4 \partial x_3} \lesssim \frac{\mu}{\ell_4^2 + 1} \]
in the right case and
\[ \frac{\partial^2 H}{\partial x_4 \partial x_3} \lesssim \frac{\mu}{\chi^4} \]
in the left case using Lemma 6.3. Therefore, the estimate of the block is given by the max of
\[ (u, 1, u) \odot \left( \frac{1}{\mu \chi^2}, \frac{1}{\chi^3}, \mu, \frac{\mu}{\chi} \right) \quad \text{and} \quad \frac{1}{\chi^4}. \]

\[ \nabla_{V_4} F_3 \]

The second row is handled in a similar manner to the \( \nabla_{V_4} F_3 \) block. Thus,
\[ \nabla_{V_4} \left( \frac{dt}{dt_4} \left( \frac{m_3 k_3^2}{L_3^3} + \frac{\partial U}{\partial L_3} \right) \right) = -\nabla_{V_4} \left( m_3 k_3^2 \left( 1 + 3L_3^2 \left( \frac{v_1^2}{2m_1 - k_1} \right) + 3UL_3^2 \right) \right) \]
\[ -L_3^3 \frac{\partial U}{\partial L_4} + L_3^3 \frac{\partial U}{\partial L_3} + \text{h.o.t.} \]
\[ \nabla V_4 \left( 3UL_3^2 - L_3^2 \frac{\partial U}{\partial L_3} + L_3^3 \frac{\partial U}{\partial L_3} + \text{h.o.t.} \right) \]

The leading term is given by

\[ \nabla V_4 \frac{\partial U}{\partial L_4} = \left( \frac{\partial X_4}{\partial L_4} J_4 \frac{\partial^2 U}{\partial x_4^2} \nabla V_4 x_4 \right) \lesssim w, \]

using Lemma 6.3.

Next, the first summand in (7.3) gives the estimate \((u, u, u) \otimes (w, w)\) for the first, third and fourth row. This is smaller than what we have stated in the lemma. It remains to consider (7.4), which is reduced to

\[ \frac{\partial x_4}{\partial V_4} \frac{\partial x_3}{\partial V_4} \frac{\partial^2 U}{\partial x_4 \partial x_3} \frac{\partial x_3}{\partial V_4} \otimes \nabla V_4 L_4, \]

since

\[ \frac{\partial x_3}{\partial V_4} \frac{\partial x_3}{\partial L_4} = 0. \]

The first summand has the estimate \(\mu/(\ell_4^3 + 1)\) in the right case and \(\mu/\chi^3\) in the left case, since we have the estimate \(\partial x_4/\partial V_4 = O(\ell_4)\) and

\[ \frac{\partial^2 H}{\partial x_4 \partial x_3} \lesssim \frac{\mu}{\ell_4^3 + 1} \]

in the right case and

\[ \frac{\partial^2 H}{\partial x_4 \partial x_3} \lesssim \frac{\mu}{\chi^3} \]

in the left case in Lemma 6.3. So, we use \(u\) to bound this first summand as stated in the lemma. For the second summand in (7.4), we estimate \(\nabla V_4 L_4\) as \((v, v)\) using Lemma 7.2, and

\[ \frac{\partial x_4}{\partial L_4} J_4 \frac{\partial^2 U}{\partial x_4 \partial x_3} \frac{\partial x_3}{\partial V_3} \]

has the same estimate as the first summand. So, the second summand is much smaller than the first summand.

For the next three blocks \(\nabla V_j F_1, j = 3, 1, 4,\) using \(\partial X_1/\partial V_1 = \text{Id}\), (7.4) is reduced to

\[ \frac{\partial X_j}{\partial V_j} J_1 \frac{\partial^2 H}{\partial X_j \partial X_1} + \frac{\partial x_4}{\partial L_4} J_1 \frac{\partial^2 H}{\partial x_4 \partial X_1} \otimes \nabla V_4 L_4. \]
\[ \nabla_{\nu_3} F_1 \]

The first summand in (7.3) gives
\[ \left( \mu, \frac{\mu}{\chi}, \frac{1}{\mu \chi^2}, \frac{1}{\chi^2} \right) \otimes (1, u, u, u). \]

The first summand in (7.5) has the same estimate as
\[ \frac{\partial^2 H}{\partial x_3 \partial x_1} = \frac{\partial^2 U}{\partial x_3 \partial x_1} \lesssim \frac{1}{\chi^4}, \frac{\partial^2 H}{\partial x_3 \partial x_1} = 0 \]

using Lemma 6.3, whose contribution to the current block is
\[ \begin{bmatrix} 0_{2 \times 4} \\ (1/\chi^2)_{2 \times 4} \end{bmatrix}. \]

Next, we consider the second summand in (7.5). We have \( \nabla_{\nu_3} L_4 \lesssim (1, u, u, u) \) using Lemma 7.2. Next, we consider
\[ \frac{\partial x_4}{\partial L_4} J_1 \frac{\partial^2 H}{\partial x_4 \partial x_1}. \]

This is a vector of four entries whose first two entries are
\[ \frac{\partial^2 H}{\partial L_4 \partial v_1} = \frac{\partial v_1}{\partial L_4} = 0 \]

and whose last two entries are bounded by \( 1/\chi^2 \), since we have
\[ \frac{\partial x_4}{\partial L_4} = O(\ell_4), \]

and
\[ \frac{\partial^2 H}{\partial x_4 \partial x_1} \lesssim \frac{1}{\chi^3} \]

using Lemma 6.3. So, we use \( (\mu, \mu/\chi) \otimes (1, u, u, u) \) as the estimate for the first two rows and use the max of
\[ \left( \frac{1}{\mu \chi^2}, \frac{1}{\chi^3} \right) \otimes (1, (u)_{1 \times 3}), \left( \frac{1}{\chi^4} \right)_{2 \times 4} \quad \text{and} \quad \left( \frac{1}{\chi^2}, \frac{1}{\chi^2} \right) \otimes (1, u, u, u) \]

as the estimate for the last two rows.
• $\nabla_{V_1} F_1$

The first summand in (7.3) gives

$$\left( \mu, \frac{\mu}{\chi}, \frac{1}{\mu \chi^2}, \frac{1}{\chi^3} \right) \otimes \left( \frac{1}{\mu \chi^2}, \frac{1}{\chi^3}, \mu, \frac{\mu}{\chi} \right).$$

The first summand in (7.5) is

$$\begin{bmatrix}
\frac{\partial^2 H}{\partial x_1 \partial v_1} & \frac{\partial^2 H}{\partial v_1 \partial v_1} \\
\frac{\partial^2 H}{\partial x_1^2} & -\frac{\partial^2 H}{\partial x_1 \partial v_1}
\end{bmatrix} =
\begin{bmatrix}
0 & \frac{1}{m_1} \text{Id} \\
\frac{3k_1 x_1 \otimes x_1}{|x_1|^5} & k_1 \text{Id}
\end{bmatrix},$$

where $\partial^2 H/\partial x_1^2$ is given by $\partial^2 /\partial x_1^2 \frac{b}{|x_1|^4}$. We compare the two matrices using $x_1 = O(\chi, \mu)$ to get the first three rows. Finally we consider the second summand in (7.5). We notice that

$$\nabla_{V_1} L_4 \lesssim \left( \frac{1}{\mu \chi^2}, \frac{1}{\chi^3}, \mu, \frac{\mu}{\chi} \right).$$

The term

$$\left( \frac{\partial x_4}{\partial L_4}, \frac{\partial^2 H}{\partial x_4 \partial x_1} \right) \lesssim \left( 0, 0, \frac{1}{\chi^2}, \frac{1}{\chi^2} \right)$$

as in the previous paragraph. This gives us the last row.

• $\nabla_{V_4} F_1$

The first summand in (7.3) gives

$$\left( \mu, \frac{\mu}{\chi}, \frac{1}{\mu \chi^2}, \frac{1}{\chi^3} \right) \otimes (w, w)$$

using Lemma 7.2 and Corollary 6.10. This gives the first two rows in both matrices. The first two rows of (7.5) are zero because $\partial^2 H/\partial x_1 \partial v_1 = 0$. For the last two rows in (7.5), we first have

$$\left( \frac{\partial x_4}{\partial V_4} \right) \left( J_1 \frac{\partial^2 U}{\partial v_1 \partial x_1} \right) \lesssim \frac{1}{\chi^2} \quad \text{and} \quad \frac{\partial x_4}{\partial L_4} J_1 \frac{\partial^2 U}{\partial x_4 \partial x_1} \lesssim \frac{1}{\chi^2}$$

as in the previous paragraph, so the tensor part is $O(\nu/\chi^2)$. Thus, for the last two rows, we use the estimate $1/\chi^2$. 
\begin{itemize}
  \item $\nabla_{V_3} F_4$
  
  The first summand in (7.3) gives $(w, w) \otimes (1, u, u, u)$. The first summand in (7.4) is given by
  \[
  \frac{\partial x_3}{\partial V_3} \left( J_3 \frac{\partial^2 U}{\partial x_4 \partial x_3} \right) \frac{\partial x_4}{\partial V_1} \lesssim u,
  \]
  using Lemma 6.3. This gives the second, third and fourth columns of the block.

  Next, the second summand in (7.4) vanishes, since $\partial^2 x_4 / \partial V_1 \partial V_4 = 0$.

  It remains to consider the third summand in (7.4). We have $\nabla_{V_3} L_4 \lesssim (1, (u)_{1 \times 3})$.

  Next, \[
  J_4 \frac{\partial U}{\partial x_4} \frac{\partial x_4}{\partial L_4 \partial V_4} \lesssim \ell_4 \left( \frac{1}{\chi^2} + \frac{\mu}{\ell_4^2 + 1} \right) \lesssim w,
  \]
  using Lemmas 6.3 and A.6. Next, \[
  \frac{\partial x_4}{\partial L_4} \left( J_4 \frac{\partial^2 U}{\partial x_4 \partial x_4} \right) \frac{\partial x_4}{\partial V_4} \lesssim w.
  \]
  So, the third summand in (7.4) has the estimates $(w)_{1 \times 2} \otimes (1, (u)_{1 \times 3})$ and contributes to the first column of the block along with the the first summand of (7.3).

  \item $\nabla_{V_4} F_4$
  
  The first summand in (7.3) gives
  \[
  (w, w) \otimes \left( \frac{1}{\mu \chi^2}, \frac{1}{\chi^2}, \mu, \mu \frac{\mu}{\chi} \right).
  \]
  The first summand in (7.4) is given by
  \[
  \left( J_4 \frac{\partial^2 U}{\partial x_4 \partial x_4} \right) \frac{\partial x_4}{\partial V_4} \lesssim \frac{1}{\chi^2},
  \]
  using Lemma 6.3. The second summand in (7.4) vanishes, since $\partial^2 x_4 / \partial V_1 \partial V_4 = 0$. Finally, we consider the third summand in (7.4). We have \[
  \nabla_{V_4} L_4 \lesssim \left( \frac{1}{\mu \chi^2}, \frac{1}{\chi^2}, \mu, \mu \frac{\mu}{\chi} \right).
  \]
  The estimate of \[
  \frac{\partial x_4}{\partial L_4} \left( J_4 \frac{\partial^2 U}{\partial x_4 \partial x_4} \right) \frac{\partial x_4}{\partial V_4} + J_4 \frac{\partial U}{\partial x_4} \frac{\partial x_4}{\partial L_4 \partial V_4} \lesssim w
  \]
  was done in the previous block.

  So the estimate of this block is to take the larger between \[
  \left( \frac{1}{\chi^2} \right)_{2 \times 4} \quad \text{and} \quad (w, w) \otimes \left( \frac{1}{\mu \chi^2}, \frac{1}{\chi^2}, \mu, \mu \frac{\mu}{\chi} \right).
  \]
\[ \nabla_{\mathcal{V}_4} \mathcal{F}_4 \]

The leading contribution is given by the first and second summands in (7.4),

\[ \frac{\partial x_4}{\partial \mathcal{V}_4} J_4 \frac{\partial^2 U}{\partial x_4 \partial x_4} \frac{\partial x_4}{\partial \mathcal{V}_4} + J_4 \frac{\partial U}{\partial x_4} \frac{\partial^2 x_4}{\partial \mathcal{V}_4 \partial \mathcal{V}_4} \lesssim w, \]

using Lemma 6.3. We next show the other summands are small. The first summand in (7.3) gives \((w, w) \otimes (w, w)\). Next, we consider the second summand in (7.4). We have

\[ \frac{\partial x_4}{\partial L_4} \left( J_4 \frac{\partial^2 U}{\partial x_4 \partial x_4} \frac{\partial x_4}{\partial \mathcal{V}_4} + J_4 \frac{\partial U}{\partial x_4} \frac{\partial^2 x_4}{\partial \mathcal{V}_4 \partial \mathcal{V}_4} \right) \lesssim w \]

is estimated as before. Therefore, the first and third summands in (7.4) are much smaller than \(w\).

**Part (a) is complete now. Finally, we show part (b)**

According to the last bullet point, the leading terms in \(\nabla_{\mathcal{V}_4} \mathcal{F}_4\) come from

\[ \frac{dt}{d\ell_4} \left( \frac{\partial x_4}{\partial \mathcal{V}_4} \left( J_4 \frac{\partial^2 H}{\partial x_4 \partial x_4} \frac{\partial x_4}{\partial \mathcal{V}_4} + J_4 \frac{\partial H}{\partial x_4} \frac{\partial^2 x_4}{\partial \mathcal{V}_4 \partial \mathcal{V}_4} \right) \right) = L_4^3 \left( \frac{\partial}{\partial g_4} \frac{\partial U}{\partial g_4} \frac{\partial}{\partial x_4} \right) \left[ \frac{\partial x_4}{\partial g_4} \frac{\partial U}{\partial g_4} \frac{\partial}{\partial x_4} \right]. \]

Let us now look at \(U^R\) in (4.3). Only those terms in \(U^R\) containing both \(x_4\) and \(x_1\) can be as large as \(O(1/\chi)\), according to Lemma 6.3. So, we only need to consider the following three terms in \(U^R\):

\[ \left( \frac{1}{\mu x_1 + \frac{\mu}{1+2\mu} x_4 + \frac{\mu}{1+\mu} x_3} \right) + \left( \frac{1}{x_1 + \frac{\mu}{1+2\mu} x_4 - \frac{1}{1+\mu} x_3} \right) + \left( \frac{1}{x_1 + \frac{1+\mu}{1+2\mu} x_4} \right). \]

When we take two derivatives with respect to \(x_4\), a \(\mu^2\) factor will multiply the first two terms, so that the first two terms would be \(O(\mu)\), compared to the third term. So, the leading contribution to \(\partial^2 U^R/\partial x_4^2\) is given by

\[ \frac{\partial^2}{\partial x_4^2} \frac{-1}{x_1 - \frac{1+\mu}{1+2\mu} x_4}. \]
The same analysis for $U_L$ in (4.6) shows the leading contribution to $\partial^2 U_L/\partial x_4^2$ is given by

$$\frac{\partial^2}{\partial x_4^2} \left[ -\frac{1}{x_1 + \frac{\mu}{1+\mu} x_3 + \frac{1+\mu}{1+2\mu} x_4} \right].$$

Consider the $(9,9)$ entry. The main contribution to this entry comes from

$$L_3 \frac{\partial}{\partial G_4} \left( \frac{\partial x_4}{\partial g_4} \right) = L_3 \frac{\partial}{\partial G_4} \left( \frac{(\partial x_4/\partial g_4) \cdot (x_4 - (1 + O(\mu)) x_1)}{|x_4 - (1 + O(\mu)) x_1|^3} \right).$$

The numerator on the right-hand side equals

$$(1 + O(\mu)) L_3 \frac{\partial}{\partial G_4} \left( \frac{\partial x_4}{\partial g_4} \cdot x_4 \right) = (1 + O(\mu)) L_3 \frac{\partial^2 x_4}{\partial G_4 \partial g_4} \cdot x_4.$$

The first term is $O(\chi)$ due to Lemma A.3 (c), so the main contribution comes from the second term, which is $O(\chi^2)$ using Lemma A.6. We use the same argument for the other entries to get

$$\nabla V_R F_R^R = -L_3^3 \begin{bmatrix} \frac{\partial^2 x_4}{\partial G \partial g_4} & \frac{\partial x_1}{|x_4 - x_1|^3} & \frac{\partial^2 x_4}{\partial g^2} & \frac{x_1}{|x_4 - x_1|^3} \\ \frac{\partial^2 x_4}{\partial G^2} & \frac{\partial x_1}{|x_4 - x_1|^3} & \frac{\partial^2 x_4}{\partial G \partial g_4} & \frac{x_1}{|x_4 - x_1|^3} \end{bmatrix} + O\left( \frac{\mu + \mu}{|x_4|^3} \right).$$

Using Lemma A.6, we see that the $(9,9)$ entry equals

$$-L_3^3 \frac{\chi \sinh u}{\sqrt{L_4^2 + G_4^2}} + O\left( \frac{\mu + \mu}{|x_4|^3} \right).$$

Recall that $L_3 = L_4 (1 + o(1))$ (due to (6.1)) and $\sinh u = \text{sign}(u) |e_4| L_4 / \sqrt{L_4^2 + G_4^2}$ (due to (A.4)). Since Lemma 6.6 implies that $|x_4| = |e_4| L_4^2 (1 + o(1))$, we get that the $O(1/\chi)$-term in (9,9) is asymptotic to

$$-L_4^4 \frac{\text{sign}(u)}{L^2 + G^2} \frac{\chi |x_4|}{(\chi - |x_4|)^3}.$$ 

Since $u$ and $v_{4,\parallel}$ have opposite signs, we obtain the asymptotics of the $O(1/\chi)$-term claimed in part (b) of Lemma 7.3 for the $(9,9)$ entry. The analysis of other entries of $\nabla V_R F_R^R$ is similar.

Next, we consider the left case. The argument is the same except for the following differences. First, the error term in (7.6) is now $O(\mu/\chi)$, since $\mu/|x_4|^3$ should be replaced by $1/\chi$, as usual. Next, $U_L$ is roughly $1/|x_4 + x_1|$, up to some $\mu$ error, which differs from $U_R$ by a “minus” sign. Then, we have that the asymptotic expression of (7.7) follows directly from Lemma A.6 (c).
7.3. Estimates of the solution of the variational equations

In this section, we give the proof of the estimates of matrices $N_1$, $N_3$, $N_5$ and the $(I)_{44}$, $(III)_{44}$, $(V)_{44}$ blocks in Proposition 5.2.

From one Poincaré section to the next, it takes time of order $O(\chi)$. The main body of the proof is to show that the fundamental solutions of the variational equations are estimated by three steps of Picard iterations.

7.3.1. The asymptotics of the $(N_1)_{44}$, $(N_3)_{44}$, $(N_5)_{44}$ blocks in Proposition 5.2 (b)

The blocks are obtained by integrating the leading terms in the estimates of $\nabla y_i F_i$ in part (b) of Lemma 7.3. After a rescaling of time, the problem is reduced to finding the fundamental solution of a linear ordinary differential equation (ODE) system defined by constant $2 \times 2$ matrices.

7.3.2. The matrix $N_3$ for the piece (III)

Let us first explain how to get the matrix $N_3$. Since the right matrix of Lemma 7.3 has constant entries, which we denote by $K$ temporarily, $N_3$ can be estimated by the fundamental solution of the ODE $X' = K \cdot X$, that is, by

$$X(\chi) = e^{K\chi} = \sum_{n=0}^{\infty} \frac{1}{n!} (K\chi)^n.$$ 

Note that $K$ has positive entries. We claim that in fact

$$e^{K\chi} - \text{Id} = O(K\chi + \frac{1}{2} (K\chi)^2 + (K\chi)^3).$$  \hspace{1cm} (7.8)

Indeed, a brute force calculation shows that $(K\chi)^4 \leq C_3 (K\chi + (K\chi)^2 + (K\chi)^3)$. This allows us to get inductively that

$$(K\chi)^n \leq C_n (K\chi + (K\chi)^2 + (K\chi)^3) \text{ where } C_n = C_3 (1 + C_3)^{n-4}. \hspace{1cm} (7.9)$$

Summing the series for $e^{K\chi}$, we obtain (7.8). All entry except (6,5) and (7,8) appear in $K\chi + (K\chi)^2$.

We remark that the computation can be done either by computer or by hand. Note that the 1st, 3rd and 4th rows, the 9th and 10th rows, the 2nd, 3rd and 4th columns and the 9th and 10th columns are the same, respectively, so we can reduce the size of the matrices from $10 \times 10$ to $7 \times 7$. 
7.3.3. The matrices $N_1$ and $N_5$

We first explain the strategy of reducing the estimate of the fundamental solution to three steps of Picard iterations.

Step 1. (The strategy.)

Denote the ODE by $dY/dt = \Lambda(t)Y$ with the initial condition $Y(0) = \text{Id}_{10}$. Using the Picard iteration, the solution is

$$Y(t) = \text{Id} + \int_0^t \Lambda \cdot Y(s) \, ds = \text{Id} + \int_0^t \Lambda \, dt + \int_0^t \int_0^s \Lambda(\tau) \, d\tau \, ds + \ldots$$

(7.10)

where $I_i$ is the $i$th iterated integral. We will show that $Z(t) = \text{Id} + c_1 I_1(t) + c_2 I_2(t) + \ldots + c_n I_n(t)$, with properly chosen $c_n = c_{n-1} = \ldots = c_3 > c_2 > c_1 > 1$, satisfies the inequality $Z' \geq \Lambda(t)Z(t)$, or equivalently

$$\text{Id} + c_1 I_1(t) + \ldots + c_n I_n(t) = Z(t) \geq \text{Id} + \int_0^t \Lambda(s)Z(s) \, ds$$

$$\geq \text{Id} + I_1(t) + c_1 I_2(t) + c_2 I_3(t) + \ldots + c_n I_{n+1}(t),$$

$$c_n I_{n+1}(t) \leq (c_1 - 1)I_1(t) + (c_2 - c_1)I_2(t) + (c_3 - c_2)I_3(t).$$

(7.11)

Then, by the Gronwall inequality, we get that $Y(t) \leq Z(t)$.

Step 2. (Checking (7.11).)

We next show how to compute the matrix products. The following observations allow us to reduce (7.11) to computing products of constant matrices, which simplifies the calculation significantly. In $u, v$ and $w$, we replace $\mu/(\ell_4^3 + 1)$ by $\mu/|\ell_4|^3$ with $\ell_4$ lying between 1 and $O(\chi)$. Recall that $\mu/|\ell_4|^3$ is the correct bound of terms of the form $\mu|x_3|/|x_4|^3$ in Lemma 6.6, while $\mu/(\ell_4^3 + 1)$ was used to show that the denominator cannot be zero.

For $N_1$, we pick a small constant $\varepsilon_0$ which is independent of $\mu$ and $\chi$, so that

$$\int_{\ell_4}^{\ell_4 + \varepsilon_0} \frac{\mu}{\ell_4^3} \, d\ell_4 = \frac{\mu\varepsilon_0}{(\ell_4^3)^3} + O(\varepsilon_0^3),$$

where $\ell_4 = O(1) \neq 0$ is the initial $\ell_4$. Inequality (7.11) holds for $\ell_4 \in [\ell_4, \ell_4 + \varepsilon_0]$ for $\varepsilon_0$ small enough. For $\ell_4 \geq \ell_4 + \varepsilon_0$, we have

$$\int_{\ell_4}^{\ell_4} \frac{\mu}{s^3} \, ds = \frac{\mu}{2(\ell_4^3)^2} - \frac{\mu}{2(\ell_4^3)^2} = O(\mu),$$
as $\ell_4 \to \infty$ and $\mu \to 0$. So, we replace all the integrals $\int_{\ell_4}^{t_4} (\mu/s^3) \, ds$ by $\mu$ in the sense of “$\sim$”. After integration in (7.11), there are no terms of the form $1/\ell_4^k$, $k > 0$.

Notice that we can decompose right matrix in Lemma 7.3 as $K + \mu B/\ell_4^3$, where $K$ and $B$ do not depend on $\ell_4$, and $K$ is exactly the same as in (7.8). We have

\[
I_1(\ell_4) \lesssim \ell_4 K + \mu B,
\]
\[
I_2(\ell_4) \lesssim \ell_4^3 K^2 + \mu \ell_4 K B + \mu^2 B^2,
\]
\[
I_3(\ell_4) \lesssim \ell_4^3 K^3 + \mu \ell_4^2 K^2 B + \mu \ell_4 K B K + \mu^2 \ell_4 K B^2 + \mu \ln \ell_4 B K + \mu^2 (B K + B^2 K) + \mu^3 B^3.
\]

To simplify the proof, we note that $I_3(\ell_4)$ is bounded by

\[
\frac{\ell_4^3 K^3}{3!} + \varepsilon I_1(\ell_4) + \varepsilon I_2(\ell_4),
\]

where $\varepsilon$ can be chosen to be arbitrarily small, provided $\mu$ and $1/\chi$ are small enough. So, $I_4(\ell_4)$ is bounded by

\[
\int_1^{t_4} \left( K + \frac{\mu}{\ell^3} B \right) \left( t^3 K^3 + \varepsilon I_1(t) + \varepsilon I_2(t) \right) dt \lesssim \frac{\ell_4^4 K^4}{4!} + \mu \ell_4 B K^3 + \varepsilon I_2(\ell_4) + \varepsilon I_3(\ell_4).
\]

It turns out that we have $\mu \chi B K^3 \ll \chi^4 K^4$, so we get

\[
I_4(\ell_4) \lesssim \frac{1 + \varepsilon}{4!} \ell_4^4 K^4 + \varepsilon I_2(\ell_4) + \varepsilon I_3(\ell_4).
\]

Inductively, we have

\[
I_n(\ell_4) \lesssim C_n \ell_4^6 K^n + \varepsilon I_{n-2}(\ell_4) + \varepsilon I_{n-1}(\ell_4),
\]

where $C_n$ satisfies

\[
C_{n+1} \lesssim \left( \frac{1}{n+1} + \frac{\varepsilon}{n-2} \right) C_n.
\]

We can bound $C_n \lesssim C(1 + 2\varepsilon)^n/n!$. Moreover, by $\chi^4 K^4 \lesssim C \chi^3 K^3$, we get

\[
\chi^n K^n \lesssim C \chi^{n-3} \chi^3 K^3,
\]

where $C$ is independent of $\mu$ or $\chi$. So, we get

\[
I_n(\chi) \lesssim C \frac{(1 + 2\varepsilon)^n}{n!} \chi^{n-3} \chi^3 K^3 + \varepsilon I_{n-2}(\chi) + \varepsilon I_{n-1}(\chi).
\]

(7.12)
By applying (7.12) recursively, we can bound

\[ I_n(\chi) \leq C \frac{(C(1+2\varepsilon))^n}{n!} \chi^3 K^3 + O(\varepsilon)\chi^3 K^3 + O(\varepsilon)I_1(\chi) + O(\varepsilon)I_2(\chi), \]

where the Os depend on \( n \) but not on \( \mu, \chi \). We choose \( n \) (independent of \( \mu \) and \( \chi \)) so that \( C(C(1+2\varepsilon))^n/n! \) is smaller than \( \frac{1}{100} \). We then choose \( \mu \), without changing \( n \), so that all the \( O(\varepsilon)s \) are smaller than \( \frac{1}{100} \). We can replace \( \chi^3 K^3 \) by \( I_3(\chi) \), because \( \frac{1}{2}\chi^3 K^3 < I_3(\chi) \).

Then, we see that (7.11) is satisfied if we choose \( c_1=2, c_2=3 \) and \( c_3=4 \).

For \( N_3 \), we integrate \( \ell_4 \) from \( O(\chi) \) to \( O(1) \), using only \( 1/\chi \) in \( w(\ell_4) \) when doing integration since its integral dominates the other term. Again, we can decompose the right matrix in Lemma 7.3 as \( K + \mu B/\ell_4^3 \), whose integration for \( \ell_4 \) from \( \frac{1}{2}\chi \) to 1 is

\[ \sim \left( \frac{1}{2}\chi - \ell_4 \right) K + \mu B/\ell_4^2. \]

We have

\[ I_1(\ell_4) \leq (\chi - \ell_4)K + \frac{\mu}{\ell_4^2} B, \]

\[ I_2(\ell_4) \leq (\chi - \ell_4)^2K + \frac{\mu}{\ell_4} KB + \frac{\mu}{\ell_4^2} BK + \frac{\mu^2}{\ell_4^2} B^2, \]

\[ I_3(\ell_4) \leq (\chi - \ell_4)^3K^3 + \mu \ln \frac{\ell_4}{\chi} K^2 B + \mu \left( \frac{\chi}{\ell_4} - \log \ell_4 \right) BK + \frac{\mu^2}{\ell_4^2} K^2 B^2 + \mu \left( \frac{\chi - \ell_4}{\ell_4^2} B^2 + \frac{\mu^2}{\ell_4^2} BKB + \mu^2 \chi - \ell_4 B K + \frac{\mu^3}{\ell_4^2} B^3. \]

We next prove that three steps of Picard iterations give the correct estimate of the fundamental solution. It can be verified that

\[ I_3(\ell_4) \leq \frac{(\chi - \ell_4)^3 K^3}{3!} + \frac{(\chi - \ell_4)^2}{\ell_4} BK^2 + \varepsilon \left( I_1(\ell_4) + I_2(\ell_4) \right). \]

In other words, the new contributions from \( I_3 \) come mainly from \( K^3 \) and \( BK^2 \). Moreover, we have

\[ \frac{\mu^2 B^2}{\ell_4^2} + \mu \chi - \ell_4 K B K \leq \varepsilon \left( (\chi - \ell_4)K + \frac{\mu B}{\ell_4^2} + (\chi - \ell_4)^2 K^2 \right). \] (7.13)

This inequality allows us to remove higher powers of \( B \) and to keep only the \( K^1 \) and \( BK^1 \) terms.

Next, by splitting the integral into integrals over \([1, \frac{1}{2} \chi]\) and \([\frac{1}{2} \chi, \chi]\), we have, for \( t \in [1, \chi] \),

\[ \int_t^\chi \frac{(\chi - s)^n}{s^k} ds \leq 100 \cdot 2^n t^{-k+1} (\chi - t)^n \]

for \( n \geq 1 \) and \( k=2, 3, 4, 5 \).
Let us now consider $I_4$:

$$I_4(\ell_4) \leq \int_{\ell_4}^\chi \left(K + \frac{\mu}{t^3} B\right) \left(\frac{(\chi-t)^3 K^3}{3!} + \frac{\mu (\chi-t)^2}{t^2} BK^2 + \varepsilon (I_1(t) + I_2(t))\right) dt$$

$$\leq \frac{1}{4!} (\chi - \ell_4)^4 K^4 + 100 \cdot 2^3 \frac{1}{3!} \mu \frac{(\chi - \ell_4)^3}{\ell_4^3} BK^3 + 100 \cdot 2^2 \mu \frac{(\chi - \ell_4)^2}{\ell_4^2} BK^2$$

$$+ 100 \cdot 2^2 \mu \frac{(\chi - \ell_4)^2}{\ell_4^2} B K^2 + \varepsilon (I_2(\ell_4) + I_3(\ell_4))$$

$$\leq \frac{1}{4!} (\chi - \ell_4)^4 K^4 + 100 \cdot 2^3 \frac{1}{3!} \mu \frac{(\chi - \ell_4)^3}{\ell_4^3} BK^3 + \varepsilon (I_2(\ell_4) + I_3(\ell_4))$$

$$+ 100 \cdot 2^2 \varepsilon \left((\chi - \ell_4)^2 K^2 + (\chi - \ell_4) K^3 + (\chi - \ell_4)^4 K^4 + \mu \frac{(\chi - \ell_4)^2}{\ell_4^2} BK + \mu \frac{(\chi - \ell_4)^2}{\ell_4^2} B K^2\right),$$

where, in the last $\leq$, we use (7.13). Inductively, we get

$$I_n(\ell_4) \leq \frac{C^n}{n!} (\chi - \ell_4)^n K^n + \frac{C^n}{(n-1)!} \mu \frac{(\chi - \ell_4)^{n-1}}{\ell_4^2} BK^{n-1} + \varepsilon (I_{n-2}(\ell_4) + I_{n-1}(\ell_4))$$

$$+ \varepsilon C^n \left(\sum_{j=1}^n (\chi - \ell_4)^j K^j\right) + (C \varepsilon)^{n-2} \mu \frac{B}{\ell_4^2} \left(\sum_{j=1}^{n-2} (\chi - \ell_4)^j K^j\right),$$

where $(C \varepsilon)^{n-2}$ appears since each application of (7.13) gives rise to a multiple of $C \varepsilon$.

Further argument is similar to the $N_1$ case.

8. Estimates of the boundary contribution

In this section, we work on all the boundary contributions (see Definition 7.1 and equation (7.1)) for the maps (I), (III) and (V).

8.1. Boundary contribution for (I)

Computation of matrix (I) in Proposition 5.2. By (7.1), (I) is a product of three matrices (7.1) and we already know the matrix $N_1$, i.e. the solution of the variational equation. It remains to work out the two matrices for boundary contributions. The expression for $x_{4||}^R$ is the following (see Appendix A):

$$x_{4||}^R = -(\cos g_4)L_4^2(cosh u_4 - \varepsilon_4) + (\sin g_4)L_4G_4 sinh u_4. \tag{8.1}$$
For fixed \( x_{4, \parallel}^R = -\frac{1}{2} \chi \) or \( x_{4, \parallel}^R = -2 \), we can solve \( \ell_4 \) as a function of \( L_4, G_4 \) and \( g_4 \). The bounds for \( L_4 \) and \( G_4 \) have been obtained in Lemma 6.4, 6.6 (a) and 6.7. So, we get the following using the implicit function theorem and Lemma A.3:

\[
\left( \frac{\partial L_4}{\partial \ell_4}, \frac{\partial G_4}{\partial \ell_4}, \frac{\partial g_4}{\partial G_4} \right) = - \left( \frac{\partial x_{4, \parallel}}{\partial \ell_4} \right)^{-1} \left( \frac{\partial x_{4, \parallel}}{\partial L_4}, \frac{\partial x_{4, \parallel}}{\partial G_4}, \frac{\partial x_{4, \parallel}}{\partial g_4} \right),
\]

\[
\left( \frac{\partial L_4}{\partial \ell_4}, \frac{\partial G_4}{\partial \ell_4}, \frac{\partial g_4}{\partial G_4} \right) \bigg|_{x_{4, \parallel}^R = -\chi/2} \lesssim (\chi; 1, 1),
\]

(8.2)

\[
\left( \frac{\partial L_4}{\partial \ell_4}, \frac{\partial G_4}{\partial \ell_4}, \frac{\partial g_4}{\partial G_4} \right) \bigg|_{x_{4, \parallel}^R = -2} \lesssim (1, 1, 1).
\]

Note that \( \ell_4 \) depends on all other variables including \( L_4 \), so, using Corollary 6.10 and Lemma 7.2, we obtain, for the section \( x_{4, \parallel}^R = -2 \),

\[
\left( \frac{\partial \ell_4}{\partial \nu} \right)^R \bigg|_{x_{4, \parallel}^R = -2} \lesssim \left( 1, \mu, \mu; \frac{1}{\mu \chi^2}, \frac{1}{\chi^3}, \mu; \chi, 1 \right)_{1 \times 10},
\]

(8.3)

\[
\mathcal{F}^R |_{x_{4, \parallel}^R = -2} \lesssim \left( \mu, 1, \mu; \mu; \frac{\mu}{\chi}, \frac{1}{\mu^2}; \mu, 1 \right)^T_{1 \times 10},
\]

and, for the section \( x_{4, \parallel}^R = -\frac{1}{2} \chi \),

\[
\left( \frac{\partial \ell_4}{\partial \nu} \right)^R \bigg|_{x_{4, \parallel}^R = -\chi/2} \lesssim \left( \chi, \frac{1}{\chi^2}, \frac{1}{\chi^3}, \frac{1}{\mu}, \mu, \mu; \mu; 1 \right)_{1 \times 10},
\]

(8.4)

\[
\mathcal{F}^R |_{x_{4, \parallel}^R = -\chi/2} \lesssim \left( 1, \frac{1}{\chi^2}, \frac{1}{\chi^3}, \mu, \mu; \frac{1}{\mu^2}; \frac{1}{\chi^2}, \frac{1}{\chi^3}, \frac{1}{\chi^2} \right)^T_{1 \times 10},
\]

where the two entries in bold font are estimates in the sense of \( \sim \) rather than \( O \). The 1 entry in \( \mathcal{F}^R |_{x_{4, \parallel}^R = -\chi/2} \) is already established in Corollary 6.10. To get the \( \chi \) entry in

\[
\left( \frac{\partial \ell_4}{\partial \nu} \right)^R \bigg|_{x_{4, \parallel}^R = -\chi/2},
\]

we use the (1, 1) and (1, 2) entries in \( D \) from (A.7). The result is

\[
- \frac{\partial x_{4, \parallel}}{\partial L_4} \left( \frac{\partial x_{4, \parallel}}{\partial \ell_4} \right)^{-1} \simeq - \frac{2 \ell_4}{L_4} \simeq \frac{\chi}{L_4},
\]

where the last equality is obtained by setting \( Q_\parallel = -\frac{1}{2} \chi \) in (A.5). In this case \( u > 0 \) and \( \ell_4 < 0 \). Denote

\[
l := \left( \frac{1}{\chi^2}, \frac{1}{\chi^3}, \frac{1}{\mu \chi^2}; \frac{1}{\chi^3}, \mu, \frac{1}{\chi^3}, \frac{1}{\chi} \right)_{1 \times 10},
\]

\[
u := \left( \frac{1}{\chi^2}, \frac{1}{\chi^3}; \mu, \frac{1}{\mu \chi^2}; \frac{1}{\chi^3}, \frac{1}{\chi^2} \right)^T_{1 \times 10},
\]

(8.5)
Then, (8.4) gives
\[
\frac{1}{\chi} \left( \frac{\partial \ell}{\partial V} \right)_{x_{4,\parallel} = -\chi/2} \lesssim l \quad \text{and} \quad F^R_{x_{4,\parallel} = -\chi/2} \lesssim u.
\]

Define
\[
u_1^R = F^R_{x_{4,\parallel} = -2}, \quad \ell_1^R = \left( \frac{\partial \ell}{\partial V} \right)_{x_{4,\parallel} = -2}^R,
\]
\[
u_1^L = (1 + O(\mu)) F^R_{x_{4,\parallel} = -\chi/2} \lesssim u, \quad \ell_1^L = \frac{1}{\chi} \left( \frac{\partial \ell}{\partial V} \right)_{x_{4,\parallel} = -\chi/2}^R \lesssim l,
\]
where the inequalities follow from (8.6) and (8.4). Then,
\[
(I) = \left( \mathrm{Id} - F^R \otimes \left( \frac{\partial \ell}{\partial V} \right)_R \right)^{-1} N_1 (\mathrm{Id} - \nu_1^R \otimes \ell_1^R),
\]
as claimed in Proposition 5.2. To invert
\[
\mathrm{Id} - F^R \otimes \left( \frac{\partial \ell}{\partial V} \right)_R,
\]
we use (7.2) and verify that
\[
\left( \frac{\partial \ell}{\partial V} \right)_R^R \cdot F^R = O(\mu).
\]
So, we get (I) as claimed in Proposition 5.2.

Finally, we show the \(\beta\) rotation of the section \(\{x_{4,\parallel}^R = -2, v_{4,\parallel}^R > 0\}\) to the section \(\{(\text{Rot}(-\beta) \cdot x_4)^R_{\parallel} = -2, v_{4,\parallel}^R > 0\}\), after applying \(R\) in Definition 2.6 is negligible. Instead of (8.1), we need to use the expression \((\cos \beta) x_{4,\parallel}^R - (\sin \beta) x_{4,\perp}^R = -2\), and convert \(x_4^R\) into Delaunay variables. Since we have \(\ell_1^R = O(1)\) here, and \(\beta = O(\mu/\chi)\) since \(x_1 \in S_{\mu, \partial}\), we get a correction of order \(O(\mu/\chi) \cdot (\partial \ell/\partial V)^R\) to \((\partial \ell/\partial V)^R\) in (8.3), which is negligible.

8.2. Boundary contribution for (III)

Computation of matrix (III) in Proposition 5.2. For the matrix (III), the solution for the variational equation is given by \(N_3\). We only need to work out the two boundary terms on the sections \(\{x_{4,\parallel}^R = -\frac{1}{2} \chi, v_{4,\parallel}^R < 0\}\) and \(\{x_{4,\parallel}^L = -\frac{1}{2} \chi, v_{4,\parallel}^L > 0\}\). In (7.1), the variables \(V^i\) and \(V^f\) should carry superscript \(L\) for matrix (III), since we did not compose a coordinate change between the left and right variables in (7.1). However, the section \(\{x_{4,\parallel}^R = -\frac{1}{2} \chi, v_{4,\parallel}^R < 0\}\) is defined using variables with superscript \(R\), so we first need to
express it using left variables. We use the matrix $R \cdot L^{-1}$ to get $X^R = R \cdot L^{-1} X^L$. This implies

$$x_{4,4}^R = x_{4,4}^L + \frac{1}{1+\mu} x_{4,4}^L$$

$$= x_{4,4}^L + \frac{1}{1+\mu} ((\cos g_4) L_4^2 (\cosh u_4 - e_4) - (\sin g_4) L_4 G_4 \sinh u_4) = - \frac{\chi}{2}.$$

So, we get the following using the implicit function theorem and Lemma A.3 from the
appendix:

$$\begin{align*}
\left( \frac{\partial \ell_4}{\partial L_4}, \frac{\partial \ell_4}{\partial G_4}, \frac{\partial \ell_4}{\partial \chi}, \frac{\partial \ell_4}{\partial \mu} \right)^L |_{x_{4,4}^L = -\chi/2} & \lesssim (\chi, 1, 1, 1). \\
\end{align*}$$

Using Corollary 6.10 and Lemma 7.2, we obtain

$$\begin{align*}
\left( \frac{\partial \ell_4}{\partial \chi} \right)^L |_{x_{4,4}^L = -\chi/2} & \lesssim \left( \frac{1}{\chi}, \frac{1}{\chi^2}, \frac{1}{\chi^3}, \frac{1}{\chi^4}, \frac{1}{\chi^5}, \frac{1}{\chi^6}, \frac{1}{\chi^7}, \frac{1}{\chi^8}, \frac{1}{\chi^9}, \frac{1}{\chi^{10}} \right)_{1 \times 10}, \\
\end{align*}$$

$$\mathcal{F}^L |_{x_{4,4}^L = -\chi/2} \lesssim \left( \frac{1}{\chi}, \frac{1}{\chi^2}, \frac{1}{\chi^3}, \frac{1}{\chi^4}; \mu, \frac{1}{\chi}; \frac{1}{\chi^2} \right)_{1 \times 10},$$

where $\mathbf{1}$ and $\chi$ are estimates in the sense of $\sim$, having the same values as that in (8.4). Denote

$$l' := \left( \frac{1}{\chi}, \frac{1}{\chi^2}, \frac{1}{\chi^3}, \frac{1}{\chi^4}, \frac{1}{\chi^5}, \frac{1}{\chi^6}, \frac{1}{\chi^7}, \frac{1}{\chi^8}, \frac{1}{\chi^9}, \frac{1}{\chi^{10}} \right)_{1 \times 10},$$

which is different from $l$ in its fifth entry. Then (8.9) becomes

$$\begin{align*}
\frac{1}{\chi} \left( \frac{\partial \ell_4}{\partial \chi} \right)^L |_{x_{4,4}^L = -\chi/2} & \lesssim l' \quad \text{and} \quad \mathcal{F}^L |_{x_{4,4}^L = -\chi/2} \lesssim u.
\end{align*}$$

For the section $\{x_{4,4}^R = \frac{1}{2} \chi, v_{4,4}^L > 0\}$, the estimate is exactly the same as the case $\{x_{4,4}^R = -\frac{1}{2} \chi, v_{4,4}^L < 0\}$ in (1), i.e. $u^L_3$ and $l^L_3$, and we get the same result as (8.7):

$$\begin{align*}
u_{4,4}^L := \mathcal{F}^L |_{x_{4,4}^L = \chi/2} \lesssim u \quad \text{and} \quad l^L_{4,4} := \frac{1}{\chi} \left( \frac{\partial \ell_4}{\partial \chi} \right)^L |_{x_{4,4}^L = \chi/2} \lesssim l.
\end{align*}$$

However, we note that the $\chi$ entries in

$$\begin{align*}
\left( \frac{\partial \ell_4}{\partial \chi} \right)^L |_{x_{4,4}^L = -\chi/2} \quad \text{and} \quad \left( \frac{\partial \ell_4}{\partial \chi} \right)^L |_{x_{4,4}^L = \chi/2}
\end{align*}$$
have the same expression $-2\ell_4/L_4$, by the same calculation as in §8.1. So we get that
the former is actually $-\chi$, while the latter is $\chi$. This proves the sign differences of $l_3^0$ and $l_3^f$ in Proposition 5.2 (a.2).

We obtain the matrix (III) = (Id + $\chi u_3^f \otimes l_3^f$) $N_0 (\text{Id} - \chi u_3^i \otimes l_3^i)$ in Proposition 5.2, by defining
\[
l_3^i := \frac{1}{\chi} \left( \frac{\partial \ell_4}{\partial V} \right)^L \bigg|_{x_4^i,\| = -\chi/2} \lesssim \ell' \quad \text{and} \quad u_3^i := \mathcal{F}^L \big|_{x_4^i,\| = -\chi/2} \lesssim u,
\]
where the inequalities follow from (8.11).

\[\square\]

8.3. Boundary contribution for (V)

\textit{Computation of matrix (V) in Proposition 5.2.} For the matrix (V), the solution of the variational equation is given by $N_5$. We only need to get two boundary contributions. Notice that the section \{x_4^L = \frac{1}{2} \chi, v_4^L > 0\} is defined using left variables. However, we need to express the boundary contributions in (7.1). The estimate is exactly the same as that for the section \{x_4^R = -\frac{1}{2} \chi, v_4^R < 0\} of (III), i.e. $u_3^i$ and $l_3^i$, though this time we need to use $\mathcal{X}^L = L \cdot R^{-1} \cdot \mathcal{X}^R$. We get the same result as (8.13):
\[
u_3^R := \mathcal{F}^R \big|_{x_4^R,\| = -\frac{1}{2} \chi} \lesssim u \quad \text{and} \quad l_3^R := \frac{1}{\chi} \left( \frac{\partial \ell_4}{\partial V} \right)^R \bigg|_{x_4^R,\| = -\frac{1}{2} \chi} \lesssim \ell'.
\]

For the section \{x_4^R = -2\}, the estimate is exactly the same as the estimate in the \{x_4^R = -2\} case of (I), i.e. $u_1^i$ and $l_1^i$ in (8.7). Defining
\[
u_3^R := \mathcal{F}^R \big|_{x_4^R,\| = -2} \quad \text{and} \quad l_3^R := \left( \frac{\partial \ell_4}{\partial V} \right)^R \bigg|_{x_4^R,\| = -2}
\]
we get
\[(V) = (\text{Id} + \chi u_3^f \otimes l_3^f) N_5 (\text{Id} - u_3^i \otimes l_3^i),\]
as claimed in Proposition 5.2. The signs of $l_3^i$ and $l_3^f$ are analyzed in the same way as the cases (I) and (III).

\[\square\]

9. Estimates of the matrices (II) and (IV) for switching foci

In this section, we study the matrices (II) and (IV) in Proposition 5.2.
9.1. A simplifying computation

We start with a formal calculation, which liberates us from calculating the $V_3$ part. Both $R \cdot L^{-1}$ are $L \cdot R^{-1}$ can be represented as

\[
\begin{bmatrix}
\text{Id}_{4 \times 4} & 0 \\
0 & T_{\mu}
\end{bmatrix}
\]

for a $8 \times 8$ matrix $T_{\mu}$. We need to multiply $\partial V^L / \partial x^L$ on the left and $\partial x^R / \partial V^R$ on the right to get $(\text{II}) = \partial V^L / \partial x^L$ as follows:

\[
\frac{\partial V^L}{\partial x^L} L^{-1} \frac{\partial x^R}{\partial V^R} = \begin{bmatrix}
\partial V^L_3 \\
0 \\
\partial (V_1, V_4) \\
0
\end{bmatrix}^L_{10 \times 12} \begin{bmatrix}
\text{Id}_{4 \times 4} & 0 \\
0 & T_{\mu}
\end{bmatrix}_{12 \times 12} \begin{bmatrix}
\partial x^R_3 \\
0 \\
\partial (X_1, X_4) \\
0
\end{bmatrix}^R_{12 \times 10}.
\]

We have the same calculation for

\[
(\text{IV}) = \frac{\partial V^R}{\partial x^R} = \frac{\partial x^R}{\partial V^R} R \cdot L^{-1} \frac{\partial x^L}{\partial V^L}.
\]

In the following, we only need to figure out the matrices

\[
\frac{\partial (X_1, X_4)}{\partial (V_3, V_1, V_4)} \quad \text{and} \quad \frac{\partial (V_1, V_4)}{\partial (X_1, X_4)}.
\]

9.2. From Delaunay to Cartesian coordinates

In this section, we compute

\[
\frac{\partial (X_1, X_4)}{\partial (V_3, V_1, V_4)} = \frac{\partial (x_1, v_1, x_4, v_4)}{\partial (L_3, \ell_3, G_3, g_3, x_1, v_1, G_4, g_4)}.
\]

This computation is restricted to the section $\{x^R_4 = -\frac{1}{2} \chi\}$ for matrix (II), and to the section $\{x^L_4 = \frac{1}{2} \chi\}$ for matrix (IV). The key observation to obtain the tensor structure of the following sublemma is explained in Remark A.4 (2).
Sublemma 9.1. Assume AG. Then, the following holds.

(a) On the section \( \{ x_4^2 = -\frac{1}{2} \chi \} \), the matrix \( \partial(X_1, X_4)^R / \partial \mathcal{V}^R \) in (9.1) is an \( 8 \times 10 \) matrix of the form

\[
\frac{\partial(x_1, v_1, x_4, v_4)^R}{\partial(L_3, \ell_3, G_3, g_3, x_1, v_1, G_4, g_4)^R} = \chi u_i \otimes l_i + \begin{bmatrix}
0_{4 \times 4} & \text{Id}_{4 \times 4} & 0_{4 \times 1} & 0_{4 \times 1} \\
0_{1 \times 4} & 0_{1 \times 4} & 0 & 0 \\
0_{1 \times 4} & 0_{1 \times 4} & O(1) & O(1) \\
\ell_i & O(1/\chi) & O(1/\chi) & 0 & 0 \\
0_{1 \times 4} & 0_{1 \times 4} & 0 & 0 
\end{bmatrix}_{8 \times 10} ,
\]

where we have the estimates

\[
u_i = \begin{bmatrix}
0_{1 \times 5}, \frac{L_4}{2m_4^2 \chi^2}, 0, \frac{1}{\chi} \mu \chi_{1 \times 8}
\end{bmatrix},
\]

\[
l_i \lesssim \begin{bmatrix}
1, \frac{1}{\chi}, \frac{1}{\chi^3}, \frac{1}{\chi^3}, \frac{1}{\mu \chi^2}, \frac{1}{\chi^3}, \mu, \mu 
\end{bmatrix},
\]

\[
l_i = \left( \frac{G_4 k_4 m_4}{L_4 (G_4^2 + L_4^2)} ; O\left( \frac{1}{\chi} \right) ; O\left( \frac{1}{\mu \chi^2}, \frac{1}{\chi^3}, \frac{1}{\chi^3}, \frac{1}{\chi^3}, \mu \chi, \mu \chi ight) ; \frac{k_4 m_4}{G_4^2 + L_4^2} \right)_{1 \times 10} ,
\]

and \( l_i \) converges to \( \hat{l} \) defined in Lemma 3.2 as \( 1/\chi \ll \mu \to 0 \).

(b) On the section \( \{ x_4^2 = -\frac{1}{2} \chi \} \), the matrix \( \partial(X_1, X_4)^L / \partial \mathcal{V}^L \) for (IV) has the same form with the same \( u_i \), and \( l_i \) is replaced by

\[
l_i' = \begin{bmatrix}
0_{1 \times 8}, -\frac{k_4 m_4}{L_4}, -\frac{k_4 m_4}{L_4} + O\left( \frac{1}{\chi}, \left( \frac{1}{\chi} \right)_{1 \times 3}, \frac{1}{\mu \chi^2}, \frac{1}{\chi^3}, \frac{1}{\chi^3} \right) ; 0_{1 \times 10}
\end{bmatrix} .
\]

Proof. We trivially have

\[
\left( \frac{\partial X_1}{\partial \mathcal{V}_3, \mathcal{V}_4} \right)^{R, L} = 0 \quad \text{and} \quad \left( \frac{\partial X_4}{\partial \mathcal{V}_3} \right)^{R, L} = \text{Id}_4 ,
\]

since the variables \( X_1 = (x_1, v_1) \) are not transformed to Delaunay variables and they are independent of \( \mathcal{V}_3, \mathcal{V}_4 \). It remains to obtain \( \partial X_4 / \partial \mathcal{V} \).

Step 1. (Formal derivations.)

In the following calculation, we use (8.8). The formal calculation works for both cases, left and right, so we omit the superscripts. As before, we use \( \partial \) to denote the partial derivative with respect to all twelve variables, and \( \nabla \) to denote the covariant derivative with respect to the ten variables, with \( L_4 \) and \( l_4 \) eliminated. Since we are
restricted to the section $x_{A,4}=\pm \frac{1}{4} \chi$, we will solve $\ell_4$ as functions of $L_4, G_4$ and $g_4$, and we use $\delta \ell_4/\delta L_4, \delta \ell_4/\delta G_4$ and $\delta \ell_4/\delta g_4$ for the corresponding partial derivatives. We have

\[
\nabla_v x_4 \approx \frac{\partial x_4}{\partial (L_4, \ell_4)} \nabla_v (L_4, \ell_4) + \begin{pmatrix} 0_{4 \times 8} & \frac{\partial x_4}{\partial (G_4, g_4)} \end{pmatrix} \]

\[
= \begin{pmatrix} \frac{\partial x_4}{\partial L_4} & \frac{\partial x_4}{\partial \ell_4} \end{pmatrix} \frac{\partial \ell_4}{\partial L_4} \nabla_v L_4 + \begin{pmatrix} \nabla_v L_4 + \left( \frac{\partial \ell_4}{\partial L_4}, \frac{\partial \ell_4}{\partial G_4}, \frac{\partial \ell_4}{\partial g_4} \right) \end{pmatrix} + \begin{pmatrix} 0_{4 \times 8} & \frac{\partial x_4}{\partial (G_4, g_4)} \end{pmatrix} \]

\[
= \begin{pmatrix} \frac{\partial x_4}{\partial L_4} & \frac{\partial x_4}{\partial \ell_4} \end{pmatrix} \frac{\partial \ell_4}{\partial L_4} \nabla_v L_4 + \begin{pmatrix} \nabla_v L_4 + \left( \frac{\partial \ell_4}{\partial L_4}, \frac{\partial \ell_4}{\partial G_4}, \frac{\partial \ell_4}{\partial g_4} \right) \end{pmatrix} + \begin{pmatrix} 0_{4 \times 8} & \frac{\partial x_4}{\partial (G_4, g_4)} \end{pmatrix} \]

\[
\sim \begin{pmatrix} 0, \frac{G_4 L_4^2 \ell_4}{m_4 k_4 (G_4^2 + L_4^2)} + O(1), \frac{k_4 m_4 k_4 L_4^2}{G_4 (G_4^2 + L_4^2)} \end{pmatrix}^T \nabla_v L_4
\]

\[
+ \begin{pmatrix} 0 & 0 \\ \frac{L_4^2 \ell_4 / m_4 k_4}{G_4^2 + L_4^2} + O(1) & \frac{L_4^2 \ell_4}{m_4 k_4} + O(1) \\ \frac{1}{k_4 m_4} & \frac{1}{k_4 m_4} \\ \frac{k_4 m_4}{G_4^2 + L_4^2} & -\frac{k_4 m_4}{L_4} \end{pmatrix}
\]

where, in the last step, we use Lemma A.3, and choose the sign $\sigma = \text{sign}(u)$ to be “+” for both part (a) and (b) of the lemma. Actually, the terms

\[
\frac{\partial x_4}{\partial (L_4, G_4, g_4)} \frac{\partial x_4}{\partial \ell_4}
\]

are small compared to the corresponding $\partial x_4/\partial (L_4, G_4, g_4)$, due to the smallness of $\partial (x_{A,4}, v_4)/\partial \ell_4$ in (A.7).
It is easy to see from the above calculation that the first row is zero, since the first entry of $X_4$ is $x_{4,\parallel}$. This also follows from the fact that we are restricted on the sections $\{x^R_4 = -\frac{1}{2} \chi \}$ and $\{x^L_4 = \frac{1}{2} \chi \}$, so that $x_{4,\parallel}$ is a constant. We already have the tensor structure in the first summand of the last line of (9.3). Next, in the second summand of (9.3), the two non-trivial columns are nearly parallel. The reason is that in equation (A.7) the two vectors
\[
\begin{align*}
\frac{\partial x_{4,\perp}}{\partial (L_4, G_4, g_4)} & \quad \text{and} \quad \frac{\partial v_{4,\perp}}{\partial (L_4, G_4, g_4)}
\end{align*}
\]
(the second and fourth rows in (A.7)) are parallel with ratio of modulus $L_3^2 L_4 / m_4^2 k_4^2$, if we discard the $O(1)$ terms in the former (see Remark A.4). The two terms
\[
\begin{align*}
-\frac{\partial x_{4,\parallel}}{\partial G_4} \frac{\partial X_4}{\partial L_4} & \quad \text{and} \quad -\frac{\partial x_{4,\parallel}}{\partial g_4} \frac{\partial X_4}{\partial L_4}
\end{align*}
\]
are obviously parallel.

**Step 2.** (The case $\partial (X_1, X_4)^R / \partial V^R$ on the section $\{x^R_4 = -\frac{1}{2} \chi \}$.)

Orbit parameters in this step should carry a superscript $R$ which we omit for simplicity. We define the last row of the above calculation (9.3) as the vector $l_i$. That is,
\[
l_i := \left( \frac{G_4 k_4 m_4}{L_4 (G_4^2 + L_4^2)} \right) \nabla_V L_4 + \left( 0_{1 \times 8}; -\frac{k_4 m_4}{G_4^2 + L_4^2}, -\frac{k_4 m_4}{L_4^2} \right). \tag{9.4}
\]

We get the estimate of $l_i$ stated in the lemma using Lemma 7.2 for the section $\{x^R_4 = -\frac{1}{2} \chi \}$. Moreover, since the first entry in $\nabla_V L_4$ is $\nabla_{L_4} L_4 = 1 + O(\mu)$ and the last two entries are $O(1/\chi^2)$, we see that $l_i \rightarrow \hat{l}$ defined in Lemma 3.2 when we take limit $1/\chi \ll \mu \rightarrow 0$.

Then, the second row of the last line of (9.3) is
\[
\left( -\frac{L_4^3 L_4}{m_4^2 k_4^2} + O(1) \right) l_i + (0_{1 \times 8}, O(1), O(1)).
\]

For the third row, we define a vector
\[
\tilde{l}_i = \left( 1, 1, \frac{1}{\chi^3}, \frac{1}{\chi^3}, \frac{1}{\chi^3}, \frac{1}{\chi^3}, \frac{1}{\chi^3}, \frac{1}{\chi^3}, \frac{1}{\chi^3}, \frac{1}{\chi^3} \right)_{1 \times 8},
\]
as the first eight entries of $l_i$, so the third row is $(\tilde{l}_i; 1/\chi, 1/\chi)_{1 \times 10}$. 
Finally, we define

\[ u_i = \begin{pmatrix} 0, 0, 0, 0; \frac{L_i}{2m^2k_2^2}, 0; \frac{1}{\chi^T} \end{pmatrix}_{1 \times 8}, \]

which, after removing the first four zeros, is almost parallel to the last two columns in the last row of (9.3), where we used (A.5) to get that \( L_i^2 \ell_4 \approx \frac{1}{2} \chi \), when restricted to the section \( \{ x_4^L = \frac{1}{2} \chi \} \). This completes the proof of part (a).

**Step 3.** (The case of \( \partial (V_1, V_4)^L / \partial V^L \) on the section \( \{ x_4^L = \frac{1}{2} \chi \} \)).

This case follows from the same formal calculation (9.3). However, since the variables are to the left of the section \( x_4^L = \frac{1}{2} \chi \), we have \( G^L = O(1/\chi) \) in (9.4) according to Lemma 6.11 (b). Thus, we get an improved \( l_i' \) in place of \( l_i \), by applying Lemma 7.2 to (9.4). We also have \( L_4^2 (- \ell_4 \approx \frac{1}{2} \chi \) using (A.6) for \( u > 0 \) and \( \ell_4 < 0 \) to the left of the section \( x_4^L = \frac{1}{2} \chi \). So, \( u_i \) in the left case has the same expression as in the right case. This proves part (b).

\[ \square \]

### 9.3. From Cartesian to Delaunay coordinates

In this section we compute

\[ \frac{\partial (V_1; V_4)}{\partial (X_1, X_4)} = \frac{\partial (x_1, v_1, G_4, g_4)}{\partial (x_1, v_1, v_4, v_4)}. \]

The key observation to get the tensor structure is explained in Remark A.4 (3).

**Sublemma 9.2.** Assume \( \mathbf{AG} \). Then, the following holds.

(a) On the section \( \{ x_4^L = \frac{1}{2} \chi \} \), the matrix \( \partial (V_1; V_4)^L / \partial (X_1, X_4)^L \) in (9.1) is a 6×8 matrix of the following form:

\[
\frac{\partial (x_1, v_1, G_4, g_4)^L}{\partial (x_1, v_1, v_4, v_4)^L} = \chi u_{iii} \otimes l_{iii} + \begin{bmatrix} 1_{6 \times 8} & 0_{4 \times 1} & 0_{4 \times 1} & 0_{4 \times 1} & 0_{4 \times 1} & 0_{4 \times 1} \\ 0_{1 \times 4} & 0_{1 \times 4} & 0_{1 \times 4} & 0_{1 \times 4} & 0_{1 \times 4} & 0_{1 \times 4} \end{bmatrix},
\]

where we have estimates

\[
u_{iii} = \begin{pmatrix} 0, 0, 0, 0; 1, \frac{1}{L_4} + O \left( \frac{1}{\chi^T} \right) \end{pmatrix}_{1 \times 8},
\]

\[
l_{iii} = \begin{pmatrix} 1_{6 \times 8}; O \left( \frac{1}{\chi^2} \right), \frac{-m_4 k_1}{\chi L_4}, O \left( \frac{1}{\chi^T} \right), \frac{1}{2} \end{pmatrix}_{1 \times 8}.
\]

(b) On the section \( \{ x_4^L = \frac{1}{2} \chi \} \) the matrix \( \partial (V_1; V_4)^R / \partial (X_1, X_4)^R \) for (IV) has the same form with \( u_{iii} \) replaced by

\[
u_{iii'} = \begin{pmatrix} 0, 0, 0, 0; 1, \frac{L_4}{G^2 + L^2} \end{pmatrix}_{1 \times 8},
\]

and \( l_{iii} \) replaced by \( l_{iii'} = -l_{iii} \).
Proof. The only non-trivial part of this matrix is $\partial(G_4,g_4)/\partial(x_4,v_4)$. We consider first part (a), to the left of the section \( \{x_4^R = -\frac{1}{2} \chi \} \), where the variables should carry superscript \( L \) that we omit. It follows from Lemma A.5 (b) that

$$
\frac{\partial g_4}{\partial(x_4,v_4)} = \frac{L_4}{G_4^2 + L_4^2} \frac{\partial G_4}{\partial(x_4,v_4)} + O\left( \frac{1}{\chi^2}, \frac{1}{\chi}, 1, 1 \right).
$$

This implies that the two rows in \( \partial(G_4,g_4)^L/\partial(x_4,v_4)^L \) are almost parallel up to the \( O \) term. Therefore, we have the tensor structure in the lemma.

Next, we define

$$
u_{\text{iii}} = \begin{pmatrix} 0_{1 \times 4}; 1, \frac{L_4}{G_4^2 + L_4^2} \end{pmatrix}^T = \begin{pmatrix} 0_{1 \times 4}; 1, \frac{1}{L_4} + O\left( \frac{1}{\chi^2} \right) \end{pmatrix}^T,
$$

$$l_{\text{iii}} = \frac{1}{\chi} \begin{pmatrix} 0_{1 \times 4}; \frac{\partial G_4}{\partial(x_4,v_4)} \end{pmatrix} = \begin{pmatrix} 0_{1 \times 4}; O\left( \frac{1}{\chi^2} \right), -\frac{m_4 k_4}{\chi L_4}, O\left( \frac{1}{\chi} \right), -\frac{1}{2} \end{pmatrix},
$$

where the entry \(-m_4 k_4/\chi L_4\) is obtained using the following formulas:

$$
\frac{\partial G}{\partial Q_\perp} = P_\parallel \text{ (by Lemma A.5)}, \quad E_4 = \frac{|P|^2}{2m_4} = \frac{k_4}{|Q|} = \frac{m_4 k_4^2}{2L_4^2}, \quad |P| \approx |P_\parallel| \quad \text{and} \quad P_\parallel < 0.
$$

This gives the matrix stated in the sublemma. In part (a), all the Cartesian and Delaunay variables are immediately to the left of the section \( \{x_4^R = -\frac{1}{2} \chi \} \), so we have \( G_4^L = O(1/\chi) \), using Lemma 6.11 and \( x_4^\parallel \approx \frac{1}{2} \chi \). Next, we consider part (b). It follows from Lemma A.5 that, to the right of the section \( \{x_4^L = \frac{1}{2} \chi \} \) the matrix \( \partial(V_1;V_4)^R/\partial(x_1,x_4)^R \) has the same estimates as in the left case with

$$
\nu_{\text{iii}} = \begin{pmatrix} 0_{1 \times 4}; 1, \frac{L_4}{G_4^2 + L_4^2} \end{pmatrix}^T,
$$

$$l_{\text{iii}} = \frac{1}{\chi} \begin{pmatrix} 0_{1 \times 4}; \frac{\partial G_4}{\partial(x_4,v_4)} \end{pmatrix} = \begin{pmatrix} 0_{1 \times 4}; O\left( \frac{1}{\chi^2} \right), \frac{m_4 k_4}{\chi L_4}, O\left( \frac{1}{\chi} \right), \frac{1}{2} \end{pmatrix}.
$$

We see that \( l_{\text{iii}} \) gets a “minus” sign compared to \( l_{\text{iii}} \), since both \( P_\parallel \) and \( Q_\parallel \) get “minus” signs.

With the two sublemmas, we can complete the computation of the matrices (II) and (IV).

Computation of matrices (II) and (IV) in Proposition 5.2. To be compatible with the formal derivation in (9.1), we add four zeros to \( u_i \) as the new first four entries. We still denote the new vector of twelve components by \( u_i \), as stated in Proposition 5.2. We also define a \( 12 \times 10 \) matrix

$$
C = \begin{bmatrix} \text{Id}_{4 \times 4} & 0_{4 \times 6} \end{bmatrix},
$$

where $*$ is the $O(1)$ matrix in Sublemma 9.1.

Then, consider Sublemma 9.2. To be compatible with the formal derivation in (9.1), we enlarge $u_{iii}$ and $u_{iii'}$ by adding four zeros as the new first four entries to get vectors in $\mathbb{R}^{10}$. We define a $10 \times 12$ matrix

$$A = \begin{bmatrix} \text{Id}_{4 \times 4} & 0_{4 \times 8} \\ 0_{6 \times 4} & * \end{bmatrix},$$

where $*$ is the $O(1)$ matrix of Sublemma 9.2.

Fitting these manipulations into (9.1) gives

$$(\text{II}) = (\chi u_{iii} \otimes l_{iii} + A) R \cdot L^{-1} (\chi u_i \otimes l_i + C),$$

$$(\text{IV}) = (\chi u_{iii'} \otimes l_{iii'} + A) L \cdot R^{-1} (\chi u_i \otimes l_i' + C).$$

10. The local map

The section $\{|q_3 - q_4| = \mu^k\}$ ($\frac{1}{4} < \kappa < \frac{1}{2}$) cuts the orbit for the local map into three pieces:

$\{x_{4R}^F = -2\} \rightarrow \{|q_3 - q_4| = \mu^k\},$

$\{|q_3 - q_4| = \mu^k\} \rightarrow \{|q_3 - q_4| = \mu^k\},$

$\{|q_3 - q_4| = \mu^k\} \rightarrow \{x_{4R}^F = -2\}.$

We define three maps $L^-, L^0$ and $L^+$ corresponding to the three pieces, respectively, and we have

$L = L^+ \cup L^0 \cup L^-.$

Notation 10.1. • We use the superscript $+$ (or $-$) to denote the value of the orbit parameters exiting (or entering) the circle $|q_3 - q_4| = \mu^k$.

• Also recall the coordinates $q_-$ and $p_-$ for the relative motion, and $q_+$ and $p_+$ for the motion of the center of mass of $Q_3$ and $Q_4$ in (4.10), i.e. $q_\pm = \frac{1}{2}(q_3 \pm q_4)$ and $p_\pm = p_3 \pm p_4$.

• We introduce the notation $q = (q_+, q_1)$ and $p = (p_+, p_1)$ to handle the center of mass and the remote body simultaneously.

The Hamiltonian for $L^\pm$ is the following given in Lemma 4.7:

$$H = \left( \frac{v_1^2}{2m_1R} - \frac{k_{1R}}{x_1} \right) - \frac{m_3Rk_{3R}^2}{2L_3^2} + \frac{m_4Rk_{4R}^2}{2L_4^2} - \frac{\mu}{|x_3/(1+\mu) - x_4|} + V_{out},$$

where

$$V_{out}(x_3, x_1, x_4) = O \left( \frac{\mu}{\chi^2} + \frac{1}{\chi^3} \right).$$
and the coordinates are Delaunay coordinates from (2.3), and the Hamiltonian for $L^0$ is given in Lemma 4.8:

$$H(q_1, p_1; q_-, p_-; q_+, p_+) = \left( \mu p_1^2 - \frac{1 + 2\mu}{\mu |q_1|} \right) + \left( \frac{1 + 2\mu}{4} p_-^2 - \frac{2}{|q_-|} \right) + \left( \frac{1 + 2\mu}{4} p_+^2 - \frac{\mu}{2|q_+|} \right) + V_{in},$$

where

$$V_{in}(q_1, p_1; q_-, q_+, p_+) = \mu \langle p_1, p_+ \rangle - \frac{3(q_+, q_-)^2}{2|q_-|^5} + \frac{|q_-|^2}{|q_+|^3} - \frac{\langle q_1, q_+ \rangle}{|q_1|^3} + O \left( \frac{|q_-|^3 + 1}{|q_1|^3} \right),$$

and the coordinates are the relative motion and center of mass coordinates (4.10).

### 10.1. $\mathcal{C}^0$ control of the local map: proof of Lemma 2.10

In this section, we obtain the $\mathcal{C}^0$ estimate of the local map, based on which we prove Lemma 2.10.

Suppose the assumption $AL$ for the local map is satisfied. Then, the orbit parameters

$$x^\pm = (x_1, v_1; L_3, \ell_3, G_3, g_3; L_4, \ell_4, G_4, g_4) R, \pm$$

evaluated on the section $\{ x^R_{4,\parallel} = -2, \pm v^R_{4,\parallel} < 0 \}$, satisfy $|x_1| \geq \chi$ and all the other variables are $O(1)$, as $1/\chi \ll \mu \rightarrow 0$.

First, it is clear that the time interval defining the maps $L^\pm$ is $O(1)$. After integrating the Hamiltonian equations obtained from the Hamiltonian (10.1), we see that $V_{out}$ gives only a perturbation of order $O(\mu + \mu/\chi^2 + 1/\chi^3)$ to the Kepler motion. Next, the contribution of the term

$$-\frac{\mu}{|x_3/(1+\mu) - x_4|}$$

to the Hamiltonian equation is estimated as

$$\frac{\mu}{|x_3/(1+\mu) - x_4|^2}$$

and, after integration its perturbation to the Kepler motion is estimated as

$$\int_{-2}^{\mu^\kappa} \frac{\mu}{|t|^2} dt = O(\mu^{1-\kappa}),$$

since relative velocity is non-zero, and the orbit approaches close encounter nearly linearly in $t$. So the orbit parameters are Kepler motions with $o(1)$ perturbations as $1/\chi \ll \mu \rightarrow 0$.

In particular, except for the two variables $\ell_3$ and $\ell_4$, all the other orbit parameters undergo only a $O(\mu^{1-\kappa})(\ll \mu^\kappa)$ perturbation.

Next, we study the dynamics inside $\{|q_3 - q_4| = \mu^\kappa\}$. The next lemma shows that the map $L^0$ is close to elastic collision.
Lemma 10.2. Suppose the initial orbit parameters on the section \(\{x^R_{4,\|}=-2, v^R_{4,\|}<0\}\) satisfy AL. Then, the following holds.

(a) We have the following equations for orbits crossing the section \(\{|q_3-q_4| = \mu^\kappa\}\), \(\frac{1}{3} < \kappa < \frac{1}{2}\), as \(\mu \to 0\):

\[
\begin{align*}
    p_3^+ &= \frac{1}{2} \text{Rot}(\alpha)(p_3^- - p_4^+) + \frac{1}{2}(p_3^- + p_4^+) + O(\mu^{2(1-\kappa)} + \mu^{3\kappa-1}), \\
    p_4^+ &= -\frac{1}{2} \text{Rot}(\alpha)(p_3^- - p_4^+) + \frac{1}{2}(p_3^- + p_4^+) + O(\mu^{2(1-\kappa)} + \mu^{3\kappa-1}), \\
    (q^+, p^+) &= (q^-, p^-) + O(\mu^\kappa), \\
    |q_3^- - q_4^+| &= \mu^\kappa, \\
    |q_3^- - q_4^+| &= \mu^\kappa,
\end{align*}
\]

where

\[
\text{Rot}(\alpha) = \begin{bmatrix} \cos \alpha & -\sin \alpha \\ \sin \alpha & \cos \alpha \end{bmatrix},
\]

and

\[
\alpha = \pi + 2 \arctan \left( \frac{G_{in}}{\mu L_{in}} \right), \quad \text{where} \quad \frac{1}{4L_{in}^2} = \frac{p^2}{4} - \frac{\mu}{2|q_-|} \quad \text{and} \quad G_{in} = 2p_+ \times q_-.
\]

(b) We have \(1/c < L_{in} < c\) for some constant \(c > 1\). If \(\alpha\) is bounded away from zero and \(\pi\) by an angle independent of \(\mu\), then \(G_{in} = O(\mu)\), and the closest distance between \(q_3\) and \(q_4\) is bounded away from zero by \(\mu/c\) and from above by \(\mu c\).

(c) If \(\alpha\) is bounded away from zero and \(\pi\) by an angle independent of \(\mu\), then, when measured on the boundary of the circle \(|q_-| = 2\mu^\kappa\), the angle between \(q_-\) and \(p_-\) is

\[
O(\mu^{1-\kappa}).
\]

(d) The time interval during which the orbit stays in the circle \(|q_3-q_4| = \mu^\kappa\) is

\[
\Delta t = O(\mu^\kappa).
\]

Proof. From (10.2), we decompose the Hamiltonian as \(H = H_{rel} + h(q, p)\), where the Hamiltonian \(H_{rel}\) governs the relative motion consisting of all the terms containing \(q_-\) or \(p_-\) in (10.2), as

\[
H_{rel} = \frac{\mu^2}{4L_-^2} + \frac{|q_-|^2}{|q_+|^2} - \frac{3(q_+, q_-)^2}{2|q_+|^4} + O\left(\mu^{3\kappa} + \frac{1}{\lambda^2}\right),
\]

where

\[
\frac{\mu^2}{4L_-^2} = \frac{1}{4}p_-^2 - \frac{\mu}{2|q_-|}
\]
is in Delaunay coordinates and $L_-=\mu L_{in}$.

Fix a small number $\delta_1$. Below we derive several estimates valid for the first $\delta_1$ units of time the orbit spends in the set $|q_-| \leq \frac{1}{2} \mu^k$. We then show that $\Delta t \ll \delta_1$. It will be convenient to measure time from when the orbit enters the set $|q_-| \leq \frac{1}{2} \mu^k$.

Note that $H$ is preserved and $\dot{h} = O(1)$, which implies that $L/\mu$ is $O(1)$, and moreover that this ratio does not change much for $t \in [0, \delta_1]$. Using the identity

$$\frac{\mu^2}{4L^2} = \frac{p^2}{4} - \frac{\mu}{2|q_-|},$$

we see that initially $L/\mu$ is uniformly bounded from below for the orbits by Lemma 2.10. Thus, there is a constant $\delta_2$ such that, for $t \in [0, \delta_1]$, we have

$$\delta_2 \mu \leq L(t) \leq \frac{\mu}{\delta_2}.$$  

From (6.6), we obtain

$$O(\mu^\nu) \approx |q_-| = \frac{L^2}{\mu} (e \cosh u - 1), \quad (10.6)$$

with $\ell$ and $u$ related by $u - e \sinh u = \ell$. This gives

$$\ell = O(\mu^{\kappa-1}). \quad (10.7)$$

Next,

$$\dot{\ell} = \frac{\partial H}{\partial L} = -\frac{\mu^2}{2L^3} - \frac{\partial H_{rel}}{\partial q_-} \frac{\partial q_-}{\partial L} = -\frac{\mu^2}{2L^3} + O(\mu^\nu)O(\mu^{\kappa-1}) = -\frac{\mu^2}{2L^3} + O(\mu^{2\kappa-1}). \quad (10.8)$$

Since the leading term here is at least $\delta_3^2/2\mu$, while $\ell = O(\mu^{\kappa-1})$, we obtain part (d) of the lemma. In particular, the estimates derived above are valid for the time the orbit spends in $|q_-| \leq \frac{1}{2} \mu^k$. Next, without using any control on $G$, using the inequality

$$\left| \frac{\partial e}{\partial G} \right| = \frac{1}{L} \frac{G/L}{e} \leq \frac{1}{L},$$

we have

$$\dot{L} = -\frac{\partial H}{\partial q_-} \frac{\partial q_-}{\partial \ell} = O(\mu^{\kappa+1}),$$

$$\dot{G} = -\frac{\partial H}{\partial q_-} \frac{\partial q_-}{\partial g} = O(|q_-|^2) = O(\mu^{2\kappa}),$$

$$\dot{g} = \frac{\partial H}{\partial q_-} \frac{\partial q_-}{\partial G} = O(\mu^\nu)O(\mu^{\kappa-1}) = O(\mu^{2\kappa-1}). \quad (10.9)$$
Integrating over time $\Delta t = O(\mu^\kappa)$, we get that the oscillation of $g$ and $\arctan(G/L)$ are $O(\mu^{3\kappa-1})$. We are now ready to derive the first two equations of (10.3). It is enough to show that

$$p_+^* = R(\alpha)p_-^* + O(\mu^{2(1-\kappa)} + \mu^{3\kappa-1}),$$

where $\alpha = 2\arctan(G/L)$ is the angle formed by the two asymptotes of the Kepler hyperbolic motion. We first have $|p_+^*| = |p_-^*| + O(\mu^\kappa)$, using the total energy conservation. It remains to show the expression of $\alpha$. Let us denote $\phi = \arctan(G/L)$ and

$$p_- = (p_1, p_2), \quad (p_1, p_2) = R(g) \left( -\frac{\mu}{L} \frac{\sinh u}{1-e \cosh u}, -\frac{\mu G}{L^2} \frac{\cosh u}{1-e \cosh u} \right),$$

(10.10)

using (A.3). We have by (10.7) that $e^{\pm|u|} \sim \ell \sim \mu^{\kappa-1}$. Thus,

$$\frac{p_2}{p_1} = -\frac{\mu G}{L^2 \cosh u \sin g - \frac{\mu}{L} \sinh u \sin g} = \frac{G}{L} \pm \tan g \quad \pm 1 - \frac{G}{L} \tan g + e^{-2|u|} E \left( \frac{G}{L}, g, u \right),$$

(10.11)

where the sign $\pm$ is taken as $\text{sign}(u)$ and $E$ is a $O(1)$ function as $|u| \to \infty$. Since $\arctan$ is globally Lipschitz, this completes the proof of part (a) by choosing $\alpha = 2\phi$.

From the Hamiltonian equations for $q$, we obtain

$$q^* = q^- + O(\mu^\kappa).$$

(10.12)

We also have $q^+_\pm = q^+_\mp + O(\mu^\kappa)$, due to the definition of the sections $\{|q^\pm| = \frac{1}{2} \mu^\kappa\}$. This proves the last two equation in (10.3). Plugging (10.12) into the Hamiltonian equation for $p$, we see that $p^*_\pm = p^-_\mp + O(\mu^\kappa)$. This completes the proof of part (a).

The first claim of part (b) has already been established. The estimate of $G$ follows from the formula for $\alpha$. The estimate of the closest distance follows from the fact that, if $\alpha$ is bounded away from zero and $\pi$, then the $q_-(t)$ orbit is a small perturbation of Kepler motion, and for Kepler motion the closest distance is of order $G$. We integrate the $\dot{G}$ equation (10.9) over time $O(\mu^\kappa)$ to get that the total variation $\Delta G$ is at most $\mu^{3\kappa}$, which is much smaller than $\mu$. So, $G$ is bounded away from zero by a quantity of order $O(\mu)$.

Finally, we get part (c) from the fact that

$$G = \mu^\kappa |v_-| \sin \angle (p_-, q_-) = O(\mu).$$

We are now ready to prove Lemma 2.10.
Proof of Lemma 2.10. Since we assume that the outgoing asymptote \( \bar{\theta}^+ \) is close to \( \pi \), we get that the orbit under consideration has to intersect the section \( |q_3 - q_4| = \mu^\kappa \), and also achieve \( |q_3 - q_4| = O(\mu) \) by Lemma 10.2 (b). Indeed, it is enough to show that \( p_- \times p_+ \) is bounded away from zero for both collisions. For the first collision,

\[
4(1 + \epsilon_0 \epsilon_1)(p_- \times p_+^+) = 8\sqrt{5} + 2\epsilon_0 \epsilon_1 - 3(\epsilon_1 - \epsilon_0) > 8\sqrt{5} - 3.
\]

For the second collision,

\[
\epsilon_0^2(p_- \times p_+^+) = 2(\epsilon_0 + \epsilon_1)(1 + \sqrt{2}) > 2(1 + \sqrt{2}).
\]

With the same initial \( E_3, e_3, q_3 \) and \( e_4 \), we determine a solution of the Gerver map. We have shown at the beginning of the section that the orbit parameters \( (E_3, e_3, q_3, e_4) \) have an oscillation of order \( O(\mu^{1-\kappa}) \), and the \( \ell_3 \) variable is solved from the implicit function \( |q_3 - q_4| = \mu^\kappa \). We get that the \( p_{3,4}^+ \) and \( q_{3,4}^+ \) at collision in Gerver’s case is close to those values measured on the section \( |q_3 - q_4| = \mu^\kappa \) in the \( \mu > 0 \) case. Here, we note that the coordinate change between Cartesian and Delaunay outside the section \( |q_3 - q_4| = \mu^\kappa \) is not singular. Letting \( \mu = 0 \) in the first two equations of (10.3), we obtain the equations of elastic collisions. Namely, both the kinetic energy and momentum conservation hold:

\[
|p_3^+|^2 + |p_4^+|^2 = |p_3^-|^2 + |p_4^-|^2 \quad \text{and} \quad p_3^+ + p_4^+ = p_3^- + p_4^-.
\]

On the other hand, the Gerver map \( G \) in Lemma 2.10 is also defined through elastic collisions. If we could show that the rotation angle \( \alpha \) in the \( \mu > 0 \) case is close to Gerver’s case, we then could show that the outgoing information \( p_{3,4}^+ \) and \( q_{3,4}^+ \) are close in both cases. We then complete the proof using the fact that the orbit outside \( |q_3 - q_4| = \mu^\kappa \) is an \( O(\mu^{1-\kappa}) \) small perturbation of the Kepler motion after running the orbit up to the section \( \{x_3 = -2\} \). By converting \( p_4^+ \) and \( q_4^+ \) into Delaunay coordinates, we can express the outgoing asymptote \( \bar{\theta}^+ \) as a function of \( p_4^+ \) and \( q_4^+ \), therefore a function of \( \alpha, p_{3,4} \) and \( q_{3,4} \) using (10.3), where \( \mu = 0 \) corresponds to Gerver’s case. To compare the angle \( \alpha \), it is enough to show that the outgoing asymptote \( \bar{\theta}^+ \) as a function of \( \alpha \) has non-degenerate derivative, so that we can apply the implicit function theorem to solve \( \alpha \) as a function of \( \bar{\theta}^+ \) and the initial conditions. In fact, we have \( d\bar{\theta}^+ = c \hat{\alpha} \) (\( c \neq 0 \)), and from Corollary 10.4 we have \( \partial / \partial \alpha = u \), and hence \( d\bar{\theta}^+ / d\alpha = c \hat{\alpha} \cdot u \), which is non-vanishing, due to Lemma 3.4. Here, the vectors \( \hat{\alpha} \) and \( u \) are in Lemmas 3.1 and 3.2 with subscripts omitted. So, the assumption \( |\bar{\theta}^+ - \pi| \leq \bar{\theta} \) implies that \( \alpha \) in (10.3) is \( \bar{\theta} \)-close to its value in Gerver’s case. \( \square \)

10.2. \( \mathcal{C}^1 \) control of the local map: proof of Lemma 3.1

To study the \( \mathcal{C}^1 \) estimate of the local map, we first show that \( L^+ \) and \( L^- \) are negligible and we then focus on \( L^0 \).
Lemma 10.3. Consider the maps $\mathbb{L}^\pm$ under the assumption of Lemma 3.1. Then, the vectors $\bar{l}_j$ and $\bar{\bar{l}}_j$, $j=1,2$, are almost left-invariant by $d\mathbb{L}^+$ and span $\{\bar{\mathbf{n}}_{3-j}, \bar{\mathbf{n}}_{3-j}\}$ is almost right-invariant by $d\mathbb{L}^-$ in the following sense: as $1/\chi \ll \mu \to 0$,

$$
d\mathbb{L}^- \cdot \text{span} \{\bar{\mathbf{n}}_1, \bar{\mathbf{n}}_1\} = \text{span} \{\bar{\mathbf{n}}_1, \bar{\mathbf{n}}_1\} + o(1),
$$

$$
d\mathbb{L}^- d\mathcal{R} \cdot \text{span} \{\bar{\mathbf{n}}_2, \bar{\mathbf{n}}_2\} = d\mathcal{R} \cdot \text{span} \{\bar{\mathbf{n}}_2, \bar{\mathbf{n}}_2\} + o(1),
$$

$$
\bar{l}_j \cdot d\mathbb{L}^+_j = \bar{l}_j + o(1), \bar{\bar{l}}_j \cdot d\mathbb{L}^-_j = \bar{\bar{l}}_j + o(1),
$$

$$
d\tilde{G} \cdot \text{span} \{\bar{\mathbf{n}}_2, \bar{\mathbf{n}}_2\} = \text{span} \{\bar{\mathbf{n}}_2, \bar{\mathbf{n}}_2\} + o(1).
$$

Proof. The proof is again to use (7.1) to reduce the proof into two boundary terms and the fundamental solution of the variational equation. We use the Hamiltonian (10.1). The potential

$$
- \frac{\mu}{|x_3-1+\mu-x_4|}
$$

contributes a term of order

$$
- \frac{\mu}{|x_3-1+\mu-x_4|^3}
$$

to the variational equation and its contribution to the fundamental solution is estimated as the integral

$$
\int_{-2}^{\mu^\kappa} \frac{\mu}{|t|^3} dt = O(\mu^{1-2\kappa})
$$

since the relative velocity is of order 1 approaching close encounter. Moreover, the terms of $V_{\text{out}}$, all of which are also in $U^R$, contribute only $O(\mu)$ to the fundamental solution. (If we let $\chi$ go to infinity and set $\ell_4 = O(1)$, then all the entries in the matrix in the statement of Lemma 7.3 (a) become $\mu, \mu^2$ or zero.) So, the fundamental solution is estimated as $\text{Id} + ce_{2,1} + O(\mu^{1-2\kappa})$, where $e_{2,1}$ is the matrix whose (2,1) entry is 1 and 0 otherwise, and $c$ is a constant. For the boundary terms in (7.1), the estimate $F$ of the Hamiltonian equations is $(0,-1,0,1,8) + O(\mu^{1-2\kappa})$, given in §10.1 for $\{|q_3-q_4|=\mu^\kappa\}$ as well as Corollary 6.10 for the section $\{x_4^R=-2\}$. It remains to estimate the term $\nabla V \ell_4$ in (7.1). This estimate on the section $\{x_4^R=-2\}$ is given in §8.1 and §8.3 as equation (8.3). We next show the estimate of $\nabla V \ell_4$ on the section $\{|q_3-q_4|=\mu^\kappa\}$. We have

$$
\nabla V \ell_4 = - \left( \frac{\partial |q_3-q_4|}{\partial \ell_4} \right)^{-1} \nabla V |q_3-q_4| = - \frac{(q_3-q_4) \cdot \nabla V (q_3-q_4)}{(q_3-q_4) \cdot \partial (q_3-q_4) / \partial \ell_4}.
$$

(10.13)
By Lemma 10.2 (c), we know that the angle formed by \( q_3 - q_4 \) and \( p_3 - p_4 \) is \( O(\mu^{1-\kappa}) \). Thus, in (10.13), we can replace \( q_3 - q_4 \) by \( p_3 - p_4 \) making an error of \( O(\mu^{1-\kappa}) \). Hence,

\[
\nabla_V \ell_4 = \frac{(p_3 - p_4) \cdot \nabla_V (q_3 - q_4)}{(p_3 - p_4) \cdot \partial q_4 / \partial \ell_4} + O(\mu^{1-\kappa}).
\]

Note that \( \partial q_4 / \partial \ell_4 \) is parallel to \( p_4 \). Using the information about \( v_3 \) and \( v_4 \) from Appendix B.1, we see that \( \langle v_3, v_4 \rangle \neq \langle v_4, v_4 \rangle \). Therefore, the denominator in (10.13) is bounded away from zero, and so

\[
\nabla_v \ell_4 = O(1, 1, 1, 1; \mu^{1-\kappa}, \mu^{1-\kappa}, \mu^{1-\kappa}, \mu^{1-\kappa}, 1, 1).
\]

We also need to make sure the second component \( \nabla_{\ell_3} \ell_4 \) is not close to \(-1\), so that

\[
\text{Id} - \mathcal{F} \otimes \nabla_v \ell_4
\]

is invertible on the section \( |q_3 - q_4| = \mu^\kappa \). In fact, we have

\[
\nabla_{\ell_3} \ell_4 \rightarrow \frac{(p_3 - p_4) \cdot p_3}{(p_3 - p_4) \cdot p_4}
\]

as \( \mu \to 0 \). The fact that \( \nabla_{\ell_3} \ell_4 \) is not close to \(-1\) is then verified using the information in Appendix B.1.

For the derivative \( \partial \tilde{G} / \partial \ell_4 \), the fundamental solution is estimated as Id + \( o(2) \cdot + o(1) \), and the two boundary terms are both given by the estimates (8.3) and Corollary 6.10 on the section \( \{ x_4^R = -2 \} \). Now, the statement of the lemma can be checked with this explicit information.

This lemma shows that we can replace \( G \) by \( L^- \cdot \mathcal{G} : L^+ \), and the bound of Lemma 3.2 still holds. So, in the following it is enough to study \( L^0 \) instead of \( L \) to prove Lemma 3.1.

**Proof of Lemma 3.1.** As before, we use the formula (7.1). We need to consider the integration of the variational equations and also the boundary contribution.

Recall that the subscripts \(-\) and \(+\) mean relative motion and center of mass motion, respectively, and the superscripts \(-\) and \(+\) mean incoming and outgoing, respectively. In the following, we are most interested in the relative motion, so we drop the subscript \(-\) of \( q_- \), \( p_- \), \( L_- \), \( G_- \) and \( q_- \) for simplicity without leading to confusion. Note that, in the following discussion, the symbol \( q_1 \) has two different meanings, but it is always clear from context. If \( q_1 \) and \( q_2 \) both appear in an equation, then they mean the horizontal and vertical components respectively of \( q_- \). If \( q_1 \) appears in \( q \) or with \( p_1 \) without \( q_2 \), then it means \( Q_1 - Q_2 \), the position of body 1.
Step 1. (The Hamiltonian equations, the variational equations and the boundary contributions.)

It is convenient to use the variable \( \mathcal{L} = L/\mu \). Lemma 10.2 says that \( 1/c < \mathcal{L} < c \) and \( \mu/c \leq G \leq c\mu \) for some \( c > 1 \), if the rotation angle \( \alpha \) is bounded away from zero and \( \pi \). We also have \( g, q, p, p = O(1) \) and \( q = O(\mu^\kappa) \). From the Hamiltonian (4.10), we have

\[
\dot{\ell} = -\frac{1}{2\mu^3} + O(\mu^{2\kappa-1})
\]

(see (10.8)). Using \( \ell \) as the time variable, we get from (4.10) that the equations of motion take the following form (recall that \( \ell = O(\mu^{\kappa-1}) \) due to (10.7)):

\[
\begin{align*}
\frac{d\mathcal{L}}{d\ell} &= -\mu^{-1} \frac{dt}{d\ell} \frac{\partial H}{\partial \ell} \sim \mu^{1+\kappa}, \\
\frac{dG}{d\ell} &= -\frac{dt}{d\ell} \frac{\partial H}{\partial g} \sim \mu^{1+2\kappa}, \\
\frac{dg}{d\ell} &= \frac{dt}{d\ell} \frac{\partial H}{\partial G} \sim \mu^{2\kappa},
\end{align*}
\]

\[
\begin{align*}
\frac{dq_-}{d\ell} &= \frac{dt}{d\ell} \left( \frac{1+2\mu}{2} p_+ + \mu p_1 \right) \sim \mu, \\
\frac{dp_+}{d\ell} &= \frac{dt}{d\ell} \left( \frac{2q_-}{|q_+|^3} + O \left( \mu^{2\kappa} + \frac{1}{\chi} \right) \right) \sim \mu, \\
\frac{dq_1}{d\ell} &= \frac{dt}{d\ell} \left( \frac{1}{2} \mu p_1 + \mu p_2 \right) \sim \mu^2, \\
\frac{dp_1}{d\ell} &= \frac{dt}{d\ell} \left( \frac{1+2\mu q_1}{|q_1|^3} + O \left( \frac{1}{\chi^3} \right) \right) \sim \frac{1}{\chi^2},
\end{align*}
\]

(10.14)

and we have

\[
\frac{d}{d\ell} (q, p) = O(\mu).
\]

In the first three equations, the main contribution to \( H \) comes from \( |q|^2 \) and \( |q_+ q|^2 \), both of which are \( O(\mu^{2\kappa}) \). We have the estimate

\[
\left| \left( \frac{\partial}{\partial \mathcal{L}}, \frac{\partial}{\partial \ell}, \frac{\partial}{\partial G}, \frac{\partial}{\partial g} \right) q \right| = O(\mu^\kappa, \mu, \mu^{\kappa-1}, \mu^\kappa),
\]

using (10.6) for \( q = (q_1, q_2) \), up to a rotation by \( g \). In fact, the \( \partial/\partial \ell \) amounts to dividing by the scale of \( \ell \), i.e. \( \mu^{-1+\kappa} \). The derivatives \( \partial/\partial \mathcal{L} \) and \( \partial/\partial g \) do not change the order of magnitude. Finally, since \( G = O(\mu) \), the \( \partial/\partial G \) amounts to dividing by \( \mu \).

Next, we analyze the variational equations. The same rules as those used to obtain (10.14) apply here. We have

\[
\frac{d}{d\ell} \begin{bmatrix} \delta \mathcal{L} \\ \delta G \\ \delta g \\ \delta q \\ \delta p \end{bmatrix} = O \begin{bmatrix} \mu^{1+\kappa} & \mu^{\kappa} & \mu^{1+\kappa} & 0 \\ \mu^{1+2\kappa} & \mu^{2\kappa} & \mu^{1+2\kappa} & 0 \\ \mu^{2\kappa} & \mu^{2\kappa-1} & \mu^{2\kappa} & 0 \\ \mu & \mu^{2\kappa} & \mu^{2\kappa+1} & \mu \\ \mu & \mu^{2\kappa} & \mu^{2\kappa+1} & \mu \end{bmatrix} \begin{bmatrix} \delta \mathcal{L} \\ \delta G \\ \delta g \\ \delta q \\ \delta p \end{bmatrix}.
\]

(10.15)
We need to integrate this equation over time $\mu^{k-1}$. Thus, we compare the solution to the variational equation with a constant linear ODE of the form $X'=AX$. Its solution has the form

$$X(\mu^{k-1}) = \sum_{n=0}^{\infty} \frac{(A\mu^{k-1})^n}{n!}.$$ 

We will show that $(A\mu^{k-1})^3 \leq C_3((A\mu^{k-1})+(A\mu^{k-1})^2)$. Then, we have

$$(A\mu^{k-1})^n \leq C_n((A\mu^{k-1})+(A\mu^{k-1})^2) \quad \text{and} \quad C_n = C_3(1+C_3)^n.$$ 

Hence, $X(\mu^{k-1}) \leq \text{Id} + C((A\mu^{k-1})+(A\mu^{k-1})^2)$. We next integrate the variational equations over time $O(\mu^{k-1})$ to get the estimate of its fundamental solution

$$\text{Id}_{11} + O$$

Next, we compute the boundary contribution using the formula (7.1). In terms of the Delaunay variables inside the circle $|q| = \frac{1}{2} \mu^k$, we have

$$\frac{\partial|q|}{\partial(L,G,q,p)} = -\left(\frac{\partial|q|}{\partial(L)}\right)^{-1} \frac{\partial|q|}{\partial(L,G,q,p)} = (O(\mu^{k-1}),O(\mu^{k-2}),0,0,0).$$

Indeed, due to (10.6), we have

$$\frac{\partial|q|}{\partial g} = 0, \quad \frac{\partial|q|}{\partial \ell} = O(\mu), \quad \frac{\partial|q|}{\partial L} = O(\mu^k) \quad \text{and} \quad \frac{\partial|q|}{\partial G} = O(\mu^{k-1}).$$

Combining this with (10.14), we get

$$\left(\frac{\partial}{\partial \ell}(L,G,q,p)\right) \otimes \frac{\partial}{\partial(L,G,q,p)} = O(\mu^{1+k},\mu^{1+2k},\mu^{2k},\mu,\mu) \otimes O(\mu^{k-1},\mu^{k-2},0,0,0).$$

Step 2. (The analysis of the relative motion part.)

The structure of $dL_0$ comes mainly from the relative motion part, on which we now focus. We neglect the $q$ and $p$ part, and will study it in the last step.
\textbf{Substep 2.1. (The strategy.)}

Using (7.1), we obtain the derivative matrix

\[
\frac{\partial (\mathcal{L}, G, g)^+}{\partial (\mathcal{L}, G, g)^-} = \left( \text{Id}_3 + O \left( \begin{array}{ccc} \mu^{2\kappa} & \mu^{2\kappa-1} & 0 \\ \mu^{3\kappa} & \mu^{3\kappa-1} & 0 \\ \mu^{3\kappa-1} & \mu^{3\kappa-2} & 0 \end{array} \right) \right)^{-1} 
\times \left( \text{Id}_3 + O \left( \begin{array}{ccc} \mu^{2\kappa} & \mu^{2\kappa-1} & \mu^{2\kappa} \\ \mu^{3\kappa} & \mu^{3\kappa-1} & \mu^{3\kappa} \\ \mu^{3\kappa-1} & \mu^{3\kappa-2} & \mu^{3\kappa-1} \end{array} \right) \right) 
\times \left( \text{Id}_3 - O \left( \begin{array}{ccc} \mu^{2\kappa} & \mu^{2\kappa-1} & 0 \\ \mu^{3\kappa} & \mu^{3\kappa-1} & 0 \\ \mu^{3\kappa-1} & \mu^{3\kappa-2} & 0 \end{array} \right) \right)
\]

\[= \text{Id}_3 + O \left( \begin{array}{ccc} \mu^{2\kappa} & \mu^{2\kappa-1} & \mu^{2\kappa} \\ \mu^{3\kappa} & \mu^{3\kappa-1} & \mu^{3\kappa} \\ \mu^{3\kappa-1} & \mu^{3\kappa-2} & \mu^{3\kappa-1} \end{array} \right)
\]

\[=: \text{Id}_3 + P. \]

For the position variables \( q \), we are only interested in the angle \( \Theta := \arctan(q_2/q_1) \), since the length \( |(q_1, q_2)| = \frac{1}{2} \mu^\kappa \) is fixed when restricted to the circle. We split the derivative matrix as follows:

\[
\frac{\partial (\Theta, p)^+}{\partial (\Theta, p)^-} = \frac{\partial (\mathcal{L}, G, g)^+}{\partial (\mathcal{L}, G, g)^-} \frac{\partial (\mathcal{L}, G, g)^+}{\partial (\mathcal{L}, G, g)^-} = \text{Id}_3 + O(1) \]

\[
\frac{\partial (\mathcal{L}, G, g)^+}{\partial (\mathcal{L}, G, g)^-} = \frac{\partial (\mathcal{L}, G, g)^+}{\partial (\mathcal{L}, G, g)^-} + \frac{\partial (\Theta, p)^+}{\partial (\Theta, p)^-} P \frac{\partial (\mathcal{L}, G, g)^-}{\partial (\Theta, p)^-} =: I + II. \]

Now, we prove the following claim.

\textbf{Claim.}

\[
I = \frac{1}{\mu} O(1)_{1 \times 3 \otimes} \frac{\partial G^-}{\partial (\Theta, p)^-} + O(1),
\]

\[
II = \frac{1}{\mu} O(\mu^3-1)_{1 \times 3 \otimes} \frac{\partial G^-}{\partial (\Theta, p)^-} + O(\mu^3-1).
\]

We will give the expressions of \( O(1) \) terms explicitly.
Substep 2.2. (The estimate of $I$ in the splitting (10.20).)

Using equations (10.6) and (10.10), we obtain

$$\frac{\partial (\Theta, p)^+}{\partial (L, G, g)^+} = O\left( \begin{pmatrix} 1 & \mu^{-1} & 1 \\ 1 & \mu^{-1} & 1 \\ 1 & \mu^{-1} & 1 \end{pmatrix} \right).$$  \hfill (10.22)

Next, we consider the first term in (10.20),

$$I = \frac{\partial (\Theta, p)^+}{\partial (\Theta, p)^-} \otimes \frac{\partial L^+}{\partial (\Theta, p)} + \frac{\partial (\Theta, p)^+}{\partial (\Theta, p)^-} \otimes \frac{\partial G^+}{\partial (\Theta, p)} + \frac{\partial (\Theta, p)^+}{\partial (\Theta, p)^-} \otimes \frac{\partial g^+}{\partial (\Theta, p)^-}. \hfill (10.23)$$

Using the expressions

$$\frac{1}{4L^2} = \frac{\mu^2}{4} - \frac{\mu}{2|q|} \quad \text{and} \quad G = p \times q = |p||q| \sin \angle(p, q),$$

we see that

$$\frac{\partial L^+}{\partial (\Theta, p)^-} = O(1) \quad \text{and} \quad \frac{\partial G^+}{\partial (\Theta, p)^-} = (O(\mu^\kappa), O(\mu^\kappa)). \hfill (10.24)$$

It only remains to get the estimate of $\frac{\partial g^-}{\partial (\Theta, p)^-}$. We claim that

$$\frac{\partial g^-}{\partial (\Theta, p)^-} = \left[ \frac{\partial}{\partial G^-} \arctan \left( \frac{G^-}{\mu L} \right) \right] \frac{\partial G^-}{\partial (\Theta, p)^-} + O(1) = O\left( \frac{1}{\mu} \right) \frac{\partial G^-}{\partial (\Theta, p)^-} + O(1). \hfill (10.25)$$

We use equation (10.11) to get

$$g = \arctan \left( \frac{p_2 - e^{-2|u|} E\left( \frac{G}{\mu L}, g, u \right)}{p_1} \right) - \text{sign}(u) \arctan \left( \frac{G}{\mu L} \right) \quad \text{as} \quad |u| \to \infty.$$  

We have

$$e^{-2|u|} \sim \frac{1}{L^2} \left[ 1 + \left( \frac{G}{\mu L} \right)^2 \right] \sim \left( 1 + \left( \frac{G}{\mu L} \right)^2 \right) \mu^{2(1-\kappa)} L^4,$$

using (10.6) and (A.4), and $E(\cdot, \cdot, \cdot)$ has $O(1)$ derivatives as $|u| \to \infty$. Thus, we get

$$\frac{\partial g}{\partial (\Theta, p)^-} (1 + O(e^{-2|u|})) = \frac{\partial \arctan(p_2/p_1)}{\partial (\Theta, p)} + \left( \frac{\partial \arctan(G/\mu L)}{\partial L} + O(e^{-2|u|}) \right) \frac{\partial L}{\partial (\Theta, p)}$$

$$+ \left( \frac{\partial \arctan(G/\mu L)}{\partial G} + O\left( \frac{e^{-2|u|}}{\mu} \right) \right) \frac{\partial G}{\partial (\Theta, p)} + O(e^{-2|u|}),$$

proving (10.25).

Plugging (10.22), (10.24) and (10.25) back into (10.23), we get the estimate of $I$ in (10.21). More explicitly,

$$I = \frac{1}{\mu} U \otimes \frac{\partial G^-}{\partial (\Theta, p)^-} + B,$$
where
\[
U = \mu \frac{\partial (\Theta, p)\!^+}{\partial g^+} + \mu \frac{\partial \arctan(G^-/\mu L^-)}{\partial G^-} \frac{\partial (\Theta, p)\!^+}{\partial g^+} + O(\mu^{1-\kappa}),
\]
\[
B = \frac{\partial (\Theta, p)\!^+}{\partial g^+} \otimes \frac{\partial L^-}{\partial (\Theta, p)^-}
+ \frac{\partial (\Theta, p)\!^+}{\partial g^-} \otimes \left( \frac{\partial \arctan(p_L^- \!/ \mu)}{\partial (\Theta, p)^-} + \frac{\partial \arctan(G^-/\mu L^-)}{\partial L^-} \frac{\partial L^-}{\partial (\Theta, p)^-} \right) + O(\mu^{1-\kappa}).
\]

**Substep 2.3. (The estimate of II in the splitting (10.20).)**

Now we study the second term in (10.20):

\[
II = O \left( \begin{array}{ccc}
1 & \mu^{-1} & 1 \\
1 & \mu^{-1} & 1 \\
1 & \mu^{-1} & 1 \\
\end{array} \right) \cdot O \left( \begin{array}{ccc}
\mu^{2\kappa} & \mu^{2\kappa-1} & \mu^{2\kappa} \\
\mu^{3\kappa-1} & \mu^{3\kappa-1} & \mu^{3\kappa-1} \\
\mu^{3\kappa-2} & \mu^{3\kappa-2} & \mu^{3\kappa-2} \\
\end{array} \right) \frac{\partial (\cal L, G, g)^-}{\partial (\Theta, p)^-}
\]
\[
= O \left( \begin{array}{ccc}
\mu^{3\kappa-1} & \mu^{3\kappa-2} & \mu^{3\kappa-1} \\
\mu^{3\kappa-1} & \mu^{3\kappa-2} & \mu^{3\kappa-1} \\
\mu^{3\kappa-1} & \mu^{3\kappa-2} & \mu^{3\kappa-1} \\
\end{array} \right) \frac{\partial (\cal L, G, g)^-}{\partial (\Theta, p)^-}
\]
\[
= \mu^{3\kappa-1} \left[ O(1)_{1 \times 3} \otimes \frac{\partial L^-}{\partial (\Theta, p)^-} + O(\mu)^{-1}_{1 \times 3} \otimes \frac{\partial G^-}{\partial (\Theta, p)^-} + O(1)_{1 \times 3} \otimes \frac{\partial g^-}{\partial (\Theta, p)^-} \right],
\]

where we use that \(\mu^{2\kappa} < \mu^{3\kappa-1}\) and \(\mu^{2\kappa-1} < \mu^{3\kappa-2}\), since \(\kappa < \frac{1}{2}\). The first summand in (10.27) is \(O(\mu^{3\kappa-1})\). Applying (10.25), we get the estimate of II in (10.21). We then obtain

\[
I + II = \frac{1}{\mu} (U + O(\mu^{3\kappa-1})) \otimes \frac{\partial G^-}{\partial (\Theta, p)^-} + B + O(\mu^{3\kappa-1}).
\]

**Substep 2.4. (Going from \(\Theta\) to \(q\).)**

We use the variable \(\Theta\) for the relative position \(q\) and we have
\[
\frac{\partial G^-}{\partial (\Theta, p)^-} = O(\mu^\kappa), \quad q = \frac{1}{2} \mu^\kappa (\cos \Theta, \sin \Theta) = (x, y),
\]
\[
\Theta = \arctan \left( \frac{y}{x} \right), \quad |q| d\Theta = -(\sin \Theta) \, dx + (\cos \Theta) \, dy.
\]

So, we have the estimate
\[
\frac{\partial q^+}{\partial (\cal L, G, g)^+} = O(\mu^\kappa) \cdot \frac{\partial \Theta^+}{\partial (\cal L, G, g)^+} = O(\mu^{\kappa-1}).
\]
To get $\partial \cdot / \partial q^-$, we transform polar coordinates to Cartesian,

$$\frac{\partial \cdot}{\partial q^-} = \frac{\partial \cdot}{\partial (r, \Theta)^-} \frac{\partial (r, \Theta)^-}{\partial q^-},$$

where $r = |q^-| = \frac{1}{2} \mu^\kappa$. Therefore, we have

$$\frac{\partial r^-}{\partial q^-} = 0 \quad \text{and} \quad \frac{\partial \cdot}{\partial q^-} = \frac{2}{\mu^\kappa} \frac{\partial \cdot}{\partial \Theta} (-\sin \Theta^-, \cos \Theta^-).$$

So, we have the estimate $\partial G^- / \partial q^- = O(1)$, and

$$\frac{\partial L^-}{\partial q^-} = 2 \frac{\mu}{\kappa}$$

since in the expression

$$\frac{1}{4L^2} = p^2 \frac{\mu}{4} \frac{2}{\kappa}$$

the angle $\Theta$ plays no role. Finally, we have

$$\frac{\partial}{\partial q^-} \arctan \left( \frac{p_2}{p_1} \right) = 0.$$

Applying these estimates to (10.26) and (10.27), we get

$$\frac{\partial (q,p)^+}{\partial (q,p)^-} = \frac{1}{\mu} (O(\mu^\kappa)_{1 \times 2}, O(1)_{1 \times 2}) \otimes (O(1)_{1 \times 2}, O(\mu^\kappa)_{1 \times 2}) + O(1)_{4 \times 4}. \quad (10.28)$$

**Step 3. (The contribution from the motion of the center of mass.)**

**Substep 3.1. (The decomposition.)**

Consider the following decomposition:

$$\mathcal{D} : \frac{\partial (\Theta, p; q, p)^+}{\partial (\Theta, p; q, p)^-} = \frac{\partial (\Theta, p; q, p)^+}{\partial (L, G, g; q, p)^+} \frac{\partial (L, G, g; q, p)^+}{\partial (L, G, g; q, p)^{(\ell)}} \times \frac{\partial (L, G, g; q, p)^{(\ell)}}{\partial (L, G, g; q, p)^{(\ell)}} \frac{\partial (L, G, g; q, p)^{(-\ell)}}{\partial (\Theta, p; q, p)}$$

$$= \begin{bmatrix} M & 0 & A & 0 \\ 0 & \text{Id}_{8} & B & \text{Id}_{8} \end{bmatrix} \begin{bmatrix} C & D \\ E & F \end{bmatrix} \begin{bmatrix} A' & 0 \\ 0 & \text{Id}_{8} \end{bmatrix} \begin{bmatrix} N & 0 \\ 0 & \text{Id}_{8} \end{bmatrix}$$

$$= \begin{bmatrix} MACA'N + MADB'N & MAD \\ (BC + E)A'N + (BD + F)B'N & BD + F \end{bmatrix}. \quad (10.29)$$

Each of the above matrices is $11 \times 11$. 
Substep 3.2. (The estimate of each block.)

The matrix
\[ M = \frac{\partial (\Theta, p)^+}{\partial (L, G, g)^+} \]
is given by (10.22) and
\[ N = \frac{\partial (L, G, g)^-}{\partial (\Theta, p)^-} \]
by (10.24) and (10.25):
\[
M = \begin{pmatrix}
1 & \mu^{-1} & 1 \\
1 & \mu^{-1} & 1 \\
1 & \mu^{-1} & 1
\end{pmatrix}
\quad \text{and} \quad
N = \begin{pmatrix}
O(1)_{1 \times 3} \\
\frac{\partial G^-}{\partial (\Theta, p)} \\
O \left( \frac{1}{\mu} \right) \frac{\partial G^-}{\partial (\Theta, p)} + O(1)
\end{pmatrix}.
\]

The matrices \( C, D, E \) and \( F \) form the matrix (10.16), the fundamental solution of the variational equation,
\[
\begin{pmatrix} C & D \\ E & F \end{pmatrix} = \text{Id}_{11} + O \left( \mu^2 \kappa, \mu^3 \kappa^{-1}, \mu^4 \kappa, \mu^5 \kappa^{-2}, \mu_1 \kappa, \mu_1 \kappa^{-1}, \mu_1 \kappa^2, \mu_1 \kappa^{-3}, \mu_1 \kappa^3, \mu_1 \kappa^{-4} \right) \otimes \frac{\partial G}{\partial (\Theta, p)} + O(1).
\]

The matrices \( A, B, A' \) and \( B' \) are given by (10.18), boundary contributions,
\[
\begin{bmatrix}
A & 0 \\
B & \text{Id}_8
\end{bmatrix}, \begin{bmatrix}
A' & 0 \\
B' & \text{Id}_8
\end{bmatrix} = \text{Id}_{11} + O(\mu^{1+\kappa}, \mu^{1+2\kappa}, \mu^{2\kappa}, \mu^{3\kappa}, \mu^{4\kappa}, \mu^{5\kappa}, \mu^{6\kappa}, \mu^{7\kappa}, \mu^{8\kappa}; \mu_1 \kappa, \mu_1 \kappa^{-1}, \mu_1 \kappa^2, \mu_1 \kappa^{-3}, \mu_1 \kappa^3, \mu_1 \kappa^{-4}) \otimes \frac{\partial G}{\partial (\Theta, p)} + O(1).
\]

Substep 3.3. (The estimate of the first block \( MACA'N + MAB'N \) in \( \mathcal{D} \).)

By (10.19),
\[
ACA' = \text{Id}_3 + P = \text{Id}_3 + O \left( \mu^{2\kappa}, \mu^{1+\kappa}, \mu^{3\kappa}, \mu^{4\kappa}, \mu^{5\kappa}, \mu^{6\kappa}, \mu^{7\kappa}, \mu^{8\kappa}; \mu_1 \kappa, \mu_1 \kappa^{-1}, \mu_1 \kappa^2, \mu_1 \kappa^{-3}, \mu_1 \kappa^3, \mu_1 \kappa^{-4} \right)
\]
(recall that (10.19) is the part of \( \partial (L, G, g)^+ / \partial (L, G, g)^- \) without considering the motion of the center of mass), and by (10.21) and (10.26),
\[
MACA'N = M(\text{Id}_3 + P)N = \frac{1}{\mu} (U + O(\mu^{3\kappa-1})) \otimes \frac{\partial G^-}{\partial (\Theta, p)} + B + O(\mu^{3\kappa-1}). \quad (10.30)
\]
Indeed, using the notation of (10.20), we have $I = MN$ and $II = MPN$. The estimates of $I$ and $II$ are given in (10.21).

Next, we claim that

$$MADB'N = O(\mu^{3\kappa-2}) \frac{\partial G^-}{\partial (\Theta, p)} + O(\mu^{3\kappa-1})$$

(10.31)

so it can be absorbed into the error terms of (10.30). To this end, we split $N = N_1 + N_2$ and $A = \text{Id} + A_2$, where $A_2 = O(\mu^{1+\kappa}, \mu^{1+2\kappa}, \mu^{2\kappa}) \otimes O(\mu^{\kappa-1}, \mu^{\kappa-2}, 0)$ and

$$N_1 = \begin{pmatrix}
0_{1\times 3} \\
\frac{\partial G^-}{\partial (\Theta, p)} \\
O \left( \frac{1}{\mu} \frac{\partial G^-}{\partial (\Theta, p)} \right)
\end{pmatrix} \quad \text{and} \quad N_2 = \begin{pmatrix}
O(1)_{1\times 3} \\
0_{1\times 3} \\
O(1)_{1\times 3}
\end{pmatrix}.$$

Thus, $MADB'N = MDB'N + MA_2DB'N$. Let us work on the first term. A direct computation shows that

$$DB' = O \begin{pmatrix}
\mu^{3\kappa} & \mu^{3\kappa-1} & 0 \\
\mu^{4\kappa} & \mu^{4\kappa-1} & 0 \\
\mu^{4\kappa-1} & \mu^{4\kappa-2} & 0
\end{pmatrix} \quad \text{and} \quad MDB' = O(\mu^{4\kappa-1}, \mu^{4\kappa-2}, 0_{3\times 1}).$$

Now, it is easy to see that $MDB'N_1$ can be absorbed into the first term in (10.31) and $MDB'N_2$ can be absorbed into the second term. The key is that $N_1$ has rank 1 and the second row of $N_2$ is zero. The analysis of $MA_2DB'N$ is even easier, since a direct computation shows that $DB'$ dominates $A_2DB'$ componentwise. This proves (10.31) and shows that $MACA'N + MADB'N$ has the same asymptotics as (10.30).

**Substep 3.4. (Estimate of the remaining blocks in $D$.)**

The following estimates are obtained by a direct computation:

$$BD + F = O(\mu_{1\times 8}) \otimes O(\mu^{\kappa-1}, \mu^{\kappa-2}, 0) O \begin{pmatrix}
(\mu^{2\kappa})_{1\times 4} & (\mu^{3\kappa})_{1\times 4} \\
(\mu^{3\kappa})_{1\times 4} & (\mu^{4\kappa})_{1\times 4} \\
(\mu^{3\kappa-1})_{1\times 4} & (\mu^{4\kappa-1})_{1\times 4}
\end{pmatrix}$$

$$+ \text{Id}_8 + O \begin{pmatrix}
(\mu^{2\kappa})_{4\times 4} & (\mu^{\kappa})_{4\times 4} \\
(\mu^{\kappa})_{4\times 4} & (\mu^{2\kappa})_{4\times 4}
\end{pmatrix} = \text{Id}_8 + O(\mu^{\kappa})_{8\times 8}.$$
and
\[
BC + E = O(\mu_{1\times8}) \otimes O(\mu_{\kappa-1},\mu_{\kappa-2},0)O \left( \begin{array}{ccc}
\mu_{2\kappa} & 0 & 0 \\
0 & \mu_{3\kappa-1} & 0 \\
0 & 0 & \mu_{3\kappa-1}
\end{array} \right) + O(\mu_{\kappa})_{8\times1}, \mu_{\kappa-1})_{8\times1}
\]
\[
= O((\mu_{\kappa})_{8\times1}, (\mu_{4\kappa-2})_{8\times1}, (\mu_{4\kappa-1})_{8\times1}).
\]

Accordingly, using (10.24) and (10.25) for \( N \), and arguing the same way as in Substep 3.3, we get
\[
(BC + E)A'N + (BD + F)B'N = 1 \mu \left[ O(\mu_{\kappa})_{1\times8} \otimes \frac{\partial G^-}{\partial (\Theta,p)} - O(\mu_{\kappa}) \right] + O(\mu_{\kappa-1})_{3\times8}.
\]

Substep 3.5. (Completing the asymptotics of \( D \).)

Substeps 3.1–3.4 above can be summarized as follows:
\[
D = \mu (U + O(\mu_{3\kappa-1}) \otimes \left( \begin{array}{ccc}
\frac{\partial G^-}{\partial (\Theta,p)} & 0 \\
0 & \text{Id}_{8}\text{.}
\end{array} \right) + O(\mu_{\kappa-1})_{3\times8}).
\]

Finally, when we use the coordinates \((q_-, p_-)\) instead of \((\Theta_-, p_-)\), as we did in Substep 2.4, it follows from (10.28) that we get
\[
\frac{\partial(q_-, p_- \cdot q \cdot p)}{\partial(q_-, p_- \cdot q \cdot p)} = \frac{1}{\mu} O(\mu_{1\times2}, \mu_{\kappa} \otimes O(1_{1\times2}, \mu_{\kappa}^{1\times8}) + O(1).
\]

This is the structure of \( dL \) stated in the lemma.

It remains to obtain explicit asymptotics of the leading terms in Lemma 3.1. Below, we use the Delaunay variables \((L_3, \ell_3, G_3, g_3; x_1, v_1; G_4, g_4)\) as the orbit parameters outside the circle \(|q_-| = 2\mu\kappa\), and add a subscript “in” to the Delaunay variables inside the circle. We relate \( C^0 \) estimates of Lemma 10.2 to the \( C^4 \) estimates obtained above. Namely, consider the following equation which is obtained by discarding the \( o(1) \) errors in (10.3):
\[
q^+ = 0, \quad p^+ = R(\alpha)p^-, \quad q^- = q^+ \quad \text{and} \quad p^- = p^+,
\]
where \( \alpha \) is given by (10.4). We have the following corollary saying that \( dL \) can be obtained by taking the derivative directly in (10.34).
Corollary 10.4. The vectors $\hat{u}_j$ and $\hat{l}_j$ in Lemma 3.1 can be computed directly from (10.3) evaluated at the j-th Gerver collision point $j=1, 2$ as follows:

$$
\hat{u}_j = \frac{\partial \mathcal{V}^+}{\partial \alpha} h = \frac{\partial \mathcal{V}^+}{\partial \alpha} \frac{\partial X^+}{\partial (q_-, p_-, q, p)^+} \frac{\partial (q_-, p_-, q, p)^+}{\partial \alpha} h, \\
\hat{l}_j = \frac{\partial G_{in}}{\partial \mathcal{V}^-} = \frac{\partial G_{in}}{\partial (q_-, p_-, q, p)^-} \frac{\partial (q_-, p_-, q, p)^-}{\partial X^-} \frac{\partial X^-}{\partial \mathcal{V}^-},
$$

(10.35)

where

$$
h = \lim_{\mu \to 0} \mu \frac{\partial \alpha}{\partial G_{in}} = 2|v_3 - v_4| \sin^2 \left( \frac{\alpha}{2} \right).
$$

Here, $v_3$ and $v_4$ are the velocities of bodies 3 and 4 at the j-th Gerver collision point (see Appendix B), where $|v_3 - v_4|$ is the same before and after the elastic collision. See Notation 2.3 for the use of $\mathcal{V}$ and $X$.

Proof. We begin by computing the rank-1 terms in the expression for $\mathcal{D}$. To get (10.35), we need to multiply the vector by

$$
\frac{\partial (L_3, \ell_3, G_3, g_3; q_1, p_1; G_4, g_4)^+}{\partial (q_3, p_3; q_1, p_1; q_4, p_4)^+} \frac{\partial (q_3, p_3; q_1, p_1; q_4, p_4)^+}{\partial (q_-, p_-, q, p)^+}
$$

and the linear functional by

$$
\frac{\partial (q_-, p_-, q_3, p_3)^-}{\partial (q_3, p_3; q_1, p_1; q_4, p_4)^-} \frac{\partial (q_3, p_3; q_1, p_1; q_4, p_4)^-}{\partial (L_3, \ell_3, G_3, g_3; q_1, p_1; G_4, g_4)^-}
$$

For the map (10.34), we have

$$
\frac{\partial (q_-, p_-)^+}{\partial (q, p)^-} = \text{Id}_8, \quad \frac{\partial (q, p)^+}{\partial (q_-, p_-)^-} = \frac{\partial (q_-, p_-)^+}{\partial (q, p)^-} = 0 \quad \text{and} \quad \frac{\partial (q, p)^+}{\partial \alpha} = \frac{\partial G_{in}}{\partial (q, p)^-} = 0,
$$

which agrees with the corresponding blocks in (10.33), up to an $o(1)$ error as $\mu \to 0$.

It remains to compare

$$
\frac{\partial (q_-, p_-)^+}{\partial (q_-, p_-)^-}.
$$

Now, the expression for $\hat{l}_j$ follows from (10.30). Differentiating (10.34) we get

$$
\frac{\partial (q_-)^+}{\partial \alpha} = \left( 0, \frac{\partial p^+}{\partial \alpha} \right).
$$

Thus, to get the expression of $\hat{u}$ in (10.35), it is enough to show (cf. (10.26)) that, for the map (10.34), we have

$$
\frac{\partial p^+}{\partial \alpha} \left( \frac{\partial \alpha}{\partial G_{in}} \right) = \left( \frac{\partial p^+}{\partial G^+} - \frac{\partial \arctan(G^+/\mu L^-)}{\partial G^-} \frac{\partial p^+}{\partial G^-} \right), \quad G_{in} = G^-.
$$

(10.36)
Write \( p^+ = V(G^+, \mu \mathcal{L}, g^+) \), where \( G^+ \) and \( g^+ \) depend on \( G^- \) as follows. First, \( G^+ = G^- \). Second, (A.3) gives

\[
\arctan \left( \frac{p_2^+}{p_1^+} \right) \sim g^+ - \arctan \left( \frac{G^+}{\mu \mathcal{L}} \right) \quad \text{and} \quad \arctan \left( \frac{p_2^-}{p_1^-} \right) \sim \arctan \left( \frac{p_2^-}{p_1^-} \right) + \alpha,
\]

where \( \sim \) means that the difference between the left- and the right-hand side is \( O(e^{-2u}) \). Thus, \( g^+ \sim g^- + \alpha \), and so

\[
\frac{\partial p^+}{\partial G^-} = \frac{\partial V}{\partial G^+} + \frac{\partial V}{\partial g^+} \frac{\partial g^+}{\partial G^-} \sim \frac{\partial V}{\partial g^+} \frac{\partial \alpha}{\partial G^-},
\]

proving (10.36).

The next corollary says that the small remainders in (10.3) are also \( C^1 \) small, if the derivative is taken along the direction with small change of \( G^- \).

**Corollary 10.5.** Let \( \gamma(s): (-\varepsilon, \varepsilon) \to \mathbb{R}^{10} \) be a \( C^1 \) curve such that

\[
\Gamma = \gamma'(0), \quad \|\Gamma\| = 1 \quad \text{and} \quad \frac{d(G^-_{in} \gamma)(0)}{ds} = dG^-_{in} \cdot \Gamma = O(\mu).
\]

Then, when taking the derivative with respect to \( s \) in the equations

\[
\begin{cases}
|p_2^+|^2 + |p_4^+|^2 = |p_2^-|^2 + |p_4^-|^2 + o(1), \\
p^+ = p^- + o(1), \\
q^+ = q^- + o(1),
\end{cases}
\]

obtained from equation (10.3), the error terms are also \( o(1) \) as \( \mu \to 0 \), after taking the directional derivative along the direction \( \Gamma \).

**Proof.** For the motion of the mass center, it follows from Corollary 10.4 and (10.33) that

\[
\frac{\partial (q, p)^+}{\partial (q^-, p^-, q, p)} = \frac{1}{\mu} \frac{\partial (q, p)^+}{\partial \alpha} \otimes \tilde{I} + (0_{8 \times 4}, \text{Id}_8) + o(1), \quad \text{where} \quad \tilde{I} = \frac{\partial \alpha}{\partial G^-_{in}} \frac{\partial G^-_{in}}{\partial (q^-, p^-, q, p)}.
\]

Here, \( \partial \alpha / \partial G^-_{in} = O(1) \). We already obtained in equation (10.33) that \( \partial (q, p)^+ / \partial \alpha = O(\mu^\kappa) \), so our assumption

\[
\frac{d(G^-_{in} \gamma)(0)}{ds} = dG^-_{in} \cdot \Gamma = O(\mu)
\]

implies that

\[
\frac{\partial (q^-, p^-, q, p)^-}{\partial V^-} \cdot \Gamma = O(1) \quad dG^-_{in} \cdot \Gamma = O(\mu),
\]

(10.37)
which suppresses the $1/\mu$ term. Here,

\[
\frac{\partial (q_-, p_-, q, p)}{\partial \tilde{v}^-} = O(1),
\]

by Lemma A.3. This proves the last two identities of the corollary.

To derive the first equation, it is enough to show that

\[
\frac{d}{ds} (|p^+|^2 - |p^-|^2) = o(1)
\]

since we already have the required estimate for the velocity of the center of mass. We use the fact that the right-hand side of (10.2) is the same in incoming and outgoing variables (superscripts $+$ and $-$, respectively) by the total energy conservation. In (10.2), the terms involving only $q$ and $p$ are handled using the result of the previous paragraph. The term $-\mu/|q_-|$ vanishes when taking the derivative since $|q_-|=\frac{1}{2}\mu^c$ is constant. All the remaining terms have $q_-$ to the power 2 or higher. We have $dq_-/ds=O(1)$, due to $\|\Gamma\|=1$, and $dq^+)/ds=O(1)$, due to (10.37). Therefore, after taking the derivative with respect to $s$, any term involving $q_-$ is of order $O(\mu^c)$. This completes the proof of the energy conservation part.

\[\Box\]

10.3. Proof of Lemma 3.4 (c)

In this section, we work out the $O(1/\mu)$ term in the local map and prove Lemma 3.4 (c).

**Proof.** Before collision, $\hat{\mathbf{l}} = \nabla V \cdot G^-$. 

In this calculation, every variable should carry a superscript “$-$”, and we omit it for simplicity. To verify $\hat{\mathbf{l}} \cdot w_{3-i} \neq 0$ and $\hat{\mathbf{l}} \cdot \tilde{w} \neq 0$ for $i=1, 2$ in Lemma 3.4 (c), noting that $\tilde{w}=(0, 1, 01\times 8)$ and $w=(01\times 8, *, *)$, it is enough to work out the three entries

\[
\nabla_{\ell_3} G_{in}, \quad \nabla_{G_4} G_{in} \quad \text{and} \quad \nabla_{g_4} G_{in}
\]

in $\hat{\mathbf{l}}$. According to Corollary 10.4, we can differentiate the asymptotic expression of Lemma 10.2. We have

\[
(\nabla_{G_4} G_{in}, \nabla_{g_4} G_{in}) = -(p_3-p_4) \times \left( \frac{\partial}{\partial G_4}, \frac{\partial}{\partial g_4} \right) q_4 - (p_3-p_4) \times \left( \frac{\partial}{\partial \ell_4}, \frac{\partial}{\partial \ell_4} \right) (\nabla_{G_4} \ell_4, \nabla_{g_4} \ell_4) + O(\mu^c),
\]

where $O(\mu^c)$ comes from

\[
\left( \frac{\partial}{\partial G_4}, \frac{\partial}{\partial g_4} \right) (p_3-p_4) \times (q_3-q_4)
\]
and dominates

\[ \frac{\partial q_4}{\partial L_4} \nabla_{G_4, g_4} L_4 = O(\mu). \]

Indeed, we have \( \partial q_4 / \partial L_4 = O(1) \) and

\[ \frac{\mu}{|x_3 / (1 + \mu) - x_4|} = \frac{\mu}{|q_3 - q_4|} = \mu^{1-\kappa}, \]

and using (4.8) with \( H = 0 \), the leading contribution to \( \nabla_{G_4, g_4} L_4 \) is given by

\[ \nabla_{G_4, g_4} \left( \frac{1}{|x_4|} - \frac{1}{|x_4 + \mu x_3 / (1 + \mu)|} \right) = O(\mu), \]

where we use Newton–Leibniz

\[ \frac{1}{|x_4|} = \frac{1}{|x_4 + \mu x_3 / (1 + \mu)|} = \mu \int_0^1 \frac{x_4 + t \mu x_3 / (1 + \mu)}{|x_4 + t \mu x_3 / (1 + \mu)|^3} \cdot x_3 \, dt \]

and Lemma A.3 for \( \nabla_{G_4, g_4} x_4 = O(1) \).

We next eliminate \( \ell_4 \) using the relation \( |q_3 - q_4| = \mu^\kappa \):

\[ \langle \nabla_{G_4, \ell_4}, \nabla_{g_4, \ell_4} \rangle = -\left( \frac{\partial |q_3 - q_4|}{\partial \ell_4} \right)^{-1} \left[ \frac{\partial |q_3 - q_4|}{\partial G_4}, \frac{\partial |q_3 - q_4|}{\partial g_4} \right] + \frac{\partial |q_3 - q_4|}{\partial L_4} \langle \nabla_{G_4, g_4} L_4 \rangle \]

\[ = -\frac{(q_3 - q_4) \cdot (\partial q_4 / \partial G_4, \partial q_4 / \partial g_4)}{(q_3 - q_4) \cdot (\partial q_4 / \partial L_4)} + O(\mu) \]

\[ = -\frac{(p_3 - p_4) \cdot (\partial q_4 / \partial G_4, \partial q_4 / \partial g_4)}{(p_3 - p_4) \cdot (\partial q_4 / \partial L_4)} + O(\mu^{1-\kappa}). \]

Here, we replaced \( q_3 - q_4 \) by \( p_3 - p_4 \), using the fact that the two vectors form an angle of order \( O(\mu^{1-\kappa}) \) by Lemma 10.2 (c). Therefore,

\[ \langle \nabla_{G_4, G_{in}}, \nabla_{g_4, G_{in}} \rangle = -(p_3 - p_4) \times \left( \frac{\partial}{\partial G_4} \right) q_4 \]

\[ + (p_3 - p_4) \times \frac{\partial q_4}{\partial \ell_4} \left( \frac{(p_3 - p_4) \cdot (\partial q_4 / \partial G_4, \partial q_4 / \partial g_4)}{(p_3 - p_4) \cdot (\partial q_4 / \partial L_4)} \right) + O(\mu^\kappa + \mu^{1-2\kappa}). \]

Similarly, we get

\[ \nabla_{\ell_3, G_{in}} = (p_3 - p_4) \times \frac{\partial q_3}{\partial \ell_3} + (p_3 - p_4) \times \frac{\partial q_3}{\partial L_4} \left( \frac{(p_3 - p_4) \cdot (\partial q_3 / \partial G_4, \partial q_3 / \partial g_4)}{(p_3 - p_4) \cdot (\partial q_3 / \partial L_4)} \right) + O(\mu^\kappa + \mu^{1-2\kappa}). \]

We use the software Mathematica to work out the three entries and check directly that \( \hat{t}_i \cdot w_{3-i} \neq 0 \) and \( \hat{t}_i \cdot \tilde{w} \neq 0 \) for \( i = 1, 2 \) using Lemma 3.2.
• After collision, \( \mathbf{u} = \partial \mathcal{V}^+ / \partial \alpha \).

In equation (10.3), we let \( \mu \to 0 \). Applying the implicit function theorem to (10.3) with \( \mu = 0 \), we obtain

\[
\frac{\partial}{\partial \alpha} (q_3^+, p_3^+; q_1^+, p_1^+; q_4^+, p_4^+) = \frac{1}{2} \left( 0, 0, R \left( \frac{\pi}{2} + \alpha \right) (p_3^+ - p_4^+); 0, 0, 0, 0, 0, -R \left( \frac{\pi}{2} + \alpha \right) (p_3^+ - p_4^+) \right)^T,
\]

where

\[
R \left( \frac{\pi}{2} + \alpha \right) = \frac{dR(\alpha)}{d\alpha}
\]

and \( \nabla_{\mathcal{V}^+} \ell_4^+ \) is given by (10.13). Again, we use Mathematica to work out \( \partial \mathcal{V}^+ / \partial \alpha \), and check directly that \( \mathbf{1}_i \cdot \mathbf{u}_i \neq 0 \) for \( i = 1, 2 \), using Lemma 3.2.

To obtain a symbolic sequence with any order of symbols 3 and 4 as claimed in the main theorem, we notice that the only difference is that the outgoing relative velocity changes sign \( (p_3^+ - p_4^+) \to -(p_3^+ - p_4^+) \). So, we only need to send \( \mathbf{u} \to -\mathbf{u} \). \( \square \)

### 10.4. Proof of Lemma 3.4 (a) and (b)

In this section, we prove Lemma 3.4 (a) and (b). Since we have already obtained \( \mathbf{l} \) and \( \mathbf{u} \) in \( dL \) and \( \mathbf{1}, \mathbf{u} \) and \( \mathbf{1}, \mathbf{u} \) in \( dG \), one way to prove Lemma 3.4 is to work out the matrix \( B \) explicitly using an argument similar to that in Corollary 10.4. In that case, the current section is not necessary. However, in this section, we use a different approach, which simplifies the computation and has clear physical and geometrical meaning. We first abbreviate \( dL \) in Lemma 3.1 (a) as

\[
dL(x) = \frac{1}{\mu} \mathbf{u}_{j,\mu} \otimes \mathbf{l}_{j,\mu} + B_{j,\mu},
\]

using the subscript \( \mu \) to absorb the \( \mu \)-depending \( o(1) \)'s. Similarly, we write

\[
dG = \chi^2 \mathbf{n}_{j,\mu} \otimes \mathbf{l}_{j,\mu} + 4\chi \mathbf{n}_{j,\mu} \otimes \mathbf{l}_{j,\mu} + O(\mu \chi).
\]

**Lemma 10.6.** Consider \( x_{\mu} \in U_j(\delta) \), \( j = 1, 2 \), and \( |\tilde{\theta}_j^+ - \pi| < \tilde{\theta} \) as in Lemma 3.1. Suppose the vector

\[
\tilde{\mathbf{1}}_{j,\mu} \in \text{span} \{ \mathbf{n}_{3-j}, \mathbf{n}_{3-j} \} \subset T_{x_{\mu}} U_j(\delta)
\]
for $j=2$, and
\begin{equation}
\Gamma_{j,\mu} \in \text{span}\{dRn_{3-j}, dR\bar{n}_{3-j}\} \subset T_{x_\mu} U_j(\delta)
\end{equation}
for $j=1$, satisfies
\begin{equation}
\tilde{I}_j(dL\Gamma_{j,\mu}) = 0 \quad \text{and} \quad ||\Gamma_{j,\mu}||_\infty = 1.
\end{equation}
Then, we have
(a) $I_{j,\mu}(\Gamma_{j,\mu}) = O(\mu)$ as $\mu \to 0$;
(b) the limits $\lim_{\mu \to 0} \tilde{\Gamma}_{j,\mu}$ and $\lim_{\mu \to 0} dL\tilde{\Gamma}_{j,\mu}$ exist, and $\lim_{\mu \to 0} \tilde{\Gamma}_{j,\mu}$ is continuous in $\tilde{a}$ (see Lemma 3.1) and $\lim_{\mu \to 0} dL\tilde{\Gamma}_{j,\mu}$ is continuous in $\tilde{a}$ and $\theta_j^*$;
(c) $\tilde{I}_j(\lim_{\tilde{\theta} \to 0} \Gamma_{j,\mu}^*)=0$.
\[\text{Proof.} \]For simplicity, we give the proof in the case $j=2$ without needing the renormalization. The other case $j=1$ is completely analogous. Denote
\begin{equation}
\tilde{\Gamma}_{2,\mu} = I_{2,\mu}(\tilde{n}_1,\mu) \tilde{n}_1,\mu - I_{2,\mu}(\bar{n}_1,\mu) \bar{n}_1,\mu \in \text{Ker} I_{2,\mu},
\end{equation}
and let $v_\mu$ be a vector in $\text{span}(n_1, \bar{n}_1)$ such that $v_\mu \to v$ as $\mu \to 0$ and $I_{2,\mu}(v_\mu)=1$. Suppose that $\tilde{\Gamma}_{2,\mu}=a_\mu v_\mu + b_\mu \Gamma_{2,\mu}'$. Then
\begin{equation}
dL(\tilde{\Gamma}_{2,\mu}) = \frac{a_\mu}{\mu} I_{2,\mu}(v_\mu) u_{2,\mu} + a_\mu B_{2,\mu}(v_\mu) + b_\mu B_{2,\mu} \Gamma_{2,\mu}'
\end{equation}
So, $\tilde{I}_2(dL(\tilde{\Gamma}_{2,\mu}))=0$ implies that
\begin{equation}
a_\mu = -\mu \frac{b_\mu I_{2,\mu}(v_\mu) u_{2,\mu}}{I_{2,\mu}(v_\mu) I_{2,\mu}(u_{2,\mu}) + \mu I_{2,\mu}(v_\mu)}.
\end{equation}
The denominator is not zero, since $I_{2,\mu}(v_\mu)=1$ and $I_{2}(u_{2,\mu}) \neq 0$ using Lemma 3.4 (c). Therefore, $a_\mu = O(\mu)$ and $b_\mu = O(1)$ using $||\Gamma_{2,\mu}||_\infty = 1$. Hence, $\tilde{\Gamma}_{2,\mu} = b_\mu \Gamma_{2,\mu} + O(\mu)$ and $I_{2,\mu}(\tilde{\Gamma}_{2,\mu}) = O(\mu)$. The continuous dependence on variables in part (b) follows from part (a) of Lemmas 3.1 and 3.2. Now, the remaining statements of the lemma follow from equations (10.38) and (10.39).

To check the non-degeneracy condition, it is enough to know the following.
\[\text{Lemma 10.7.} \]Let $x_\mu \in U_j(\delta)$ and $|\theta_j^* - \pi| < \tilde{\theta} < 1$ be as in Lemma 3.1. If we take the directional derivative at $x_\mu$ of the local map along a direction
\begin{equation}
\Gamma_{j,\mu} \in \text{span}\{n_{3-j}, \bar{n}_{3-j}\} \subset T_{x_\mu} U_j(\delta)
\end{equation}
for $j=2$ and
\begin{equation}
\Gamma_{j,\mu} \in \text{span}\{dRn_{3-j}, dR\bar{n}_{3-j}\} \subset T_{x_\mu} U_j(\delta)
\end{equation}
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for \( j=1, \) such that \( \dot{\bar{l}}_j \cdot (d\Gamma_j, \mu) = 0, \) \( j=1,2, \) then

\[
\lim_{1/\chi \ll \mu \to 0} \frac{\partial E^+_{\mu}}{\partial \Gamma_j, \mu} = 0,
\]

is a continuous function of both \( \chi \) and \( \bar{\theta}^4 \), where \( E^+_{\mu} \) (resp. \( \bar{\Gamma}_j^4 \)) is the energy of \( Q_3 \) (resp. the outgoing asymptote of \( Q_4 \)) after the close encounter with \( Q_4 \). If we take further limits \( \delta \to 0 \) and \( \bar{\theta} \to 0 \), we have

\[
\lim_{\delta, \bar{\theta} \to 0} \lim_{1/\chi \ll \mu \to 0} \frac{\partial E^+_{\mu}}{\partial \Gamma_j, \mu} \neq 0, \quad j=1,2.
\]

Now, we can check the non-degeneracy condition.

Proof of Lemma 3.4 (a) and (b). We prove (b1) and (b2). The proofs of (a1) and (a2) are similar and are left to the reader. To check (b2), we differentiate

\[
e_4 = \sqrt{1 + \left( \frac{G_4}{L_4} \right)^2}
\]
to get

\[
de_4 = \frac{1}{e_4} \left( \frac{G_4}{L_4} \frac{dG_4}{L_4} - \frac{G_4^2}{L_4^2} \frac{dL_4}{L_4} \right).
\]

Thus, Lemma 3.2 gives \( de_4 w = G_4/L_4^2 \neq 0 \) as claimed.

Next, we check (b1) which is equivalent to the following condition

\[
\det \begin{pmatrix}
\hat{I}_2(\hat{u}_2) & \hat{I}_2(\hat{B}_2 \Gamma_2') \\
\hat{I}_2(\hat{u}_2) & \hat{I}_2(\hat{B}_2 \Gamma_2')
\end{pmatrix} \neq 0,
\tag{10.40}
\]

where \( \Gamma_2' = \hat{I}_2(\hat{w}) w_1 - \hat{I}_2(w_1) \hat{w} \). We have \( \Gamma_2' \neq 0 \), due to Lemma 3.4 (c).

Let \( \Gamma_2 \) be a vector satisfying \( \hat{I}_2 \cdot (d\Gamma_2) = 0 \) and chosen as follows: \( d\Gamma_2 \) is a vector in \( \text{span}\{ \hat{u}_2, \hat{B}_2 \Gamma_2' \} \), so it can be represented as \( d\Gamma_2 = b\hat{u}_2 + b' \hat{B}_2 \Gamma_2' \). Thus, we can take \( b = -\hat{I}_2, \hat{B}_2 \Gamma_2' \) and \( b' = \hat{I}_2(\hat{u}_2) \) to ensure that \( d\Gamma_2 \in \text{Ker} \hat{I}_2 \). Note that we have \( b' \neq 0 \) by Lemma 3.4 (c). Hence,

\[
\det \begin{pmatrix}
\hat{I}_2(\hat{u}_2) & \hat{I}_2(\hat{B}_2 \Gamma_2') \\
\hat{I}_2(\hat{u}_2) & \hat{I}_2(\hat{B}_2 \Gamma_2')
\end{pmatrix} = \frac{1}{b} \det \begin{pmatrix}
\hat{I}_2(\hat{u}_2) & \hat{I}_2(\hat{d}\Gamma_2) \\
\hat{I}_2(\hat{u}_2) & \hat{I}_2(d\Gamma_2)
\end{pmatrix} = \hat{I}_2(d\Gamma_2),
\]

where the last equality holds since \( \hat{I}_2(d\Gamma_2) = 0 \). By Lemma 3.2, \( \hat{I}_i = (1, 0)_{1 \times 9} \). Therefore,

\[
\hat{I}_2(d\Gamma_2) = \frac{\partial E^+_{\mu}}{\partial \Gamma_2}
\]

and so (b2) follows from Lemma 10.7.
It remains to prove Lemma 10.7. It is more convenient for us to work with polar coordinates. We need the following quantities.

**Definition 10.8.** We denote by $\psi$ the polar angle, related to $u$ by
\[
\tan\left(\frac{\psi}{2}\right) = \sqrt{\frac{1+e}{1-e}} \tan\left(\frac{u}{2}\right)
\]
for an ellipse. We choose the positive $y$ axis as the axis $\psi = 0$. We let $E$ denote the energy, $e$ the eccentricity, $G$ the angular momentum and $g$ the argument of apapsis.

Recall the formula
\[
r = \frac{G^2}{1-e \cos \psi}
\]
for conic sections in which the periapsis lies on the axis $\psi = \pi$. In our case, we have, as $1/\chi \ll \mu \rightarrow 0$,
\[
\left\{
\begin{array}{l}
r^-_3 = \frac{(G^-_3)^2}{1-e^-_3 \sin(\psi^-_3 + g^-_3)} + o(1), \\
r^-_4 = \frac{(G^-_4)^2}{1-e^-_4 \sin(\psi^-_4 - g^-_4)} + o(1).
\end{array}\right. \quad (10.41)
\]

**Lemma 10.9.** Under the assumptions of Corollary 10.5, we have
\[
\frac{dr^-_3}{ds} = \frac{dr^-_4}{ds} + o(1), \quad \frac{dr^+_3}{ds} = \frac{dr^+_4}{ds} + o(1), \quad \frac{d\psi^+_3}{ds} = \frac{d\psi^+_4}{ds} + o(1), \quad \frac{d\psi^-_3}{ds} = \frac{d\psi^-_4}{ds} + o(1).
\]
Moreover, in (10.41) the $o(1)$ terms are also $C^1$ small when taking the derivative with respect to $s$.

**Proof.** To prove the statement about (10.41), we use the Hamiltonian (4.8). We have seen in the beginning of the proof of Lemma 10.3 that $-\mu/|q_3-q_4|$ gives an $O(\mu^{1-2\kappa})$ perturbation to the variational equations. This shows that the perturbation to the Kepler motion is $C^1$ small.

Next, we consider the derivatives $dr^\pm_3/\pm_4/ds$. We consider first the case of “_”_. From the condition $|\vec{r}_3 - \vec{r}_4| = \mu^\kappa$, for the Poincaré section we get
\[
(\vec{r}_3 - \vec{r}_4) \cdot \frac{d}{ds} (\vec{r}_3 - \vec{r}_4) = 0,
\]
and hence
\[
(\vec{r}_3 - \vec{r}_4) \perp \frac{d}{ds} (\vec{r}_3 - \vec{r}_4).
\]
We also know the angular momentum for the relative motion is
\[
G_{\text{in}} = (\vec{r}_3 - \vec{r}_4) \times (\vec{r}_3 - \vec{r}_4) = O(\mu),
\]
which implies that \( \hat{\mathbf{r}}_3 - \hat{\mathbf{r}}_4 \) is almost parallel to \( \mathbf{r}_3 - \mathbf{r}_4 \), by Lemma 10.2(c), and hence \( d(\mathbf{r}_3 - \mathbf{r}_4)/ds \) is almost perpendicular to \( \mathbf{r}_3 - \mathbf{r}_4 \). The condition

\[
\frac{dG_{in}}{ds} = O(\mu)
\]

reads

\[
\left( \frac{d}{ds} (\hat{\mathbf{r}}_3 - \hat{\mathbf{r}}_4) \times (\mathbf{r}_3 - \mathbf{r}_4) + (\hat{\mathbf{r}}_3 - \hat{\mathbf{r}}_4) \times \left( \frac{d}{ds} (\mathbf{r}_3 - \mathbf{r}_4) \right) \right) = O(\mu).
\]

Since the first term is \( O(\mu^\kappa) \) due to our choice of the Poincaré section, we see that

\[
(\hat{\mathbf{r}}_3 - \hat{\mathbf{r}}_4) \times \left( \frac{d}{ds} (\mathbf{r}_3 - \mathbf{r}_4) \right) = o(1).
\]

Since \( d(\mathbf{r}_3 - \mathbf{r}_4)/ds \) is almost perpendicular to \( (\hat{\mathbf{r}}_3 - \hat{\mathbf{r}}_4) \) by the analysis above, we get

\[
\frac{d}{ds} (\mathbf{r}_3 - \mathbf{r}_4) = o(1).
\]

Taking the radial and angular part of this vector identity, and using that \( r_4 = r_3 + o(1) \) and \( \psi_4 = \psi_3 + o(1) \), we get the “−” part of the lemma.

To repeat the above argument for “+” variables, we first need to establish that \( dG_{in}^+ /ds = O(\mu) \). Indeed, using equations (10.19) and (10.29), we get

\[
\frac{\partial G_{in}^+}{\partial s} - \frac{\partial G_{in}^+}{\partial (L,G_{in},g,q,p)} \bigg|_{(L,G_{in},g,q,p)} = O(\mu^\kappa, 1, \mu^{3\kappa}, \mu_1^{3\kappa}, \mu_3^{3\kappa}, 1, 1, 1) = O(\mu).
\]

It remains to show that \( d(\hat{\mathbf{r}}_3 - \hat{\mathbf{r}}_4)/ds = O(1) \) in the “+” case. Since we know it is true in the “−” case, the “+” case follows, because the directional derivative of the local map \( d\mathbf{L}^\Gamma \) is bounded, due to our choice of \( \Gamma \). \( \square \)

We are now ready to describe the computation of Lemma 10.7. We will use the following set of equations which follows from (10.34):

\[
E_3^+ + E_4^+ = E_3^- + E_4^-,
\]

\[
G_3^+ + G_4^+ = G_3^- + G_4^-,
\]

\[
\frac{e_3^+}{G_3^+} \cos(\psi_3^+ + g_3^+) + \frac{e_4^+}{G_4^+} \cos(\psi_4^- - g_4^-) = \frac{e_3^-}{G_3^-} \cos(\psi_3^- + g_3^-) + \frac{e_4^-}{G_4^-} \cos(\psi_4^- - g_4^-),
\]

\[
\frac{(G_3^+)^2}{1 - e_3^+ \sin(\psi_3^+ + g_3^+)} = \frac{(G_3^-)^2}{1 - e_3^- \sin(\psi_3^- + g_3^-)},
\]
\[
\frac{(G_1^+)^2}{1-e_3^2 \sin(\psi_3^+ + g_3^+)} = \frac{(G_1^-)^2}{1-e_3^2 \sin(\psi_3^- - g_3^-)},
\]
(10.46)
\[
\frac{(G_2^+)^2}{1-e_4^2 \sin(\psi_4^+ + g_4^+)} = \frac{(G_2^-)^2}{1-e_4^2 \sin(\psi_4^- - g_4^-)},
\]
(10.47)
\[
\psi_3^+ = \psi_3^-, \quad \psi_4^+ = \psi_4^-, \quad \psi_4^+ = \psi_4^+, \quad x_1^+ = x_1^-, \quad v_1^+ = v_1^-.
\]
(10.48)

In the above equations, we have dropped \(\mathcal{O}(1)\) terms for brevity. We would like to emphasize that the above approximations hold not only in the \(C^0\) sense but also in the \(C^1\) sense when we take the derivatives along directions satisfying the conditions of Corollary 10.5. Equation (10.42) is the approximate conservation of energy, (10.43) is the approximate conservation of angular momentum and (10.44) follows from the approximate conservation of momentum as follows. Represent the position vector as \(\vec{r} = r \hat{e}_r\). Then, the velocity is \(\dot{\vec{r}} = \dot{r} \hat{e}_r + r \dot{\psi} \hat{e}_\psi\). Conservation of momentum gives

\[
(\dot{\vec{r}}_3^- + \dot{\vec{r}}_4^-) = (\dot{\vec{r}}_3^+) + (\dot{\vec{r}}_4^+).
\]

Taking the radial component and using the polar representation of the ellipse

\[
r = \frac{G^2}{1-e \sin(\psi + g)} ,
\]
we get

\[
\dot{r} = \frac{G^2}{(1-e \sin(\psi + g))^2} e \cos(\psi + g) \psi = \frac{r^2}{G^2} e \cos(\psi + g) G \frac{G}{r^2} \cos(\psi + g) .
\]

The possibility of differentiating these equations is justified in Corollary 10.5. The remaining equations reflect the fact that \(Q_3^\pm\) and \(Q_4^\pm\) are all close to each other. The possibility of differentiating these equations is justified by Lemma 10.9. We set the total energy to be zero. So, we get \(E_3^\pm = -E_3^\pm\). This eliminates \(E_4^\pm\). Then, we also eliminate \(\psi_4^\pm\) by setting them equal to \(\psi_3^\pm\).

**Proof of the Lemma 10.7.** Lemma 10.6 and Corollary 10.4 show that the assumption of Lemma 10.7 implies that the direction \(\Gamma\) along which we take the directional derivative satisfies \(\partial G_{\text{ini}}/\partial \Gamma = \mathcal{O}(\mu)\). So, we can directly take derivatives in equations (10.42)–(10.47). Recall that we need to compute \(dE_3^+ (dL^\Gamma\)), where \(\Gamma \in \text{Ker} L_j \cap \text{span}\{w_{3-j}, \tilde{w}\}\). Lemma 3.2 tells us that in Delaunay coordinates we have

\[
\tilde{w} = (0, 1, 0_1 \times \hat{s}) \quad \text{and} \quad w = (0_1 \times \hat{s}, 1, a) \quad \text{where} \quad a = -\frac{L_3}{(L_4^+)^2 + (G_4^+)^2} .
\]

(10.49)

The formula

\[
\tan\left(\frac{\psi}{2}\right) = \sqrt{\frac{1+e}{1-e}} \tan\left(\frac{w}{2}\right),
\]
which relates $\psi$ to $\ell$ through $u$ shows that (10.49) also holds if we use
\[(L_3, \psi_3, G_3, g_3; x_1, v_1; G_4, g_4)\]
as coordinates. Hence, $\Gamma$ has the form $(0, 1, 0_{1 \times 6}, c, ca)$. To find the constant $c$, we use (10.47).

Using (10.48), we can replace $\psi_3^+ = \psi_3^+ = \psi_3^-$ by $\psi$, and get rid of $x_1$ and $v_1$. Let $L$ denote the projection of $L$ to the variables $(E_3, G_3, g_3, G_4, g_4)$, and let $\Gamma$ denote the projection of $\Gamma$ to the variables $(E_3, \psi, G_3, g_3, G_4, g_4)$. Thus, we need to find $dE_3^+ (dL \Gamma)$. To this end, we write the remaining equations (10.43)–(10.46) formally as
\[F(Z_+, Z_-) = 0,\]
where $Z_+ = (E_3^+, G_3^+, g_3^+, G_4^+, g_4^+)$ and $Z_- = (E_3^-, \psi, G_3^-, g_3^-, G_4^-, g_4^-)$. We have
\[\frac{\partial F}{\partial Z_+} dL \Gamma + \frac{\partial F}{\partial Z_-} \Gamma = 0.\]
However, $\frac{\partial F}{\partial Z_+}$ is not invertible, since $F$ involves only four equations while $Z_+$ has five variables. To resolve this problem, we notice that, by definition of $\Gamma$, we have $I \cdot dL \Gamma = 0$, by Lemma 3.2. Thus, we get
\[
\begin{bmatrix}
\frac{1}{L_3} \\
\frac{1}{L_4} 
\end{bmatrix} dL \Gamma = - \begin{bmatrix}
0 \\
\frac{\partial F}{\partial Z_-} \Gamma
\end{bmatrix} \quad \text{and} \quad dL \Gamma = - \begin{bmatrix}
\frac{1}{L_3} \\
\frac{1}{L_4}
\end{bmatrix}^{-1} 
\begin{bmatrix}
0 \\
\frac{\partial F}{\partial Z_-} \Gamma
\end{bmatrix}
\]
We only need to show that the entry $dE_3^+ dL \Gamma$ is non-vanishing to prove Lemma 10.7. It turns out this number is 0.376322 for the first collision and $-1.86463$ for the second collision.

### Appendix A. Delaunay coordinates

#### A.1. Elliptic motion

The material of this section could be found in [F] and [W]. Consider the 2-body problem with Hamiltonian
\[H(P, Q) = \frac{|P|^2}{2m} - \frac{k}{|Q|}, \quad (P, Q) \in \mathbb{R}^4.\]
This system is integrable in the Liouville–Arnold sense when $H < 0$. So, we can introduce the action-angle variables $(L, \ell, G, g)$ in which the Hamiltonian can be written as
\[H(L, \ell, G, g) = -\frac{mk^2}{2L^2}, \quad (L, \ell, G, g) \in T^* \mathbb{T}^2.\]
The Hamiltonian equations are
\[ \dot{L} = \dot{G} = \dot{g} = 0, \quad \dot{\ell} = \frac{mk^2}{L^3}. \]
We introduce the following notations: \( E \) is the energy, \( M \) the angular momentum, \( e \) the eccentricity, \( a \) the semimajor axis, \( b \) the semiminor axis.

Then, we have the following relations which explain the physical and geometrical meaning of the Delaunay coordinates:
\[ a = \frac{L^2}{mk}, \quad b = \frac{LG}{mk}, \quad E = -\frac{k}{2a}, \quad -M = G, \quad e = \sqrt{1 - \left(\frac{G}{L}\right)^2}. \]
Moreover, \( g \) is the argument of apapsis, \( \ell \) is called the mean anomaly, and \( \ell \) can be related to the polar angle \( \psi \) through the equations
\[ \tan\left(\frac{\psi}{2}\right) = \sqrt{\frac{1+e}{1-e}} \tan\left(\frac{u}{2}\right) \quad \text{and} \quad u - e \sin u = \ell. \]

We also have Kepler’s law
\[ a^3 = \frac{1}{(2\pi)^2} T^2, \]
which relates the semimajor axis \( a \) and the period \( T \) of the ellipse.

Denoting the particle’s position by \( Q=(q_1,q_2) \) and its momentum by \( P=(p_1,p_2) \), we have the following formulas in the case \( g=0 \):
\[ q_1 = \frac{L^2}{mk} \left( \cos u - \sqrt{1 - \frac{G^2}{L^2}} \right), \quad q_2 = \frac{LG}{mk} \sin u, \]
\[ p_1 = -\frac{mk}{L} \frac{\sin u}{\sqrt{1 - \frac{G^2}{L^2}}} \cos u, \quad p_2 = \frac{mk}{L^2} \frac{G \cos u}{1 - \sqrt{1 - \frac{G^2}{L^2}} \cos u}, \]
where \( u \) and \( \ell \) are related by \( u - e \sin u = \ell \). Here, \( g \) does not appear because the argument of apapsis is chosen to be zero. In the general case, we need to rotate the \((q_1,q_2)\) and \((p_1,p_2)\) using the matrix
\[ \begin{bmatrix} \cos g & -\sin g \\ \sin g & \cos g \end{bmatrix}. \]

Notice that the equation (A.1) describes an ellipse with one focus at the origin and the other focus on the negative \( x \)-axis. We want to be consistent with \([G2]\), i.e. we want \( g = \frac{1}{2} \pi \) to correspond to the “vertical” ellipse with one focus at the origin and the other focus on the positive \( y \)-axis. Therefore, we rotate the picture clockwise. So, we use the Delaunay coordinates which are related to the Cartesian ones through the equations
\[ Q_{\parallel} = \frac{1}{mk} \left( L^2 \left( \cos u - \sqrt{1 - \frac{G^2}{L^2}} \right) \cos g + LG \sin u \sin g \right), \]
\[ Q_{\perp} = \frac{1}{mk} \left( -L^2 \left( \cos u - \sqrt{1 - \frac{G^2}{L^2}} \right) \sin g + LG \sin u \cos g \right). \]
This is an ellipse focused at the origin with its other focus lying on the positive \( y \)-axis.
A.2. Hyperbolic motion

The above formulas can also be used to describe hyperbolic motion, where we need to replace “sin” by “sinh” and “cos” by “cosh”, and change signs properly (cf. [F], [W]). Namely, we have \( a = \frac{L^2}{mk} \), \( b = \frac{LG}{mk} \), \( E = \frac{k}{2} a \), \( -M = G \) and \( e = \sqrt{1 + \left( \frac{G}{L} \right)^2} \). Also,

\[
q_1 = \frac{L^2}{mk} \left( \cosh u - \sqrt{1 + \frac{G^2}{L^2}} \right), \quad q_2 = \frac{LG}{mk} \sinh u, \\
p_1 = \frac{mk}{L} \frac{\sinh u}{1 - \sqrt{1 + \frac{G^2}{L^2} \cosh u}}, \quad p_2 = \frac{mk}{L^2} \frac{G \cosh u}{1 - \sqrt{1 + \frac{G^2}{L^2} \cosh u}}.
\]

where \( u \) and \( \ell \) are related by

\[
\ell - e \sinh u = \ell, \quad \text{where} \quad e = \sqrt{1 + \left( \frac{G}{L} \right)^2}.
\]

This hyperbola is symmetric with respect to the \( x \)-axis, opens to the right, and the particle moves counterclockwise on it when \( u \) increases (\( \ell \) decreases) in the case when minus the angular momentum \( G = P \times Q < 0 \). The angle \( g \) is defined to be the angle measured from the positive \( x \)-axis to the symmetric axis. There are two such angles that differ by \( \pi \) depending on the orientation of the symmetric axis. This \( \pi \) difference disappears after taking tan, or in the symplectic form and the Hamiltonian equation after taking derivative, so it does not matter which angle we choose.

When the particle moves to the right of the sections \( \{ x \parallel^{R} = \frac{1}{2} \ell \} \) and \( \{ x \parallel^{L} = \frac{1}{2} \ell \} \) (Definition 4.3 and Figure 3), we have a hyperbola opening to the left and the particle moves counterclockwise. To achieve this, we rotate (A.3) by an angle \( \pi + g \). In this case, we choose \( g \) to be the angle measured from the positive \( x \)-axis to the symmetric axis pointing to the perigee:

\[
Q_\parallel = \frac{1}{mk} \left( - (\cos g) L^2 (\cosh u - e) + (\sin g) LG \sinh u \right), \\
Q_\perp = \frac{1}{mk} \left( - (\sin g) L^2 (\cosh u - e) - (\cos g) LG \sinh u \right), \\
P = \frac{mk}{1 - e \cosh u} \left( \frac{1}{L} (\sinh u) \cos g - \frac{G}{L^2} (\sin g) \cosh u, \right),
\]

where \( u \) is large, that we have \( \text{sign}(u) = -\text{sign}(\ell) \). We have three different choices of \( g \) in this paper:

(a) When the particle \( Q_4 \) is moving to the right of the sections \( \{ x \parallel^{R} = \frac{1}{2} \ell \} \) and \( \{ x \parallel^{L} = \frac{1}{2} \ell \} \), and if the incoming asymptote is horizontal, (see the arrows in Figures 1
and 2 for “incoming” and “outgoing”), then the particle comes from the left, and as \( u \) tends to \(-\infty\), the \( y \)-coordinate is bounded and the \( x \)-coordinate is negative. In this case, we have \( \tan g = \frac{G}{L} \), \( g \in \left( -\frac{1}{2} \pi, 0 \right) \). We use \( u < 0 \) to refer to this piece of orbit.

(b) When the particle \( Q_4 \) is moving to the right of the sections \( \{x_{4R}^r = -\frac{1}{2} \chi \} \) and \( \{x_{4L}^l = \frac{1}{2} \chi \} \), and if the outgoing asymptote is horizontal, then the particle escapes to the left, and as \( u \) tends to \( \infty \), the \( y \)-coordinate is bounded and the \( x \)-coordinate is negative. In this case, we have \( \tan g = -\frac{G}{L} \), \( g \in (0, \frac{1}{2} \pi) \). We use \( u > 0 \) to refer to this piece of orbit. The above two cases can be unified as

\[
\tan g = -\text{sign}(u) \frac{G}{L}, \quad \text{with } G < 0, L > 0.
\]

(c) When the particle \( Q_4 \) is moving to the left of the sections \( \{x_{4R}^r = -\frac{1}{2} \chi \} \) and \( \{x_{4L}^l = \frac{1}{2} \chi \} \), we treat the motion as hyperbolic motion focused at \( Q_1 \). We move the origin to \( Q_1 \). The hyperbola opens to the right. The particle \( Q_4 \) moves on the hyperbola counterclockwise with negative angular momentum \( G \), we then rotate by angle \( g \), and \( g \) is the angle measured from the positive \( x \)-axis to the symmetric axis pointing to the opening of the hyperbola. The orbit has the following parametrization:

\[
Q = \frac{1}{mk} \left( (\cos g)L^2(\cosh u - e) - (\sin g)LG \sinh u, (\sin g)L^2(\cosh u - e) + (\cos g)LG \sinh u \right),
\]

\[
P = \frac{mk}{1 - e \cosh u} \left( \frac{1}{L} (\sinh u) \cos g + \frac{G}{L^2} (\sin g) \cosh u, \right.
\]

\[
\left. - \frac{1}{L} (\sinh u) \sin g - \frac{G}{L^2} (\cos g) \cosh u \right). \quad (A.6)
\]

We note that the Delaunay coordinates have some singular behavior near double collision. When we set \( e = 1 \) in (A.4), we find \( \ell = u^3 + \text{h.o.t.} \). Hence, \( u \) as a function of \( \ell \) in a neighborhood of zero is only \( C^0 \) but not \( C^1 \). One can verify that, for \( G = 0 \) and \( \ell \neq 0 \), the hyperbolic Delaunay coordinates still give a symplectic transformation, so we only have singular behavior when \( G \) and \( \ell \) are both close to zero. To control this singular behavior, we need the following estimates in Lemma 7.3.

**Lemma A.1.** (Lemma A.1 of [DX]) In the hyperbolic Delaunay coordinates, as \( G \to 0 \), \( u \to 0 \) and \( L \) being close to 1, we have the following estimates of the first-order derivatives

\[
\left| \frac{\partial u}{\partial G} \right| \leq 2 \quad \text{and} \quad \left| \frac{\partial u}{\partial L} \right| \leq 2|G|,
\]

and the second-order derivatives

\[
\left| \frac{\partial Q}{\partial u} \frac{\partial^2 u}{\partial G^2} \right| \leq 4, \quad \left| \frac{\partial Q}{\partial u} \frac{\partial^2 u}{\partial L^2} \right| \leq 4G^2 \quad \text{and} \quad \left| \frac{\partial Q}{\partial u} \frac{\partial^2 u}{\partial G \partial L} \right| \leq 4|G|.
\]
We next cite Lemma A.2 of [DX] to simplify our calculation. The lemma implies that we can replace $\pm u$ by $\ln(\mp \ell/e)$ when taking first- and second-order derivatives.

**Lemma A.2.** (Lemma A.2 of [DX]) Let $u$ be the function of $\ell$, $G$ and $L$ given by (A.4), and let $\sigma=\text{sign}(u)$ when $|u|$ is large. Then, we can approximate $u$ by $\ln(-\sigma \ell/e)$ in the following sense:

$$
\sigma u - \ln \frac{-\sigma \ell}{e} = O \left( \frac{\ln|\ell|}{\ell} \right), \quad \frac{\partial u}{\partial \ell} = \frac{\sigma}{\ell} + O \left( \frac{1}{\ell^2} \right),
$$

$$(u + \sigma \ln e) = O \left( \frac{1}{|\ell|} \right), \quad \left( \frac{\partial}{\partial L}, \frac{\partial}{\partial G} \right) (u + \sigma \ln e) = O \left( \frac{1}{|\ell|} \right).$$

The estimates above are uniform, as long as $|G| \leq C$, $1/C \leq L \leq C$ and $\ell > \ell_0$ for some constant $C > 1$ and the implied constants in $O(\cdot)$ depend only on $C$ and $\ell_0$.

**A.3. The derivative of Cartesian with respect to Delaunay**

Next, we calculate the first-order derivatives of the Cartesian variables with respect to the Delaunay variables. The assumption of the next lemma is met by Lemma 6.11.

**Lemma A.3.** Assume that $|G| \leq C$ and $1/C \leq L \leq C$ for some $C > 1$.

(a) Assume further in the right case $g = -\sigma \arctan(G/L) + \epsilon$, where $\sigma = \text{sign}(u)$ and $\epsilon = O \left( \frac{\mu}{|\ell|^2 + 1} + \frac{1}{\chi} \right)$.

Then, we have the following estimate of the derivative of Cartesian coordinates with respect to the Delaunay coordinates, as $\ell \to \infty$:

$$
\frac{\partial (Q_{\parallel}, Q_{\perp}, P_{\parallel}, P_{\perp})}{\partial (L, \ell, G, g)} = D + \epsilon \cdot \begin{bmatrix} \text{Rot} \left[ \frac{1}{2\pi} \right] & 0 \\ 0 & \text{Rot} \left[ \frac{1}{2\pi} \right] \end{bmatrix} \cdot D + O(1)_{2 \times 4} + O(\epsilon^2) \cdot D + O(1)_{2 \times 4} + O(1)_{2 \times 4}, \tag{A.7}
$$

where

$$
D = \begin{bmatrix}
\frac{2L\ell}{mk} & \frac{\sigma L^2}{mk} & 0 & 0 \\
-\frac{G\ell^2}{mk(G^2+L^2)} & 0 & \frac{L^3\ell}{mk(G^2+L^2)} & \frac{L^2\ell}{mk} \\
\frac{\sigma L^2}{mk} & km & 0 & 0 \\
-\frac{Gkm}{L(G^2+L^2)} & 0 & -\frac{km}{(G^2+L^2)} & \frac{km}{L}
\end{bmatrix}.
$$

(b) In the left case, if we assume $g, G = O(1/\chi)$ and $L = O(1)$, then the estimates of the derivative are obtained by setting $G = O(1/\chi)$ in the above matrix.
We have
\[ \frac{\partial Q}{\partial \ell} = O(1), \quad \frac{\partial Q}{\partial (L, G, g)} = O(\ell), \quad \frac{\partial Q}{\partial g} = 0 \quad \text{and} \quad \frac{\partial Q}{\partial G} = O_{C^2(L, G, g)}(\ell). \]

**Proof.** First we drop \( e \) in (A.5), since it will contribute a \( O(1) \) term in (A.7).

To obtain the leading term we just need to calculate
\[ \frac{\partial (\tilde{Q}|, \tilde{Q}, P||, P\perp)}{\partial (L, \ell, G, g)}(L, \ell, G, -\sigma \arctan(G/L)), \]
where \( \tilde{Q} \) refers to the right-hand side of (A.5) with the \( e \) term discarded. This derivative is obtained by a straightforward calculation using the formulas (A.5) and (A.6) with the help of Lemma A.2. The calculations of \( \partial \tilde{Q}/\partial G \) and \( \partial \tilde{Q}/\partial L \) are presented in detail in Lemma A.3 of [DX], and the other derivatives are similar. To get the first correction term, i.e. the \( O\left( \frac{\mu}{|\ell|^2 + 1} \right) \) part, let \( g_0 = \pm \arctan(G/L) \) and \( \varepsilon = g - g_0 \). We use the relations
\[ (\tilde{Q}|, \tilde{Q}, P||, P\perp)(L, \ell, G, g) = \text{Rot}(g)(\tilde{Q}|, \tilde{Q}, P||, P\perp)(L, \ell, G, 0), \]
and notice that rotation by \( \frac{1}{2} \pi \) has the effect of interchanging the roles of \( || \) and \( \perp \). This gives parts (a) and (b) of the lemma.

Part (c) follows by direct calculation from (A.5) and Lemma A.2 (see Lemma A.3 (a) of [DX]).

**Remark A.4.** (1) Part (c) of Lemma A.3 means \( \partial Q/\partial g \) is almost parallel to \( \partial Q/\partial G \).

This plays an important role in our proof of Lemma 6.5, as well as in [DX]. In fact, in (A.7) the matrix has determinant 1, since it is symplectic. We look at the \( D \) term in (A.7). The discussion remains true when the other terms are included. In \( D \), the first, second and fourth columns have no obvious linear relations. However, the first and fourth columns have modulus \( O(\ell) \), when \( |\ell| \) is large. So, the third column must be almost parallel to either the first or fourth column to get determinant 1.

(2) The second and fourth rows of \( D \) are almost parallel for similar reasons. This fact plays an important role in the proof of Sublemma 9.1.

(3) The same argument can be applied to the inverse of the left-hand side of (A.7). We will see in Lemma A.5 below that the two rows \( \partial g/\partial (Q, P) \) and \( \partial G/\partial (Q, P) \) are almost parallel, which is used in the proof of Sublemma 9.2 to get the tensor structure.
A.4. The derivative of Delaunay with respect to Cartesian

We could have inverted the matrix (A.7) to get the result of this section. However, though the matrix (A.7) is non-singular, it is close to be singular, since we have some large entries of $O(\chi)$. Therefore, we calculate the derivatives $\partial(L,G,g)/\partial(Q,P)$ directly using known identities.

**Lemma A.5.** We have the following estimates about the derivatives of Delaunay variables with respect to the Cartesian variables:

\[
\begin{align*}
\frac{\partial L}{\partial (Q,P)} &= -\frac{L^3}{mk^2} \left( kQ \frac{P}{|Q|^3} \right), \\
\frac{\partial G}{\partial (Q,P)} &= (-P_\perp, P_\parallel, Q_\perp, -Q_\parallel),
\end{align*}
\]

and

\[
\frac{\partial g}{\partial (Q,P)} = \frac{1}{|P|^2} (0, 0, -P_\perp, P_\parallel) - \text{sign}(u) \left( \frac{L}{G^2 + L^2} \frac{\partial G}{\partial (Q,P)} - \frac{G}{G^2 + L^2} \frac{\partial L}{\partial (Q,P)} \right) + O\left( \frac{1}{P^2} \right),
\]

as $|\ell| \to \infty$.

**Proof.** From the relation

\[
\frac{mk^2}{2L^2} = \frac{P^2}{2m} - \frac{k}{|Q|},
\]

we get

\[
\frac{\partial L}{\partial (Q,P)} = -\frac{L^3}{mk^2} \left( kQ \frac{P}{|Q|^3} \right).
\]

We also have

\[
G = P \times Q \quad \text{and} \quad \frac{\partial G}{\partial (Q,P)} = (-P_\perp, P_\parallel, Q_\perp, -Q_\parallel).
\]

To get the derivative $\partial g/\partial (Q,P)$, we take the quotient $P_\perp/P_\parallel$ in (A.5) and (A.6), then apply the formula

\[
\tan(\alpha \pm \beta) = \frac{\tan \alpha \pm \tan \beta}{1 \mp \tan \alpha \tan \beta}
\]

to get that, as $|u| \to \infty$,

\[
g = \arctan \left( \frac{P_\perp}{P_\parallel} \right) - \text{sign}(u) \arctan \left( \frac{G}{L} \right) - e^{-2|u|} E \left( \frac{G}{L}, g, u \right) + o(e^{-2|u|}) \quad \text{(mod } \pi),
\]

where $E$ is a smooth function. Hence,

\[
\partial g = \frac{P_\parallel \partial P_\perp - P_\perp \partial P_\parallel}{P_\parallel^2 + P_\perp^2} - \text{sign}(u) \frac{L \partial G - G \partial L}{G^2 + L^2} + O\left( \frac{1}{P^2} \right)
\]

\[
= \frac{1}{P^2} (0, 0, -P_\perp, P_\parallel) - \text{sign}(u) \frac{L \partial G - G \partial L}{G^2 + L^2} + O\left( \frac{1}{P^2} \right). 
\]
A.5. Second-order derivatives

The following estimates of the second-order derivatives are used in integrating the variational equation.

**Lemma A.6.** (Lemma A.5 of [DX]) Assume that \( |G| \leq C \) and \( 1/C \leq L \leq C \) for some constant \( C > 1 \).

(a) We have, as \( |\ell| \to \infty \),
\[
\frac{\partial^2 Q}{\partial g^2} = -Q, \quad \frac{\partial^2 Q}{\partial g \partial G} = \frac{\partial Q}{\partial G} - \left( \frac{\partial}{\partial G} \frac{\partial |Q|^2}{\partial g} \right) = (0, 0),
\]
\[
\frac{\partial^2 Q}{\partial G^2} = O(\ell), \quad \frac{\partial^2 Q}{\partial L^2} = O(\ell), \quad \frac{\partial^2 Q}{\partial L \partial G} = O(\ell).
\]

(b) Under the conditions of Lemma A.3 (a), we have
\[
\frac{\partial^2 Q}{\partial G^2} = \frac{L^2}{(L^2 + G^2)^{3/2}} (L \cosh u, 2G \sinh u) + O(1),
\]
\[
\frac{\partial^2 Q}{\partial g \partial G} = \left( \frac{L^2 \sinh u}{\sqrt{L^2 + G^2}} , 0 \right) + O(1),
\]
\[
\frac{\partial^2 Q}{\partial g \partial L} = \left( -\frac{GL \sinh u}{\sqrt{L^2 + G^2}} - 2\sqrt{L^2 + G^2} \cosh u \right) + O(1),
\]
\[
\frac{\partial^2 Q}{\partial G \partial L} = \frac{-L}{(L^2 + G^2)^{3/2}} (LG \cosh u, (L^2 + 3G^2) \sinh u) + O(1).
\]

(c) Under the conditions of Lemma A.3 (b), we have
\[
\frac{\partial^2 Q}{\partial G^2} = -\cosh u(1, 0) + O(1), \quad \frac{\partial^2 Q}{\partial g \partial G} = -L \sinh u(1, 0) + O(1),
\]
\[
\frac{\partial^2 Q}{\partial g \partial L} = L \sinh u(0, 2) + O(1), \quad \frac{\partial^2 Q}{\partial G \partial L} = \cosh u(0, 1) + O(1).
\]

Appendix B. Gerver’s mechanism

B.1. Gerver’s result in [G2]

We summarize the result of [G2] in Table 1. Recall that the Gerver scenario deals with the limiting case \( \chi \to \infty \) and \( \mu \to 0 \). Accordingly, \( Q_1 \) disappears at infinity and there is no interaction between \( Q_3 \) and \( Q_4 \). Hence, both particles perform Kepler motions. The shape of each Kepler orbit is characterized by energy, angular momentum and the argument of apapsis. In Gerver’s scenario, the incoming and outgoing asymptotes of the hyperbola are always horizontal and the semimajor axis of the ellipse is always vertical. So, we only need to describe on the energy and angular momentum.
non-collision singularities in a planar 4-body problem

Table 1. Summary of the result of [G2].

<table>
<thead>
<tr>
<th>1st collision</th>
<th>2nd collision</th>
</tr>
</thead>
<tbody>
<tr>
<td>( Q_3 )</td>
<td>( Q_3 )</td>
</tr>
<tr>
<td>( Q_4 )</td>
<td>( Q_4 )</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Energy</th>
<th>Angular momentum</th>
<th>Eccentricity</th>
<th>Semimajor</th>
<th>Semiminor</th>
</tr>
</thead>
<tbody>
<tr>
<td>( -\frac{1}{2} )</td>
<td>( \varepsilon_1 \rightarrow -\varepsilon_0 )</td>
<td>( \varepsilon_0 \rightarrow \varepsilon_1 )</td>
<td>1</td>
<td>( \varepsilon_1 \rightarrow \varepsilon_0 )</td>
</tr>
<tr>
<td>( \frac{1}{2} )</td>
<td>( p_1 \rightarrow -p_2 )</td>
<td>( \varepsilon_1 \rightarrow \varepsilon_0 )</td>
<td>-1</td>
<td>( p_1 \rightarrow p_2 )</td>
</tr>
<tr>
<td>( \frac{1}{2} \rightarrow \frac{\varepsilon_1^2}{2\varepsilon_0} )</td>
<td>( -\varepsilon_0 \rightarrow \varepsilon_0 \sqrt{2} )</td>
<td>( -\varepsilon_0 \rightarrow \varepsilon_0 \sqrt{2} \rightarrow \varepsilon_1 \sqrt{2} )</td>
<td>( \varepsilon_0 \rightarrow \frac{\varepsilon_0^2}{\varepsilon_1} )</td>
<td>( \varepsilon_0 \rightarrow \frac{\varepsilon_0^2}{\varepsilon_1} )</td>
</tr>
</tbody>
</table>

Here,

\[
p_{1,2} = \frac{-Y \pm \sqrt{Y^2 + 4(X+R)}}{2},
\]

\( R = \sqrt{X^2 + Y^2} \) and \((X, Y)\) stands for the point where collision occurs (the parenthesis after \( \oplus \) in the table). We will call the two points the Gerver collision points. In the above table \( \varepsilon_0 \) is a free parameter and \( \varepsilon_1 = \sqrt{1 - \varepsilon_0^2} \). At the collision points, the velocities of the particles are the following. For the first collision,

\[
v_3^- = \left( -\frac{\varepsilon_1}{\varepsilon_0} \right), \quad v_4^- = \left( 1, \frac{\sqrt{2}}{\varepsilon_0} \right), \quad v_3^+ = \left( \frac{1}{R_{p_1}}, \frac{1}{R_{p_1}} \right), \quad v_4^+ = \left( -1 + \frac{Y}{R_{p_2}}, \frac{1}{R_{p_2}} \right).
\]

For the second collision,

\[
v_3^- = \left( 1, \frac{\varepsilon_1}{\varepsilon_0} \right), \quad v_4^- = \left( \frac{1}{\varepsilon_0}, \frac{\sqrt{2}}{\varepsilon_0} \right), \quad v_3^+ = \left( 1, \frac{1}{\varepsilon_0} \right) \quad \text{and} \quad v_4^+ = \left( -\frac{\varepsilon_1}{\varepsilon_0}, \frac{\sqrt{2}}{\varepsilon_0} \right).
\]
Appendix C. $\mathcal{C}^4$ control of the global map: proof of Lemma 3.2

In this appendix, we derive Lemma 3.2 from Proposition 5.2. We split the proof into six steps.

**Step 0.** (Preparations: definitions of auxiliary vectors and simplification of the five matrices.)

We define some new auxiliary vectors. Recall that in the paragraph before Proposition 5.2, we introduced a convention to use **bold** font to indicate that the estimate of the corresponding entry is actually $\sim$, not only $\lesssim$. Below, we use the following notational convention to make it easier for the reader to keep track of the computations.

**Notation C.1.** A vector with “tilde”, “hat” and “bar” means a $O(1/\chi)$, $O(\mu)$ and $O(1)$ perturbation to the vector, respectively.

**Definition C.2.** We define the following list of vectors:

- $\tilde{u} := N_3 u = u + O\left(\frac{1}{\chi}\right) \lesssim \left(\frac{1}{\chi^2}, -\frac{1}{\chi^2}, \frac{1}{\chi^2}; \mu, \frac{1}{\chi}, \mu, \frac{1}{\chi}, \frac{1}{\chi}, \frac{1}{\chi}\right)^T$,
- $\tilde{l} := lN_3 = l + O\left(\frac{1}{\chi}\right) \lesssim \left(1, \frac{1}{\chi}, \frac{1}{\chi^2}; \frac{1}{\chi^2}, \frac{1}{\chi^2}, \mu, \frac{1}{\chi}, \frac{1}{\chi}\right)$;
- $\breve{u} := N_5 u = u + O(\mu) \lesssim \left(\mu, -1, \mu, \mu, \frac{1}{\chi}, \frac{1}{\chi}, \frac{1}{\chi}, \frac{1}{\chi}; \mu, \frac{1}{\chi}, \frac{1}{\chi}, \frac{1}{\chi}\right)$,
- $\breve{l} := lN_1 = l + O(\mu) \lesssim \left(1, \mu, \mu, \mu, \mu, \mu, \mu, \mu; \frac{1}{\chi}, \frac{1}{\chi}, \frac{1}{\chi}, \frac{1}{\chi}\right)$;
- $\hat{u}_{iii} := u_{iii} + \delta u \lesssim \left(0, 0, 0, 0; 0, \mu, 0, \frac{1}{\chi}, 1, 1\right)^T$,
- $\hat{l}_i := l_i + \delta l \lesssim \left(1, \frac{1}{\chi}, \frac{1}{\chi^2}, \frac{1}{\chi^2}, \frac{1}{\chi^2}, \frac{1}{\chi^2}, \mu; \frac{1}{\chi}, \frac{1}{\chi}\right)$,
- $\hat{u}_{iii}' := u_{iii}' + \delta u \lesssim \left(0, 0, 0, 0; 0, \mu, 0, \frac{1}{\chi}, 1, 1\right)^T$,
- $\hat{l}_i' := l_i' + \delta l \lesssim \left(1, \frac{1}{\chi}, \frac{1}{\chi^2}, \frac{1}{\chi^2}, \frac{1}{\chi^2}, \frac{1}{\chi^2}, \mu; \frac{1}{\chi}, \frac{1}{\chi}\right)$;

and the following matrices:

$$S_2 := AL^{-1}R^{-1}C \quad \text{and} \quad S_4 := AR^{-1}C.$$
Note that $S_2, S_4 \lessgtr S$, where

\[
S := \begin{bmatrix}
1\times3 & 0_{4\times1} & 0_{4\times1} & 0_{4\times1} & 0_{4\times1} & 0_{4\times1} \\
0 & 0_{1\times3} & 1 + O(\mu) & 0 & 0 & 0 \\
0 & 0_{1\times3} & 0 & 1 + O(\mu) & 0 & 0 \\
O(1) & O(1/\chi^3)_{1\times3} & O(1/\mu \chi^2) & O(1/\mu \chi^3) & 1 + O(\mu) & O(\mu / \chi) \\
0 & 0_{1\times3} & 0 & 0 & 0 & 1 + O(\mu) \\
1 + O(\mu) & O(1/\chi^3)_{1\times3} & O(1/\mu \chi^2) & O(1/\chi^2) & O(\mu) & O(\mu / \chi)
\end{bmatrix}.
\]

**Sublemma C.3.** (1) $l \cdot u, \tilde{l} \cdot u, l \cdot \tilde{u} \lessgtr \frac{1}{\chi^2}$.

(2) $l_{\text{iii}} \cdot L \cdot R^{-1} u_i = \frac{1 + O(\mu)}{\chi}$ and $l_{\text{iii}}' \cdot R \cdot L^{-1} u_i' = - \frac{1 + O(\mu)}{\chi}$.

**Proof.** All of these estimates come from straightforward calculations using Proposition 5.2 and Definition C.2. Item (2) is exact. It uses Proposition 5.2 (b2).

Using Definition C.2 and Sublemma C.3, we simplify the five matrices into sums as follows. Notice that the factors $(\text{Id}_{10} + u_1 \otimes l_1)$ in (I) and $\text{Id}_{10} + u_5' \otimes l_5'$ in (V) are both $O(1)$, so we do not include them in the following calculation until the final step for simplicity. We shall write (I) and (V) for the modified matrices. We have

\[
\begin{align*}
(\text{III}) \lessgtr & (\text{Id}_{10} + \chi u \otimes l) N_3 (\text{Id}_{10} + \chi u \otimes l') \\
= & (\text{Id}_{10} + \chi u \otimes l) (N_3 + \chi N_3 u \otimes l') \\
= & (\text{Id}_{10} + \chi u \otimes l) (N_3 + \chi \tilde{u} \otimes l') \\
= & (N_3 + \chi \tilde{u} \otimes l') + \chi u \otimes l (N_3 + \chi \tilde{u} \otimes l') \\
\sim & N_3 + \chi \tilde{u} \otimes l' + \chi u \otimes \tilde{l},
\end{align*}
\]

\[
\begin{align*}
(\text{II}) = & (\chi u_{\text{iii}} \otimes l_{\text{iii}} + A) L \cdot R^{-1} (\chi u_i \otimes l_i + C) \\
= & \chi^2 u_{\text{iii}} \otimes l_{\text{iii}} L \cdot R^{-1} u_i \otimes l_i + \chi \delta u \otimes l_i + \chi u_{\text{iii}} \otimes \delta l + S \\
\sim & \chi \tilde{u}_{\text{iii}} \otimes \tilde{l}_i - \chi \delta u \otimes \delta l + S,
\end{align*}
\]

\[
\begin{align*}
(\text{IV}) = & \chi \tilde{u}_{\text{iii}} \otimes \tilde{l}_i - \chi \delta u \otimes \delta l + S,
\end{align*}
\]

\[
\begin{align*}
(\tilde{\text{I}}) \lessgtr (\text{Id}_{10} + \chi u \otimes l) N_1 = N_1 + \chi u \otimes l N_1 = N_1 + \chi u \otimes \tilde{l},
\end{align*}
\]

\[
\begin{align*}
(\tilde{\text{V}}) \lessgtr N_5 (\text{Id}_{10} + \chi u \otimes l') = N_5 + N_5 \chi u \otimes l' = N_5 + \chi \tilde{u} \otimes l',
\end{align*}
\]
where, for (III), we used that
\[ l(N_3 + \chi \tilde{u} \otimes l') \lesssim \tilde{l} + \frac{1}{\chi} \sim \tilde{l}, \]
by Definition C.2 (first bullet point) and Sublemma C.3 (1).

**Step 1.** (Decomposing (IV)(III)(II) into three summands.)
We start with an auxiliary estimate.

**Sublemma C.4.** We have the following estimates as $1/\chi \ll \mu \to 0$:
1. $\tilde{u}_{iii}(\text{III}) \lesssim \left( \frac{1}{\chi^2}, \frac{1}{\chi}, \frac{1}{\chi}; \mu, \mu, \frac{1}{\chi}, \frac{1}{\chi}; 1, 1 \right)^T = O(1)$,
2. $\hat{l}_i(\text{III}) \lesssim \left( 1, \frac{1}{\chi^2}, \frac{1}{\chi^2}, \frac{1}{\chi}, \frac{1}{\chi}; \mu, \mu, \frac{1}{\chi}, \frac{1}{\chi}; 1, 1 \right)^T = O(1)$,
3. $\hat{l}_v(\text{III}) \tilde{u}_{iii} \to -2$.

**Corollary C.5.** (1) $\delta l(\text{III}) \tilde{u}_{iii} \lesssim 1/\chi$,
(2) $\hat{l}_v(\text{III}) \delta u \lesssim 1/\chi$.

**Proof.** All of these are done by straightforward calculation using the information obtained in Proposition 5.2 together with the calculation of (III) in (C.1). The 1 entries in item (1) are actually $(N_3_{44}(u_{iii}(9), u_{iii}(10))$ and $(l_v(9), l_v(10))(N_3_{44}$, up to a $O(\mu)$ error. Item (2) is in fact $(l_v(9), l_v(10))(N_3_{44}(u_{iii}(9), u_{iii}(10))$, up to a $O(\mu)$ error. These terms can be calculated explicitly using part (b1)–(b3) of Proposition 5.2. \qed

Then, we consider
\[ (IV)(III)(II) \]
\[ \sim (?1u_{iii}' \otimes \hat{l}_v - \chi \delta u \otimes \delta l + S)(\text{III})(\chi \hat{u}_{iii} \otimes \hat{l}_i - \chi \delta u \otimes \delta l + S) \]
\[ = \chi^2 \hat{u}_{iii}' \otimes \hat{l}_v(\text{III})\hat{u}_{iii} \otimes \hat{l}_i + (-\chi \delta u \otimes \delta l + S)(\text{III})(\chi \hat{u}_{iii} \otimes \hat{l}_i) \]
\[ + (?1u_{iii}' \otimes \hat{l}_v(\text{III})(-\chi \delta u \otimes \delta l + S) + (-\chi \delta u \otimes \delta l + S)(\text{III})(-\chi \delta u \otimes \delta l + S). \]

Define
\[ v = \hat{l}_v(\text{III})(-\chi \delta u \otimes \delta l + S) \quad \text{and} \quad v' = (-\chi \delta u \otimes \delta l + S)(\text{III})\hat{u}_{iii}. \]
Both are of order 1, by Corollary C.5 and Sublemma C.4 (1). From Sublemma C.4 (2), we get
\[ (C.2) \sim \chi^2 \hat{u}_{iii}' \otimes \hat{l}_i + \chi v' \otimes \hat{l}_i + \chi \hat{u}_{iii}' \otimes v + (\chi \delta u \otimes \delta l - S)(\text{III})(\chi \delta u \otimes \delta l - S) \]
\[ = \chi^2 \left( \hat{u}_{iii}' + \frac{1}{\chi} v' \right) \otimes \left( \hat{l}_i + \frac{1}{\chi} v \right) - v' \otimes v + (\chi \delta u \otimes \delta l - S)(\text{III})(\chi \delta u \otimes \delta l - S) \]
\[ = \chi^2 \hat{u}_{iii}' \otimes \hat{l}_i - v' \otimes v + (\chi \delta u \otimes \delta l - S)(\text{III})(\chi \delta u \otimes \delta l - S). \]
where we have defined
\[ \tilde{u}_{iii'} = u_{iii'} + \delta u + \frac{1}{\chi} v' \quad \text{and} \quad \tilde{l}_i = l_i + \delta l + \frac{1}{\chi} v. \]
It is important to stress that the coefficient of the \( \chi^2 \) term is non-zero.

Next, we consider
\[
\]
In the following, we are going to show that \( \chi^2 (V) \tilde{u}_{iii'} \otimes \tilde{l}_i (I) \) gives rise to the \( \chi^2 \) part of the main lemma (Lemma 3.2). The \( (V) v' \otimes v (I) \) part will be absorbed into \( O(\mu \chi) \) part. The last summand in (C.3) will give rise to the \( O(\chi) \) part together with a perturbation of order \( O(\mu \chi) \), where the \( O(\chi) \) part comes from \( (V) S(III) S(I) \).

**Step 2.** (The first summand in (C.3) gives the \( O(\chi^2) \) contribution in Lemma 3.2.)

The following sublemma is needed for this step.

**Sublemma C.6.** (1)
\[
\tilde{l}_i \cdot \tilde{u}_{iii'} \lesssim \frac{1}{\chi} \quad \text{and} \quad \tilde{l}_i \cdot u \lesssim \frac{1}{\chi^2}.
\]
(2)
\[
\tilde{l}_i \cdot v' \lesssim \frac{\mu}{\chi} \quad \text{and} \quad v \cdot u \lesssim \frac{\mu}{\chi}.
\]

We first consider the term \( (V) (\chi^2 \tilde{u}_{iii'} \otimes \tilde{l}_i) (I) \). We keep in mind that \( N_1, N_5 = O(\mu \chi) \).

Define
\[
\tilde{u}' := (V) \tilde{u}_{iii'} = N_5 \tilde{u}_{iii'} + \chi \tilde{u} \otimes \tilde{l}_i \cdot \tilde{u}_{iii'} = (N_5 \tilde{u}_{iii'} + O(\mu)) + \hat{u} (\chi \tilde{l}_i \cdot \tilde{u}_{iii'} + l' \cdot v')
\]
\[
= N_5 \tilde{u}_{iii'} + O(\mu) \hat{u} + O(\mu),
\]
\[
\tilde{l}_i := \tilde{l}_i (I) = \tilde{l}_i + \chi \tilde{l}_i \cdot u \otimes \tilde{l}_i = \tilde{l}_i N_1 + \hat{l}_i N_1 + O(\mu) + (\chi \hat{l}_i \cdot u + v \cdot u) \hat{l}_i = \hat{l}_i N_1 + O(\mu).
\]
We will analyze \( \tilde{u}' \) and \( \tilde{l}_i \) in more detail in the final step.

**Step 3.** (The second summand \( v' \otimes v \) in (C.3) gives \( (V) v' \otimes v (I) = O(\mu \chi) \).)

The following sublemma is needed in this step.

**Sublemma C.7.** We have the following estimates:

(1)
\[
N_5 \delta u \lesssim \left( \frac{\mu}{\chi}, \frac{1}{\chi}, \frac{\mu}{\chi}, \frac{1}{\chi}, \frac{1}{\chi} \right)^T = O(\mu),
\]
\[
\delta l N_1 \lesssim \left( \frac{1}{\chi}, \frac{\mu}{\chi}, \frac{1}{\chi}, \frac{1}{\chi}, \frac{\mu}{\chi}, \frac{1}{\chi}, \frac{1}{\chi} \right) = O(\mu),
\]
\[ l' \cdot \delta u \lesssim \frac{1}{\chi^2} \quad \text{and} \quad \delta l \cdot u \lesssim \frac{\mu}{\chi^2}. \]

Before considering \((\nabla)v' \otimes v(\bar{I})\), we perform the following calculation:

\[
(\nabla) \chi \delta u \otimes \delta l = (N_5 + \chi \hat{u} \otimes l') \chi \delta u \otimes \delta l = \chi (N_5 \delta u + \chi \hat{u} \otimes l' \cdot \delta u) \otimes \delta l := \chi \hat{u} \otimes \delta l,
\]

\[
\delta l \cdot \delta u = \chi \delta u \otimes \delta l(\bar{I}) = \chi \delta u \otimes \delta l(N_1 + \chi \hat{u} \otimes \hat{l}) = \chi \delta u \otimes (\delta l N_1 + \chi \hat{l} \cdot u \otimes \hat{l}) := \chi \delta u \otimes \hat{\delta l}. \tag{C.5}
\]

We use Sublemma C.7 to conclude that \(\hat{\delta u}, \hat{\delta l} = O(\mu)\).

Next, we consider \((\nabla)v' \otimes v(\bar{I})\):

\[
(\nabla)v' \otimes v(\bar{I}) = (\nabla)(-\chi \delta u \otimes \delta l + S)(III)\hat{u}_{iii} \otimes \hat{l}_{i}'(III)(-\chi \delta u \otimes \hat{\delta l} + S)(\bar{I})
\]

\[
= \chi^2 \hat{u} \otimes \delta l(\bar{I})[\delta u \otimes \hat{\delta l}] + \chi \delta u \otimes \delta l(\bar{I})[\delta u \otimes \hat{\delta l}] = (\nabla)(\bar{I})\hat{u}_{iii} \otimes \hat{l}_{i}'(III) S(\bar{I})
\]

\[
\lesssim \hat{u} \otimes \delta l + \hat{u} \otimes \hat{l}_{i}'(III) S(\bar{I}) + (\nabla)S(III)\hat{u}_{iii} \otimes \hat{l}_{i}'(III) S(\bar{I}),
\tag{C.6}
\]

where, in the last step, we use Corollary C.5. The first term above is \(O(\mu^2)\). To study the remaining three terms, we continue the calculation in Sublemma C.4 to get the following.

**Sublemma C.8.** We have the following estimates:

1. \(\hat{l}_{i}'(III) S \lesssim \left(\frac{1}{\chi^2}, \frac{1}{\chi}, \frac{1}{\chi}, \mu, \frac{1}{\chi}, \frac{1}{\chi}, \frac{1}{\chi} \middle| \mu, \mu, \mu, \mu, \mu, \mu, \mu \right) = O(1),\)

\(\hat{l}_{i}'(III) SN_1 \lesssim \left(1, \mu, \mu, \mu, \frac{1}{\chi}, \frac{1}{\chi}, \mu, \mu, \mu, \mu, \mu \right) = O(1),\)

2. \(S(III)\hat{u}_{iii} \lesssim \left(\frac{1}{\chi^2}, \frac{1}{\chi^2}, \mu, \mu, \frac{1}{\chi}, \frac{1}{\chi}, \mu, \mu, \mu, \mu, \mu \right) = O(1),\)

\(N_5 S(III)\hat{u}_{iii} \lesssim \left(\mu, 1, \mu, \mu, \mu, \frac{1}{\chi}, \frac{1}{\chi}, \mu, \mu \right) = O(1).\)

**Corollary C.9.**

\(\hat{l}_{i}'(III) S \cdot u \lesssim \frac{\mu}{\chi} \quad \text{and} \quad l' \cdot S(III)\hat{u}_{iii} \lesssim \frac{\mu}{\chi}.\)
Using Sublemma C.8 and Corollary C.9, we get

\[
\begin{align*}
\hat{l}_v(III)S(\bar{l}) & = \hat{l}_v(III)SN_1 + \chi \hat{l}_v(III)S \cdot \hat{l} = O(1), \\
(\nabla)S(III)\hat{u}_{iii} & = N_5 S(III)\hat{u}_{iii} + \chi \hat{u} \otimes \hat{l}' \cdot S(III)\hat{u}_{iii} = O(1).
\end{align*}
\]

Accordingly, the fourth term in (C.6) is \(O(1)\), and the other terms are even smaller. Hence,

\[
(\nabla)u' \otimes v(\bar{l}) = O(1) \ll O(\chi).
\]

**Step 4.** (The last summand in (C.3) gives the \(O(\chi)\) contribution in Lemma 3.2 and a \(O(\mu \chi)\) perturbation.)

To proceed, the following calculation is needed.

**Sublemma C.10.** We have the following estimates:

1.

\[
\begin{align*}
(III) \delta u & \lesssim \left( \frac{1}{\chi}, \frac{1}{\chi^3}, \frac{1}{\chi^2}, \frac{\mu}{\chi}, \frac{1}{\chi^2}, \frac{1}{\chi}, \frac{1}{\chi} \right)^T = O(\mu), \\
\delta l(III) & \lesssim \left( \frac{1}{\chi}, \frac{1}{\chi^3}, \frac{1}{\chi^2}, \frac{1}{\chi}, \frac{\mu}{\chi}, \frac{1}{\chi} \right) = O(\mu);
\end{align*}
\]

2.

\[
\begin{align*}
\delta l(III)S & \lesssim \left( \frac{1}{\chi}, \frac{1}{\chi^3}, \frac{1}{\chi^2}, \frac{1}{\chi}, \frac{\mu}{\chi}, \frac{\mu}{\chi} \right) = O(\mu), \\
\delta l(III)SN_1 & \lesssim \left( \frac{1}{\chi}, \frac{\mu}{\chi}, \frac{\mu}{\chi}, \frac{1}{\chi}, \frac{\mu}{\chi}, \frac{\mu}{\chi}, \frac{\mu}{\chi} \right) = O(\mu);
\end{align*}
\]

3.

\[
\begin{align*}
S(III) \delta u & \lesssim \left( \frac{1}{\chi}, \frac{1}{\chi^3}, \frac{1}{\chi^2}, \frac{1}{\chi}, \frac{\mu}{\chi}, \frac{1}{\chi}, \frac{1}{\chi}, 0, \frac{\mu}{\chi} \right) = O(\mu), \\
N_5 S(III) \delta u & \lesssim \left( \frac{\mu}{\chi}, \frac{1}{\chi}, \frac{\mu}{\chi}, \frac{\mu}{\chi}, \frac{1}{\chi}, \frac{1}{\chi}, \frac{1}{\chi}, \frac{\mu}{\chi}, \frac{\mu}{\chi} \right) = O(\mu).
\end{align*}
\]

**Corollary C.11.**

1. \(\delta l(III) \delta u \lesssim \mu/\chi\).

2. \(\delta l(III)S \cdot u \lesssim \frac{\mu}{\chi^2} \) and \(l' \cdot S(III) \delta u \lesssim \frac{\mu}{\chi^2}\).
We are now ready to consider the last summand in (C.3). Using (C.5), we get

\[(\nabla)(-\chi \delta u \otimes \delta l + S)(\text{III})(-\chi \delta u \otimes \delta l + S)(\bar{I})\]
\[= (-\chi \hat{\delta} u \otimes \delta l + (\nabla)S)(\text{III})(-\chi \delta u \otimes \delta l + S)(\bar{I})\]
\[= \chi^2 \delta u \otimes \delta l - \chi \hat{\delta} u \otimes \delta l - \chi (\nabla)S(\text{III})\delta u \otimes (\nabla)S(\text{III})S(\bar{I}).\tag{C.7}\]

The first term in the right-hand side of (C.7) is \(O(\mu \chi)\), using Corollary C.11 (1). Next,

\[\delta l(\text{III})S(\bar{I}) = \delta l(\text{III})SN_1 + \chi \delta l(\text{III})Su \otimes \hat{l} = O(\mu).\]

This implies that the second term in the right-hand side of (C.7) is \(O(\mu \chi)\). To consider the third term in the right-hand side of (C.7), we note that

\[(\nabla)S(\text{III})\delta u = N_5 S(\text{III})\delta u + \chi \hat{u} \otimes l'. S(\text{III})\delta u = O(\mu).\]

So, the third term is also \(O(\mu \chi)\). Thus, we get

\[(C.7) = (\nabla)S(\text{III})S(\bar{I}) + O(\mu \chi).\]

We need the following calculations.

**Sublemma C.12.** We have the following estimates, as \(1/\chi \ll \mu \to 0:\)

1. \(l' SN_1, l' N_3 SN_1, l' SN_3 SN_1 = (1, 0_{1 \times 3}) + O(\mu) \to \hat{j} \cdot \)
2. \(N_5 Su, N_5 N_3 Su, N_5 SN_3 SN_1 = (0, 1, 0_{1 \times 3}) \mathbf{T} + O(\mu) \to \hat{w};\)
3. \(l' Su, l' S\hat{u}, l' SN_3 Su \ll \mu/\chi \text{ and } \hat{l} S u = O(1/\chi^2);\)
4. \(N_5 SN_3 SN_1 = O(\mu \chi).\)

**Proof.** Items (1) and (2) can be obtained by taking the limit \(\lim_{\mu \to 0, \chi \to \infty}\) using Mathematica. In item (4), we use Mathematica to get

\[\lim_{\mu \to 0, \chi \to \infty} \frac{N_2 SN_3 SN_1}{\chi} = 0.\]

To understand (1) and (2) heuristically, we notice that all the entries of \(l'\) are small except the first one, so multiplying \(l'\) by a matrix corresponds to picking out the first row. Though \(N_1\) and \(N_3\) have some large entries of order \(O(\mu \chi)\), the corresponding entries of \(l'\) are small enough to suppress them. The first rows of the matrices \(S, N_3,\) and \(N_1\) all have a similar structure to \(l'\). Therefore, we may think of \(l'\) as a left eigenvector of the matrices. The same heuristic argument applies to \(u\). To see where (4) comes from, we may think of \(S\) as the identity. The big entries of \(O(\mu \chi)\) in \(N_1, N_3\) and \(N_5\) are
off-diagonal. It is not hard to keep track of these $O(\mu\chi)$ entries to see that we do not get terms greater than $O(\mu\chi)$.

Next, we multiply $(\vec{V})S(\Pi)S(\vec{l})$ to get

$$\left[N_5 + \chi \hat{u} \otimes l'+ l + \chi u \otimes \hat{l}\right][N_5 + \chi \hat{u} \otimes \hat{l}][N_1 + \chi u \otimes \hat{l}] = \left[N_5 + \chi \hat{u} \otimes l'\right][SN_3 + \chi S\hat{u} \otimes l' + \chi Su \otimes \hat{l}][SN_1 + \chi Su \otimes \hat{l}] = \left[N_5 SN_3 + N_5(\chi S\hat{u} \otimes l' + \chi Su \otimes \hat{l}) + \chi \hat{u} \otimes l' SN_3 + O(\mu)\hat{u} \otimes l' + O(\mu)\right]$$

\begin{equation}
\times (SN_1 + \chi Su \otimes \hat{l}) = N_3 SN_3 SN_1 + \chi N_3 S\hat{u} \otimes l' SN_1 + \chi N_3 Su \otimes \hat{l} SN_1 + \chi \hat{u} \otimes l' SN_3 SN_1 + O(\mu)\hat{u} \otimes l' SN_1 + N_5(\chi S\hat{u} \otimes l' + \chi Su \otimes \hat{l})(\chi Su \otimes \hat{l}) + (\chi \hat{u} \otimes l')SN_3(\chi Su \otimes \hat{l}) + O(\mu^2)\hat{u} \otimes l' Su \otimes \hat{l} + O(\mu),
\end{equation}

where, in the second equality, we use $l'Su \sim l'\hat{S}u \lesssim \mu/\chi$, by Sublemma C.12(3), and $\hat{l} = l' + O(1/\chi)$, by their definitions in Definition C.2 and Proposition 5.2 (a.2).

The first term in (C.8) is $O(\mu\chi)$, by Sublemma C.12(4). The ninth term

$$\mu^2 \hat{u} \otimes l' \cdot Su \otimes \hat{l} = O(\mu^2\chi),$$

since $l' \cdot Su = O(\mu/\chi)$ by Sublemma C.12(3). The seventh term

$$N_5(\chi S\hat{u} \otimes l' + \chi Su \otimes \hat{l})(\chi Su \otimes \hat{l}) = O(\mu\chi),$$

using that $\hat{u} = u + O(1/\chi)$ and Sublemma C.12(3). The fifth term has the estimate

$$\mu\chi \hat{u} \otimes l' SN_1 = O(\mu\chi),$$

by Sublemma C.12(1). The eighth term

$$(\chi \hat{u} \otimes l')SN_3(\chi Su \otimes \hat{l}) = O(\mu\chi),$$

since $l' SN_3 Su \lesssim \mu/\chi$ by Sublemma C.12(3).

We are left with four terms, the second, third, fourth and sixth terms, written together as

$$\chi[N_5 S\hat{u} \otimes l' SN_1 + N_5 Su \otimes \hat{l} SN_1 + \hat{u} \otimes l' SN_3 SN_1 + N_5 SN_3 Su \otimes \hat{l}].$$

(C.9)

We first use the fact that

$$\hat{u} = u + O\left(\frac{1}{\chi}\right), \quad \hat{l} = l + O\left(\frac{1}{\chi}\right), \quad l' = l + O\left(\frac{1}{\chi}\right), \quad \hat{l} = l + O(\mu)$$
and $N_1, N_5 = O(\mu \chi)$ to reduce the four terms to

$$\chi[2(N_5 Su + O(\mu)) \otimes (l' SN_1 + O(\mu)) + \hat{u} \otimes l' SN_3 SN_1 + N_5 SN_3 Su \otimes (l' + O(\mu))] .$$

Using parts (1) and (2) of Sublemma C.12, we find that each term in expression (C.9) has the form of

$$\chi(u + O(\mu)) \otimes (l' + O(\mu)) = \chi u \otimes l' + O(\mu \chi).$$

Up to now, we have successfully separated the $O(\chi^2), O(\chi)$ and $O(\mu \chi)$ parts in the global map.

**Step 5.** (Completing the proof.)

Remember we have dropped the two $O(1)$ matrices $(1 + u_1^i \otimes l^i_1)$ in (I) and $(1 + u_5^i \otimes l^i_5)$ in (V) in Step 0. We summarize the results of Steps 2 and 4 as follows:

$$dG = (\text{Id}_{10} + u_5^i \otimes l^i_5)(\chi^2 u' \otimes l' + \chi u \otimes l' + O(\mu \chi)) (\text{Id}_{10} + u_1^i \otimes l^i_1).$$

To complete the proof of the lemma, it is enough to define

$$\tilde{u} = (\text{Id}_{10} + u_5^i \otimes l^i_5)u', \quad \tilde{u} = (\text{Id}_{10} + u_5^i \otimes l^i_5)u, \quad \tilde{l} = l'(\text{Id}_{10} + u_1^i \otimes l^i_1),$$

We obtain the structure of $dG$ stated in Lemma 3.2. It remains to work out the vectors $\tilde{u}, \tilde{u}, \tilde{l}$ and $l$. We have

$$\tilde{u} = u + O(\mu) \to (0, 1, 0_{1 \times 8})^T$$

as $1/\chi \ll \mu \to 0$, using Sublemma C.12 for $u$ and $l'$, and Proposition 5.2 for $u_1^i$ and $l_1^i$. According to (C.4) in Step 2, we have $\hat{u}' = N_5 \hat{u}_{ii'} + O(1)\hat{u}$ and $\hat{l}' = \hat{l} N_1$. We neglect the term $O(1)\hat{u}$, since it is enough to consider span\{$(N_5 \hat{u}_{ii'}, \hat{u})$, and $\hat{u} = u + O(\mu)$ is already provided by the $O(\chi)$ part of $dG$. Using $\hat{u}_{ii'}$ in Definition C.2 and $N_1$ in Proposition 5.2, we find that in $\hat{u}'$ we have $N_5 \hat{u}_{ii'} \to (0, 0_{1 \times 6}, O(1), O(1))$ as $1/\chi \ll \mu \to 0$, where the last two $O(1)$ entries are

$$(N_5)_{44}.(u_{ii'}(9), u_{ii'}(10))^T = (u_{ii'}(9), u_{ii'}(10))^T = \left(1, \frac{L_4}{L_4^2 + G^2_4}\right),$$

$$((u_{ii'}(9), u_{ii'}(10)))$$ is an eigenvector of $(N_5)_{44}$ with eigenvalue 1), and in $\hat{l}'$ we have

$$\hat{l} N_1 \to \lim \hat{l} = \left(\frac{G_4}{L_4(L_4^2 + G^2_4)}, 0_{1 \times 7}, -\frac{1}{L_4}, -\frac{1}{L_4}\right).$$

It is easy to see that $u \to \tilde{u}$, using the definition of $u$ in Proposition 5.2. We substitute these calculations back to (C.10) to get $\tilde{u} = u_{ii'} + c\tilde{u}$ for some constant $c$. 
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