Invertibility of nonsmooth mappings
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Abstract. Let $F: \mathbb{R}^N \to \mathbb{R}^N$ be a locally Lipschitz continuous function. We prove that $F$ is a global homeomorphism or only injective, under suitable assumptions on the subdifferential $\partial F(x)$. We use variational methods, nonsmooth inverse function theorem and extensions of the Hadamard-Levy Theorem. We also address questions on the Markus-Yamabe conjecture.

1. Introduction

The start point is the following result due to Hadamard [18] and Palais [29] p. 129. A proof based on the Mountain Pass Lemma was given in Katriel [22].

Hadamard-Palais Theorem. Let $F: \mathbb{R}^N \to \mathbb{R}^N$ be a $C^1$ local diffeomorphism. If $\|F(x)\| \to \infty$ as $\|x\| \to \infty$, then $F$ is a global diffeomorphism.

The following theorem is known as the Hadamard-Levy theorem, see Hadamard [18] and Levy [24]. A rigorous proof can be found in Plastock [31] and in Radulescu & Radulescu [33].

Hadamard-Levy Theorem. Let $E$ and $G$ be two Banach spaces and $F: E \to G$ be a $C^1$ function such that $F'(x)$ is invertible for each $x \in E$. If there exists a continuous map $\omega: \mathbb{R}_+ \to \mathbb{R}$ such that

(i) $\int_0^\infty \frac{1}{\omega(t)} dt = \infty$;
(ii) $\| [F'(x)]^{-1} \| \leq \omega(\|x\|)$.

Then $F$ is a $C^1$ global diffeomorphism.

One can easily see that for some positive constants $a, b$ the maps $\omega_1(t)=1$, $\omega_2(t)=at+b$, $\omega_3(t)=(at+b) \ln (t+2)$, $\omega_4(t)=(at+b) \ln (t+2) \ln \ln (t+3)$ satisfy the latter condition (i).
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We work with locally Lipschitz continuous functions \( F : \mathbb{R}^N \to \mathbb{R}^N \) having conditions on the subdifferential \( \partial F(x) \). In Section 2 we extend the Hadamard-Palais Theorem by means of variational methods due to Chang [7] and inverse function theorem of Clarke [10] and [11]. In Section 3 we show a relationship between Markus-Yamabe Conjecture and results from [5], [6], [14] and [16], by means of another extension of the Hadamard-Palais Theorem due to Pourciau [32].

**Markus-Yamabe Conjecture.** Let \( F : \mathbb{R}^N \to \mathbb{R}^N \) be a \( C^1 \) function such that \( F(0) = 0 \). If for every \( x \in \mathbb{R}^N \) all eigenvalues of \( F'(x) \) have negative real parts, then 0 is a global attractor of \( x' = F(x) \).

It is well known that 0 is a local attractor of \( x' = F(x) \). The conjecture is true for \( N = 2 \), and it is false for \( N \geq 3 \), see [15].

A series of results related to the Markus-Yamabe Conjecture and, particularly, to one of its closest results, the Jacobian conjecture, was established in the last decades. An attempt to prove the latter conjecture have guided Chamberland and Meisters to the following theorem, see [6] and [30].

**Theorem of Chamberland and Meisters.** Let \( F : \mathbb{R}^N \to \mathbb{R}^N \) be a \( C^1 \) function with the property that there is an \( \varepsilon > 0 \) such that \( |\mu| \geq \varepsilon \) for every eigenvalue \( \mu \) of \( F'(x)F'(x)^T \) for every \( x \in \mathbb{R}^N \), then \( F \) is injective (superscript \( T \) stands for transposition of matrices).

A weak version of the Markus-Yamabe conjecture has been stated in [16].

**Weak Markus-Yamabe Conjecture.** Let \( F : \mathbb{R}^N \to \mathbb{R}^N \) be a \( C^1 \) function. If all eigenvalues of \( F'(x) \) for every \( x \in \mathbb{R}^N \) have negative real part, then \( F \) is injective.

In [16] it has been proved that the weak Markus-Yamabe conjecture holds in the case that the function \( F \) is \( C^1 \) Lipschitz.

Another related conjecture due to Alexandrov [1] stated later in [6] reads as follows, see also [2].

**Alexandrov-Chamberland-Meisters Conjecture.** Let \( F : \mathbb{R}^N \to \mathbb{R}^N \) be a \( C^1 \) function. If there exists \( \varepsilon > 0 \) such that for every \( x \in \mathbb{R}^N \) all eigenvalues \( \mu \) of \( F'(x) \) satisfy \( |\mu| \geq \varepsilon \), then \( F \) is injective.

In [6], the authors have used a reduction-of-degree argument to show that if the above conjecture is true, then it implies that the Jacobian conjecture is also true. Furthermore, Biasi, Gutierrez and dos Santos in [5] have proved the validity of the Chamberland-Meisters Conjecture for \( C^1 \) Lipschitz functions. In Section 3 we shall prove a similar fact in the context of locally Lipschitz functions.

For more results on subdifferentials, injectivity, invertibility, diffeomorphisms and related subjects to the Markus-Yamabe conjecture we quote the papers [4], [8], [9], [12], [17], [19]–[21], [25], [27], [28], [34], [36], [37] and [38].
2. Invertibility by means of Clarke’s and Chang’s theorems

In this section we use variational methods combined with the inverse function theorem. We start by defining and writing the ingredients that will be useful to prove Theorem 2.1 below and its consequences.

Let \( U \subset \mathbb{R}^N \) be an open set. A function \( F: U \to \mathbb{R}^N \) is locally Lipschitz continuous if for every \( x \in U \) there exists a constant \( C > 0 \) and a neighborhood \( V \) of \( x \), \( V \subset U \) such that \( \| F(y) - F(z) \| \leq C \| y - z \| \) for every \( y, z \in V \). When the inequality is true for every point of \( U \), we say simply that \( F \) is Lipschitz continuous.

**Definition.** The subdifferential introduced by Clarke [10] of a function \( F: U \to \mathbb{R}^N \) which is locally Lipschitz continuous is denoted by \( \partial F(x) \) and defined by

\[
\partial F(x) = \bigcap_{\delta > 0} \text{conv}\{ F'(z) : z \in U, F'(z) \text{ exists, } |z - x| < \delta \},
\]

where \( \text{conv}\{ A \} \) stands for the convex hull of the set \( A \) and \( \text{conv}\{ A \} \) is the closure of the set \( \text{conv}\{ A \} \). If all matrices in \( \partial F(x) \) are nonsingular, we say that the subdifferential \( \partial F(x) \) is invertible.

The classical local Inverse Function Theorem extends naturally to the locally Lipschitz continuous functions, see Clarke [11].

**Clarke’s Inverse Function Theorem.** Let \( U \subset \mathbb{R}^N \) be an open set and let \( F: U \to \mathbb{R}^N \) be a locally Lipschitz continuous function. Let \( x_0 \in U \). If \( \partial F(x_0) \) is invertible, then there exist open sets \( V, W \subset \mathbb{R}^N \) such that \( x_0 \in V \subset U, F(x_0) \in W \) and \( F: V \to W \) is a homeomorphism. Moreover, \( F^{-1} \) is locally Lipschitz.

We will use several times the chain rule provided in Clarke, [11, Lemma 2].

**Chain Rule Lemma.** Let \( g: \mathbb{R}^N \to \mathbb{R} \) be a \( C^1 \) function and assume that \( h: \mathbb{R}^N \to \mathbb{R}^N \) is Lipschitz continuous on a neighborhood of \( x \in \mathbb{R}^N \). Then \( \partial (g \circ h)(x) \subset g'(h(x)) \partial h(x) \).

We will use the definition below given in [7] to deal with nonsmooth functionals.

**Definition.** Let \( f: \mathbb{R}^N \to \mathbb{R} \) be a locally Lipschitz continuous function and let \( \lambda: \mathbb{R}^N \to \mathbb{R} \) be the function defined by \( \lambda(x) = \inf \{ ||x^*|| : x^* \in \partial f(x) \} \). The Palais-Smale condition for \( f \) at level \( c \) means that every sequence \( (x_n) \) in \( \mathbb{R}^N \) such that \( f(x_n) \to c \) and \( \lambda(x_n) \to 0 \) admits a convergent subsequence, where \( \lambda(x_n) = \inf \{ ||x^*|| : x^* \in \partial f(x_n) \} \). When the property holds for every level \( c \), we simply say that \( f \) satisfies the Palais-Smale condition. The sequence \( (x_n) \) is called Palais-Smale sequence.

The next result establishes the existence of the Palais-Smale sequences, for a proof by means of Deformation Lemma, see [7].
Chang’s Theorem. Let $f: \mathbb{R}^N \to \mathbb{R}$ be a locally Lipschitz continuous function. If there exist $x_0, x_1 \in \mathbb{R}^N$ and an open set $\Omega \subset \mathbb{R}^N$ satisfying $\max \{ f(x_0), f(x_1) \} < \inf_{x \in \partial \Omega} f(x)$, then there exists a sequence $(x_n)$ in $\mathbb{R}^N$ such that $f(x_n) \to c$ and $\lambda(x_n) \to 0$, with

$$c = \inf_{\gamma \in \Gamma} \max_{t \in [0,1]} f(\gamma(t)) \quad \text{and} \quad \Gamma = \{ \gamma \in C^0([0,1], \mathbb{R}^N) : \gamma(0) = x_0 \text{ and } \gamma(1) = x_1 \}.$$

We state and prove next one of the main theorems of this section, which can be viewed as a generalization of the Hadamard-Levy Theorem, since coercivity implies the Palais-Smale condition, we return to this idea in the corollaries.

**Theorem 2.1.** Let $F: \mathbb{R}^N \to \mathbb{R}^N$ be a locally Lipschitz continuous function such that $\partial F(x)$ is invertible for every $x \in \mathbb{R}^N$. If $|F|$ satisfies the Palais-Smale condition, then $F$ is injective.

**Proof of Theorem 2.1.** We first note that by [23, Corollary 3], $|F|$ is coercive. According to the Clarke’s Inverse Function Theorem, $F$ is a local homeomorphism. Suppose on the contrary that $F$ is not injective, thus there exist $a_1, a_2 \in \mathbb{R}^N$, $a_1 \neq a_2$, such that $F(a_1) = F(a_2)$. Let $y = F(a_1) = F(a_2)$. Define $f(x) = |y - F(x)|^2/2$.

Since $F$ is a local homeomorphism, $a_1$ and $a_2$ are strict local minima of $f$. From the Chain Rule Lemma, it follows that

$$\partial f(x) \subset (F(x) - y)^T \partial F(x) \quad \text{for every } x \in \mathbb{R}^N,$$

where the superscript $T$ stands for transposition of matrices.

The function $f$ satisfies Palais-Smale condition at positive levels. Indeed if $(x_n)$ is a sequence satisfying $f(x_n) \to c > 0$ and $\lambda(x_n) \to 0$, by the coercivity of $|F|$ we have $(x_n)$ is bounded, so that it has a subsequence converging to a point $x \in \mathbb{R}^N$. Since $\lambda$ is lower semi-continuous we have $\lambda(x) = 0$.

We apply now Chang’s Theorem to obtain a sequence $(x_n)$ in $\mathbb{R}^N$ satisfying $f(x_n) \to c$ and $\lambda(x_n) \to 0$, where $c > 0$. In view of the Palais-Smale condition for $f$, for a subsequence, without loss of generality relabelled as $(x_n)$, one obtains $x_n \to \tilde{x}$.

By (1) we conclude that $0 \in (y - F(\tilde{x}))^T \partial F(\tilde{x})$, i.e., there exists a matrix $M \in \partial F(\tilde{x})$ such that $0 = (y - F(\tilde{x}))^T M$. However, since $f(\tilde{x}) > 0$, we obtain $y - F(\tilde{x}) \neq 0$. Therefore $M$ is not invertible, which is a contradiction. □

**Example.** The hypotheses of Theorem 2.1 do not guarantee the global inversion of $F$. The example $F: \mathbb{R}^2 \to \mathbb{R}^2$,

$$F(x, y) = (|x| + y(1 + x^2), |y| + 2 \arctan(x)),$$
from [11], furnishes a function with invertible subdifferential $\partial F(x, y)$ at every point $(x, y) \in \mathbb{R}^2$. Indeed, for points where $F$ is nondifferentiable, say, if $y \neq 0$, we have

$$\partial F(0, y) = \left\{ \begin{bmatrix} s & 1 \\ 2 & \text{sign}(y) \end{bmatrix} : -1 \leq s \leq 1 \right\},$$

which elements are non-singular matrices. In a similar way, on the line $y = 0$, $x \neq 0$ we obtain non-singular matrices

$$\partial F(x, 0) = \left\{ \begin{bmatrix} \text{sign}(x) & 1 + x^2 \\ 2 & t \end{bmatrix} : -1 \leq t \leq 1 \right\}.$$

At the origin,

$$\partial F(0, 0) = \left\{ \begin{bmatrix} s & 1 \\ 2 & t \end{bmatrix} : -1 \leq s \leq 1, -1 \leq t \leq 1 \right\},$$

which elements also have nontrivial determinants. Otherwise, one may verify that the half-space

$$S = \{(x, y) \in \mathbb{R}^2 : y \leq -\pi\}$$

is contained in the complement of the image of $F$, that is, every $(a, b) \in S$ has no preimage, hence $F$ is not surjective.

As we have said before, since coercivity implies Palais-Smale condition, one obtains the next global injection result, global homemorphism in reality, which resembles the Hadamard-Palais Theorem.

**Corollary 2.2.** Let $F: \mathbb{R}^N \rightarrow \mathbb{R}^N$ be a locally Lipschitz continuous function such that $\partial F(x)$ is invertible for every $x \in \mathbb{R}^N$. If $|F|$ is coercive, which means that $|F(x)| \rightarrow \infty$ as $|x| \rightarrow \infty$, then $F$ is a global homemorphism.

**Proof of Corollary 2.2.** The coercivity implies the Palais-Smale condition for $|F|$, a contradiction reasoning explains that. Therefore, $F$ is injective by Theorem 2.1. Moreover, the set $F(\mathbb{R}^N)$, is closed. And by Clarke’s Inverse Function Theorem $F(\mathbb{R}^N)$ is also open. By connectness, $F$ is surjective, thus it is a global homemorphism. □

A function $F: \mathbb{R}^N \rightarrow \mathbb{R}^N$ is proper if the preimage of compact sets is a compact set. Under the continuity assumption of the preceding Corollary, coercivity and properness are equivalent, implying the Palais-Smale condition for $|F|$. Therefore, properness implies global injection, and we regain the Banach-Mazur criterion for global homemorphism [3].
We state below a particular result that works for $C^1$ functions, see Katriel [22] for a proof.

**Corollary 2.3.** If $F: \mathbb{R}^N \to \mathbb{R}^N$ is a $C^1$ function, such that $|F|$ satisfies the Palais-Smale condition and $F'(x)$ is an isomorphism for every $x \in \mathbb{R}^N$, then $F$ is injective.

In the sequel we state another injectivity theorem for nonsmooth mappings. Compare with the Theorem of Chamberland and Meisters we have stated in Section 1, consult [6] for more details.

**Theorem 2.4.** Let $F: \mathbb{R}^N \to \mathbb{R}^N$ be a locally Lipschitz continuous function such that $\partial F(x)$ is invertible for every $x \in \mathbb{R}^N$. Suppose that there is an $\varepsilon > 0$ and $K > 0$ such that for every $M \in \partial F(x)$ and $|x| \geq K$ the eigenvalues $\mu$ of $MM^T$ satisfy $|\mu| \geq \varepsilon$, then $F$ is injective.

**Proof of Theorem 2.4.** Suppose that $F$ is not injective, hence there exist $a_1, a_2 \in \mathbb{R}^N$, $a_1 \neq a_2$, such that $F(a_1) = F(a_2)$. Define $G(x) = F(a_1 + a_2 - x) - F(a_1)$, thus $G(a_1) = G(a_2) = 0$. Define the function $f(x) = \frac{1}{2} |G(x)|^2$. By Clarke’s Inverse Function Theorem, $F$ is a local homeomorphism, then $a_1$ and $a_2$ are isolated zeros of $f$. By virtue of Chang’s Theorem there exists a sequence $(x_n)$ satisfying $f(x_n) \to c$ and $\lambda(x_n) \to 0$, where $c > 0$.

Assume by contradiction that $f$ satisfies the Palais-Smale condition at level $c$. Thus, there exists a subsequence of $(x_n)$, still denoted by $(x_n)$, satisfying $x_n \to x$. In view of the lower-semicontinuity of $\lambda$, we conclude that $\lambda(x) = 0$. Since $\partial f(x)$ is compact, see [35, Theorem 17.2], $0 \in \partial f(x) \subset G(x)^T \partial G(x)$. By hypothesis $\partial G(x)$ contains only invertible matrices, so that $f(x) = \frac{1}{2} |G(x)|^2 = 0$. On the other hand $f(x) = c > 0$, which is a contradiction. Therefore $(x_n)$ is not a Palais-Smale sequence. Thus there is a subsequence, still denoted by $(x_n)$, such that $|x_n| \to \infty$. In particular, $|x_n| \geq K$ for large enough $n$. Notice that if the subsequence $(x_n)$ were bounded, then there would exist a convergent subsequence, contradicting the fact that $(x_n)$ is not a Palais-Smale sequence.

The set of subgradients at each point is compact. Hence for each $x_n$ there exists a matrix $M_n = M_n(x_n)$, i.e. depending on the point $x_n$, such that $\lambda(x_n) = \|G(x_n)^T M_n\|$. The variational characterization of the first eigenvalue of a symmetric matrix $A$ is given by the formula

$$\mu = \inf_{y \in \mathbb{R}^N, y \neq 0} \frac{\langle Ay, y \rangle}{|y|^2}.$$
Taking $A=M_n M_n^T$ and denoting by $\mu_n$ its first eigenvalue (with respect to $x_n$) we get

$$0 < \varepsilon \leq \mu_n \leq \frac{G(x_n)^T M_n M_n^T G(x_n)}{G(x_n)^T G(x_n)} = \frac{\|G(x_n)\|^2}{2f(x_n)} = \frac{\lambda(x_n)}{2f(x_n)} \to 0,$$

which is a contradiction. □

**Example.** It is worth to mention that the hypotheses of Theorem 2.4 cannot be weakened to allow merely $\mu \neq 0$. As it can be seen by the example of the non-injective function $F(x, y) = (e^x \cos y, e^x \sin y)$, with positive eigenvalues of $F'(x, y)F'(x, y)^T$ equal to $e^{2x}$, which converge to 0 as $x \to -\infty$. Furthermore the inverse function theorem for a $C^1$ function $F: \mathbb{R}^N \to \mathbb{R}^N$ says that $F$ is a local diffeomorphism if and only if $F'(x)$ is invertible for every $x \in \mathbb{R}^N$. In dimension $N=1$ the invertibility of $F'(x)$ implies the injectivity of $F$, since the function $F$ must be strictly increasing or decreasing. In higher dimensions, the invertibility of $F'(x)$ no longer implies injectivity, as it can be seen by the standard above counter-example $F(x, y) = (e^x \cos y, e^x \sin y)$.

### 3. Invertibility by means of the generalized Hadamard-Palais theorem

In this section we use an extension of the Hadamard-Palais Theorem. Let $F: \mathbb{R}^N \to \mathbb{R}^N$ be a locally Lipschitz continuous function and $\partial F(x)$ its subdifferential. As in Pourciau [32] we define the following co-norms $[\cdot]$ of real matrices and of subdifferentials, namely

$$[M] = \inf_{v \in \mathbb{R}^N, \|v\|=1} \|Mv\| \quad \text{and} \quad [\partial F(x)] = \inf_{M \in \partial F(x)} [M].$$

**Pourciau’s Theorem.** Let $F: \mathbb{R}^N \to \mathbb{R}^N$ be a locally Lipschitz continuous function with $\partial F(x)$ is invertible for every $x \in \mathbb{R}^N$ and such that $m(t) = \inf_{x \in \mathbb{R}^N, \|x\| \leq t} [\partial F(x)]$ satisfies $\int_0^\infty m(t) \, dt = \infty$, then $F$ is a global homeomorphism.

In the following, we shall prove the **Nonsmooth Chamberland-Meisters Conjecture** under assumption that $F$ is Lipschitz continuous.

**Theorem 3.1.** Let $F: \mathbb{R}^N \to \mathbb{R}^N$ be a locally Lipschitz continuous function. Suppose that there is an $\varepsilon > 0$ such that $|\mu| \geq \varepsilon$ for all eigenvalues $\mu$ of every $M \in \partial F(x)$ and $x \in \mathbb{R}^N$. If there exists a constant $K > 0$ such that $\|M\| \leq K$ for every $M \in \partial F(x)$ and $x \in \mathbb{R}^N$, then $F$ is a global homeomorphism.
Proof of Theorem 3.1. By Dunford & Schwartz [13, page 1020], if \( L: \mathbb{R}^N \rightarrow \mathbb{R}^N \) is an invertible linear operator we have
\[
| \det L | | \langle L^{-1} y, z \rangle | \leq c_N \| y \| | z \| L_{\mathbb{R}^N}^{N-1}, \quad \forall y, z \in \mathbb{R}^N, \quad \text{where } c_N = (N-1) \frac{(N-1)}{2}
\]
Since \( \partial F(x) \) is invertible, taking \( y \in \mathbb{R}^N \) with \( \| y \| = 1 \), \( M \in \partial F(x) \), \( L = M \) and \( z = M^{-1} y \) in the above inequality we obtain
\[
| \det M | | M^{-1} y |^2 \leq c_N \| M^{-1} y \| M_{\mathbb{R}^N}^{N-1}.
\]
In view of the Jordan normal form, we have \( | \det M | \geq \varepsilon \), thus
\[
\varepsilon^N | M^{-1} y |^2 \leq c_N \| M^{-1} y \| K_{\mathbb{R}^N}^{N-1}
\]
It follows that \( | M^{-1} | \leq C \), hence \( | M | \geq 1/C \), where the constant \( C > 0 \) is independent on \( M \) and on \( x \in \mathbb{R}^N \). The result follows from Pourciau’s Theorem. □

Notice that whenever \( F: \mathbb{R}^N \rightarrow \mathbb{R}^N \) is Lipschitz continuous (not only locally), all matrices \( M \) belonging to \( \partial F(x) \) have bounded norm \( \| M \| \leq R \), where \( R > 0 \) is the Lipschitz constant of \( F \). The next result is an immediate consequence of this remark.

Corollary 3.2. Let \( F: \mathbb{R}^N \rightarrow \mathbb{R}^N \) be a Lipschitz continuous function. Suppose that there is an \( \varepsilon > 0 \) such that \( | \mu | \geq \varepsilon \) for all eigenvalues \( \mu \) of every \( M \in \partial F(x) \) and \( x \in \mathbb{R}^N \), then \( F \) is a global homeomorphism.

A slightly more general assumption on the boundedness of the subdifferential still permits us to obtain a global homeomorphism.

Proposition 3.3. Let \( F: \mathbb{R}^N \rightarrow \mathbb{R}^N \) be a locally Lipschitz continuous function. Suppose that there is \( \varepsilon > 0 \) such that \( | \mu | \geq \varepsilon \) for all eigenvalues \( \mu \) of every \( M \in \partial F(x) \) and \( x \in \mathbb{R}^N \). If there exists a constant \( K > 0 \) such that \( \| M \| | M^{-1} | \leq K \) for every \( M \in \partial F(x) \) and \( x \in \mathbb{R}^N \), then \( F \) is a global homeomorphism.

Proof of Proposition 3.3. We now apply (2) with \( L = M \), \( y = z = x \) and \( \| x \| = 1 \) to get
\[
| \det M | | \langle M^{-1} x, x \rangle | \leq c_N \| M \|^{N-1} \leq c_N K^{N-1} | M^{-1} |^{1-N}.
\]
Since \( | \det M | \geq \varepsilon^N \), thus
\[
\| M^{-1} \| = \sup_{x \in \mathbb{R}^N \| x \| = 1} | \langle M^{-1} x, x \rangle | \leq (c_N K^{N-1})^{1/N} \leq C.
\]
As in the proof of Theorem 3.1, we conclude that \( | M | \geq 1/C \) for every \( M \in \partial F(x) \) and \( x \in \mathbb{R}^N \), where the constant \( C \) is independent on \( M \) and \( x \in \mathbb{R}^N \). The conclusion follows from Pourciau’s Theorem. □
For $C^1$ functions we recover two results obtained originally in Plastock [31].

**Corollary 3.4.** Let $F: \mathbb{R}^N \to \mathbb{R}^N$ be a $C^1$ function. If there exist $\varepsilon > 0$ and $K > 0$ such that $|\det F'(x)| \geq \varepsilon$ and $\|F'(x)\| \leq K$ for every $x \in \mathbb{R}^N$, then $F$ is a global diffeomorphism.

**Corollary 3.5.** Let $F: \mathbb{R}^N \to \mathbb{R}^N$ be a $C^1$ function. If there exist $\varepsilon > 0$ and $K > 0$ such that $|\det F'(x)| \geq \varepsilon$ and $\|F'(x)\|{\|F'(x)^{-1}\|} \leq K$ for every $x \in \mathbb{R}^N$, then $F$ is a global diffeomorphism.

**Example.** The assumptions of Theorem 3.1 are essential. For instance, $\arctan x$ is Lipschitz continuous with constant 1 and $\arctan' x = 1/(1+x^2) > 0$, but $\arctan x$ is not surjective. Another example is the $C^1$ function $F: \mathbb{R}^2 \to \mathbb{R}^2$ defined by $F(x, y) = (\arctan x, y(1+x^2))$. Hence

$$F'(x, y) = \begin{bmatrix} 0 & 0 \\ \frac{1}{1+x^2} & 0 \\ 2xy & 1+x^2 \end{bmatrix}$$

has determinant equals to 1. However, the image of $F$ is contained in the strip

$$\left\{(a, b) \in \mathbb{R}^2 : -\frac{\pi}{2} < a < \frac{\pi}{2}\right\}.$$

Moreover, the eigenvalues of $F'(x, y)$ and of $F'(x, y)F'(x, y)^T$ are not bounded away from the origin.

The **Nonsmooth Weak Markus Yamabe Conjecture** which holds for Lipschitz continuous functions reads as follows.

**Theorem 3.6.** Let $F: \mathbb{R}^N \to \mathbb{R}^N$ be a Lipschitz continuous function. If all eigenvalues of every $M \in \partial F(x)$ and for every $x \in \mathbb{R}^N$ have negative real part, then $F$ is injective.

Before proving the above result, we need to establish in the nonsmooth setting a technical lemma already proved by Biasi, Gutierrez and dos Santos [5] for $C^1$ functions.

**Lemma 3.7.** Let $F: \mathbb{R}^N \to \mathbb{R}^N$ be a locally Lipschitz continuous function such that $\partial F(x)$ is invertible for every $x \in \mathbb{R}^N$. If there exists a sequence $(t_n)$ of real numbers converging to zero and such that for every $n \in \mathbb{N}$, $F_{t_n}: \mathbb{R}^N \to \mathbb{R}^N$ defined by $F_{t_n}(x) = F(x) - t_n x$ is injective, then $F$ is injective.

**Proof of Lemma 3.7.** Suppose by contradiction that $F$ is not injective. Then there exist $a_1, a_2 \in \mathbb{R}^N$ such that $a_1 \neq a_2$ and $F(a_1) = F(a_2)$. By Clarke’s Inverse Function Theorem, there are open sets $U_1$ and $U_2$, which we can suppose to be
disjoint and such that \( a_1 \in U_1, a_2 \in U_2, \) such that the restrictions \( F_{|U_1} \) and \( F_{|U_2} \) are homeomorphisms. We now take \( n \) large enough such that \( y \in F_{t_n}(U_1) \cap F_{t_n}(U_2) \), where \( y = F(a_1) = F(a_2) \). Hence there is an open set \( V \) containing \( y \) such that \( V \subset (F_{t_n}(U_1) \cap F_{t_n}(U_2)) \). For points \( z \in V \), there exist \( z_1 \in U_1 \) and \( z_2 \in U_2 \) satisfying \( F_{t_n}(z_1) = F_{t_n}(z_2) = z \), which contradicts the injectivity of \( F_{t_n} \). □

**Proof of Theorem 3.6.** Let \( (t_n) \) be a sequence of positive real numbers converging to zero. Consider the functions \( F_{t_n}(x) = F(x) - t_n x, x \in \mathbb{R}^N \). Note that \( \partial F_{t_n}(x) = \partial F(x) - t_n I \) and that the real part of the eigenvalues of the matrices in \( \partial F_{t_n}(x_n) \) are less than \(-t_n\). Moreover, for every eigenvalue \( \mu \) of a matrix \( M \in \partial F_{t_n}(x) \), we have \( |\mu| \geq |\Re(\mu)| \geq |t_n| > 0 \). Here \( \Re(\mu) \) denotes the real part of \( \mu \). From Corollary 3.2, it follows that \( F_{t_n} \) is a global homeomorphism. By Lemma 3.7, we conclude that \( F \) is injective. □

The Nonsmooth Chamberland-Meisters Conjecture implies the Nonsmooth Weak Markus-Yamabe Conjecture.

**Theorem 3.8.** The validity of Theorem 3.1 implies the validity Theorem 3.6.

**Proof of Theorem 3.8.** Let \( K < 0 \) and \( F: \mathbb{R}^N \to \mathbb{R}^N \) be such that the eigenvalues \( \mu \) of \( M \in \partial F(x), x \in \mathbb{R}^N \) satisfy \( \Re(\mu) < K \), then \( |\mu| \geq |\Re(\mu)| \geq |K| \), hence \( F \) is injective. Here \( \Re(\mu) \) denotes the real part of \( \mu \). Therefore Theorem 3.6 is also verified. □
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