Multiple valued sections of vector bundles: the reparametrization theorem for $Q$-valued functions revisited
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We analyze a notion of multiple valued sections of a vector bundle over an abstract smooth Riemannian manifold, which was suggested by W. Allard in the unpublished note “Some useful techniques for dealing with multiple valued functions” and generalizes Almgren’s $Q$-valued functions. We study some relevant properties of such $Q$-multisections and apply the theory to provide an elementary and purely geometric proof of a delicate reparametrization theorem for multi-valued graphs which plays an important role in the regularity theory for higher codimension area minimizing currents à la Almgren-De Lellis-Spadaro.
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Introduction

Introduced by F. Almgren in his groundbreaking monograph [2], multiple valued functions are an indispensable tool to address the regularity problem for area minimizing currents in codimension higher than one, because they can accurately model singularities of branch type. In recent years, C. De Lellis and E. Spadaro have brought to a successful conclusion the challenging project to revisit Almgren’s interior regularity theory, taking advantage of the tools from metric analysis and metric geometry developed in the last couple of decades in order to substantially reduce the complexity of the subject and give a new insight of the whole theory itself, cf. [12–16] and also [5]. Since then, the techniques pioneered by De Lellis and Spadaro have been fruitfully applied to a wide variety of problems which go beyond the content of [2], including the regularity of 2-dimensional integral currents that are (in a suitable sense) almost minimizing the area functional [17–19] and the boundary regularity of area minimizing integral currents [6, 11]. The interior regularity theory for integer rectifiable currents minimizing the mass in their homology class modulo p (for an integer $p \geq 2$) developed in [8–10] has for the first time required the use of a generalized class of special multiple valued functions (see [7]) even in the codimension one setting. Related lines of research have recently produced important advances in the understanding of singularities of generalized minimal hypersurfaces (stationary varifolds) which do not solve a (global) minimization problem but are instead only stable; see [26]. These techniques may have applications to problems modeling systems driven by surface tension from a more physical point of view, as in [22–24]: in this setting, it is expected to obtain stable solutions exhibiting interfaces where multiple classical smooth hypersurfaces branch out of a higher multiplicity collapsed region.

Understanding the connection between multiple valued functions and integer rectifiable currents is crucial to carry on the Almgren-De Lellis-Spadaro program. A basic observation is that one can naturally associate an integer rectifiable current to the graph of a Lipschitz multiple valued function. This can be done by defining a suitable notion of push-forward of a Lipschitz manifold through a multiple valued function, see [14] and § 1.5 below. On the other hand, a highly non-trivial procedure allows one to approximate the rescalings of an area minimizing current at an interior branch point of density $Q$ with the graphs of a sequence of $Q$-valued functions which converge, in the limit, to a (non-trivial) $Q$-valued function which is $Q$-harmonic, in the sense that it minimizes a conveniently defined Dirichlet energy. This
fact is the key to reduce the regularity problem for area minimizing currents to the regularity problem for Dir-minimizing $Q$-valued functions.

When performing the above approximation procedure, it is crucial that the limiting Dir-minimizer "inherits" the singularities of the current. In order to guarantee that this happens, one suitably constructs a regular manifold (the center manifold) which is an approximate "average" of the sheets of the current itself, and then approximates with high degree of accuracy the current with $Q$-valued functions defined on the center manifold and taking values in its normal bundle. Roughly speaking, this has the effect of modding out any regular leading order term, so that the approximating sequence and its limit correctly detect the singular perturbation. A key technical step is to derive a result concerning the possibility to reparametrize the graph of a Lipschitz multiple valued function. Specifically, the problem of interest here is the following: let $f: \Omega \subset \mathbb{R}^m \to A_Q(\mathbb{R}^n)$ be a Lipschitz $Q$-valued function, and let $\Sigma$ be a regular manifold which is the graph of a sufficiently smooth function $\varphi: \Omega' \subset \Omega \to \mathbb{R}^n$. If the Lipschitz constant of $f$ is small and $\Sigma$ is sufficiently flat, then is it possible to represent the graph of $f$ also as the image of a Lipschitz multiple valued function $F$ defined on $\Sigma$ and taking values in its normal bundle? Furthermore, which control do we have on the Lipschitz constant of $F$ in terms of the Lipschitz constant of $f$ and of the geometry of $\Sigma$?

Such a problem has been tackled in [14], where the authors apply the theory of currents in metric spaces à la Ambrosio-Kirchheim (see [4]) to successfully prove the reparametrization theorem needed in [15].

The ultimate goal of this note is to provide a completely elementary and purely geometric proof of such a reparametrization theorem for Lipschitz multiple valued functions, without making use of the Ambrosio-Kirchheim theory (see Theorem 3.4). This is achieved by developing a theory of multiple valued sections ($Q$-multisections) of an abstract vector bundle $\Pi: E \to \Sigma$ over an abstract smooth Riemannian manifold, stemming from some unpublished ideas of W. Allard [1] and generalizing the notion of $Q$-valued function. Two properties of coherence and vertical boundedness for a $Q$-multisection are particularly relevant, as they "mimic" the classical Lipschitz continuity in the vector bundle-valued case (see Propositions 2.5 and 2.7). For the sake of simplicity, we will work in the context of "classical" multiple valued functions, although we expect that the techniques developed in the present work may be extended to the special multiple valued functions studied in [7] with little effort.
The theory of \( Q \)-multisections seems to be of independent interest, yet to be fully developed and capable of further applications. As in the single-valued case, indeed, it is often of interest to minimize a given functional of the Calculus of Variations among multiple valued functions which are constrained to take values in some vector bundle over a given manifold (with the normal bundle being often a natural choice; see, for instance, our paper [28], where we develop a multivalued theory for the stability operator).

We strongly believe that the theory of \( Q \)-multisections may provide useful tools of purely geometric flavor to deal with similar situations.

Content of the paper

This note is organized in three sections and two appendices. In Section 1 we provide a quick tutorial on multiple valued functions and integer rectifiable currents, recall the relevant results that are used in the rest of the paper and fix terminology and notation; Section 2 contains the definition of \( Q \)-multisections, and a detailed analysis of the aforementioned properties of coherence and vertical boundedness; our new approach to \( Q \)-valued reparametrizations is finally presented in Section 3. The two appendices contain some further results on the theory of push-forwards through multiple valued functions: in particular, in Appendix A we present a slightly simplified proof (with respect to [14, Theorem 2.1]) of the fact that the multi-valued push-forward operator on Lipschitz submanifolds commutes with the boundary operator in the sense of currents; in Appendix B we extend the notion of multi-valued push-forward to the class of integral flat chains.
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1. Preliminaries

We recall here the basic facts concerning multiple valued functions and integer rectifiable currents, mainly in order to fix the notation that will be used throughout the paper. Our main reference for multiple valued functions will be [12], where De Lellis and Spadaro revisit and simplify Almgren’s original theory in [2]. For a thorough discussion about currents, instead, the reader can refer to standard books in Geometric Measure Theory such as [27] and [25], to the monograph [21] or to the treatise [20].

1.1. The metric space of \( Q \)-points

Let \( Q \) be a fixed positive integer. We will denote by \( A_Q(\mathbb{R}^n) \) the set of \( Q \)-points in \( \mathbb{R}^n \), defined by

\[
A_Q(\mathbb{R}^n) = \left\{ T = \sum_{l=1}^{Q} [v_l] : \text{each } v_l \in \mathbb{R}^n \right\},
\]

where \([v]\) denotes the Dirac delta \( \delta_v \) centered at \( v \in \mathbb{R}^n \).

The set \( A_Q(\mathbb{R}^n) \) will be equipped with the structure of metric space: the distance between two \( Q \)-points is defined as the Wasserstein distance of exponent two between the associated measures (cf. for instance [29, Section 7.1]). Specifically, if \( T_1 = \sum_{l=1}^{Q} [v_l] \) and \( T_2 = \sum_{l=1}^{Q} [w_l] \), then the distance between \( T_1 \) and \( T_2 \) is the quantity

\[
\mathcal{G}(T_1, T_2) := \left( \min_{\sigma \in \mathcal{P}_Q} \sum_{l=1}^{Q} |v_l - w_{\sigma(l)}|^2 \right)^{\frac{1}{2}},
\]

where \( \mathcal{P}_Q \) is the group of the permutations of \( \{1, \ldots, Q\} \). One can easily see that \( (A_Q(\mathbb{R}^n), \mathcal{G}) \) is a complete, separable metric space.

If \( T \in A_Q(\mathbb{R}^n) \) can be written as \( T = m[v] + \sum_{i=1}^{Q-m} [v_i] \) with each \( v_i \neq v \), then we say that \( v \) has multiplicity \( m \) in \( T \). Sometimes, when \( v \) has multiplicity \( m \) in \( T \) we will write \( m = \Theta_T(v) \), using a notation which is coherent with regarding \( T \) as a 0-dimensional integer rectifiable current in \( \mathbb{R}^n \) (see [27, Section 27] and Remark 1.3 below).

Also, to any point \( T = \sum_i [v_i] \in A_Q(\mathbb{R}^n) \) one can naturally associate two objects, of which we will make use in the sequel: the diameter of \( T \) is the scalar

\[
diam(T) := \max_{i,j \in \{1, \ldots, Q\}} |v_i - v_j|,
\]
whereas the *center of mass* of $T$ is the vector
\[
\eta(T) := \frac{1}{Q} \sum_{l=1}^{Q} v_l.
\]

### 1.2. $Q$-valued functions

Let $\Sigma = \Sigma^m$ be an $m$-dimensional $C^1$ submanifold of $\mathbb{R}^d$. In what follows, integrals on $\Sigma$ will always be computed with respect to the $m$-dimensional Hausdorff measure $\mathcal{H}^m$ defined in the ambient space. A *$Q$-valued function* on $\Sigma$ is any map $u: \Sigma \to \mathcal{A}_Q(\mathbb{R}^n)$. If $B \subset \Sigma$ is a measurable subset, every measurable function $u: B \to \mathcal{A}_Q(\mathbb{R}^n)$ can be thought as coming together with a measurable selection, i.e. a $Q$-tuple of measurable functions $u_1, \ldots, u_Q: B \to \mathbb{R}^n$ such that

\[
(1.1) \quad u(p) = \sum_{l=1}^{Q} [u_l(p)] \quad \text{for } \mathcal{H}^m\text{-a.e. } p \in B,
\]

see [12, Proposition 0.4].

The metric space structures of both $\Sigma$ and $\mathcal{A}_Q(\mathbb{R}^n)$ allow to straightforwardly define Hölder and Lipschitz continuous $Q$-valued functions on $\Sigma$. Moreover, a notion of *differentiability* can be introduced for $u: \Sigma \to \mathcal{A}_Q(\mathbb{R}^n)$ as follows.

**Definition 1.1 (Differentiable $Q$-valued functions).** A map $u: \Sigma \to \mathcal{A}_Q(\mathbb{R}^n)$ is *differentiable* at $p \in \Sigma$ if there exist $Q$ linear maps $\lambda_l: T_p \Sigma \to \mathbb{R}^n$ satisfying:

\[
(i) \quad \mathcal{G}(u(\exp_p(\tau)), T_p u(\tau)) = o(|\tau|) \quad \text{as } |\tau| \to 0 \text{ for any } \tau \in T_p \Sigma, \text{ where } \exp
\]

is the exponential map on $\Sigma$ and

\[
(1.2) \quad T_p u(\tau) := \sum_{l=1}^{Q} [u_l(p)] + \lambda_l \cdot \tau;
\]

\[
(ii) \quad \lambda_l = \lambda_{l'} \text{ if } u_l(p) = u_{l'}(p).
\]

We will use the notation $Du_l(p)$ for $\lambda_l$, and formally set $Du(p) = \sum_l [Du_l(p)]:$ observe that one can regard $Du(p)$ as an element of $\mathcal{A}_Q(\mathbb{R}^{n \times m})$ as soon as a basis of $T_p \Sigma$ has been fixed. For any $\tau \in T_p \Sigma$, we define the
directional derivative of $u$ along $\tau$ to be $D_\tau u(p) := \sum_i [Du_i(p) \cdot \tau_i]$, and establish the notation $D_\tau u = \sum_i [Du_i]$. A version of Rademacher’s theorem can be proved in this setting, and thus Lipschitz $Q$-valued functions turn out to be differentiable in the sense of the above definition at $H^m$-a.e. $p$ (cf. [12, Theorem 1.13]). Furthermore, the result concerning the existence of measurable selections can be improved, as Lipschitz $Q$-valued functions enjoy the following Lipschitz selection property.

**Proposition 1.2 (Lipschitz selection, cf. [14, Lemma 1.1]).** Let $B \subset \Sigma$ be measurable, and assume $u : B \to A_Q(\mathbb{R}^n)$ is Lipschitz. Then, there are a countable partition of $B$ in measurable subsets $B_i (i \in \mathbb{N})$ and Lipschitz functions $u^l_i : B_i \to \mathbb{R}^n \ (l \in \{1, \ldots, Q\})$ such that

(a) $u|_{B_i} = \sum_{l=1}^Q [u^l_i]$ for every $i \in \mathbb{N}$, and $\text{Lip}(u^l_i) \leq \text{Lip}(u)$ for every $i, l$;

(b) for every $i \in \mathbb{N}$ and $l, l' \in \{1, \ldots, Q\}$, either $u^l_i \equiv u^{l'}_i$ or $u^l_i(p) \neq u^{l'}_i(p)$ for every $p \in B_i$;

(c) for every $i$ one has $Du(p) = \sum_{l=1}^Q [Du^l_i(p)]$ for a.e. $p \in B_i$.

**1.3. General currents: an overview**

Given an open set $\Omega \subset \mathbb{R}^d$, an $m$-dimensional current in $\Omega$ is a linear and continuous functional

$$T : D^m(\Omega) \to \mathbb{R},$$

where $D^m(\Omega)$ denotes the space of smooth and compactly supported differential $m$-forms in $\Omega$, equipped with the standard locally convex topology of $C^\infty(\Omega, \Lambda^m(\mathbb{R}^d))$, $\Lambda^m(\mathbb{R}^d)$ being the vector space of $m$-covectors in $\mathbb{R}^d$ (cf. [27, Sections 25 and 26]).

The space of $m$-currents in $\Omega$ is therefore the topological dual space of $D^m(\Omega)$, and will be denoted by $D_m(\Omega)$. Observe that if $\Sigma \subset \Omega$ is an oriented $m$-dimensional submanifold, then there is a corresponding $m$-current $[\Sigma] \in D_m(\Omega)$ defined by integration of $m$-forms on $\Sigma$ in the usual sense of differential geometry:

$$[\Sigma](\omega) := \int_\Sigma \omega \quad \forall \omega \in D^m(\Omega).$$
Remark 1.3. In particular, if \( p \in \Omega \) then the action of the 0-dimensional current associated to \( p \) is given by

\[
[p](f) = f(p) \quad \forall f \in \mathcal{D}^0(\Omega) = C_c^\infty(\Omega),
\]

and thus \([p]\) is the Dirac delta \( \delta_p \) centered at \( p \) and acting on smooth and compactly supported functions. Therefore, the notation here adopted for the current associated to a submanifold is coherent with that already used before to denote the \( Q \)-points in Euclidean space.

If \( T \) is an \( m \)-currents, the symbol \( \partial T \) will denote its boundary, namely the \((m-1)\)-current whose action on any form \( \omega \in \mathcal{D}^{m-1}(\Omega) \) is given by

\[
\partial T(\omega) := T(d\omega),
\]

where \( d\omega \) is the exterior differential of \( \omega \).

The mass of \( T \in \mathcal{D}_m(\Omega) \), denoted \( M(T) \), is the (possibly infinite) supremum of the values \( T(\omega) \) among all forms \( \omega \in \mathcal{D}^m(\Omega) \) with \( \|\omega(p)\|_c \leq 1 \) everywhere. If the class of competitors in the supremum is restricted only to those forms \( \omega \) with \( \text{spt}(\omega) \subset W \) for some \( W \Subset \Omega \) then we obtain the localized mass of \( T \) in \( W \), denoted \( M_W(T) \).

The support \( \text{spt}(T) \) of the current \( T \) is the intersection of all closed subsets \( C \) such that \( T(\omega) = 0 \) whenever \( \text{spt}(\omega) \subset \mathbb{R}^d \setminus C \).

Observe that if \( T = [\Sigma] \) is the current associated with an oriented \( m \)-dimensional submanifold \( \Sigma \) then \( \partial[\Sigma] = [\partial \Sigma] \) (here, \( \partial \Sigma \) is oriented by the Stokes’ orientation induced by \( \Sigma \), \( M([\Sigma]) = \mathcal{H}^m(\Sigma) \) and \( \text{spt}([\Sigma]) = \Sigma \)).

A suitable notion of convergence of currents can be defined by endowing \( \mathcal{D}_m(\Omega) \) with the weak-* topology induced by \( \mathcal{D}^m(\Omega) \). Hence, we will say that a sequence \( \{T_h\}_{h=1}^\infty \subset \mathcal{D}_m(\Omega) \) converges to \( T \in \mathcal{D}_m(\Omega) \) in the sense of currents, and we will write \( T_h \rightharpoonup T \), if \( T_h(\omega) \to T(\omega) \) for every \( \omega \in \mathcal{D}^m(\Omega) \). It is clear that if \( T_h \rightharpoonup T \) then also \( \partial T_h \rightharpoonup \partial T \). Moreover, the mass is lower semi-continuous with respect to convergence in the sense of currents.

\footnote{Here, the symbol \( \|\omega\|_c \) denotes the \emph{comass} of the covector \( \omega \) (cf. \cite[Section 25]{27}).}
1.4. Classes of currents

We will denote by \( R^m(\Omega) \) the set of integer rectifiable \( m \)-currents in \( \Omega \), that is the set of currents \( T \) whose action on forms is given by

\[
T(\omega) := \int_B \langle \omega(p), \vec{\tau}(p) \rangle \theta(p) \, d\mathcal{H}^m(p) \quad \forall \omega \in \mathcal{D}^m(\Omega),
\]

where:

- \( B \subset \Omega \) is a (countably) \( m \)-rectifiable set, i.e. \( \mathcal{H}^m(B \cap K) < \infty \) for any compact \( K \subset \Omega \), and moreover \( B \) can be covered up to a \( \mathcal{H}^m \)-null set by countably many \( m \)-dimensional embedded submanifolds of \( \mathbb{R}^d \) of class \( C^1 \);
- the function \( \vec{\tau}: B \to \Lambda_m(\mathbb{R}^d) \), where \( \Lambda_m(\mathbb{R}^d) \) denotes the vector space of \( m \)-vectors in \( \mathbb{R}^d \), is a measurable orientation of \( B \), namely \( \vec{\tau}(p) = \tau_1(p) \wedge \cdots \wedge \tau_m(p) \), where \( (\tau_1(p), \ldots, \tau_m(p)) \) is an orthonormal basis of the approximate tangent space \( \text{Tan}(B,p) \) at \( \mathcal{H}^m \)-a.e. \( p \in B \);
- \( \theta \in L^1_{\text{loc}}(B, \mathbb{Z}; \mathcal{H}^m \subseteq B) \).

We write \( T = [B, \vec{\tau}, \theta] \) if \( T \) is an integer rectifiable current as in (1.3).

Integer rectifiable currents with integer rectifiable boundary are called integral currents. We write \( T \in I^m(\Omega) \) if \( T \) is an integral \( m \)-current in \( \Omega \).

If \( K \subset \Omega \) is a compact set which is a Lipschitz neighborhood retract, we will denote by \( R^m_{m,K}(\Omega) \) (resp. \( I^m_{m,K}(\Omega) \)) the set of integer rectifiable (resp. integral) \( m \)-currents \( T \) with \( \text{spt}(T) \subset K \).

We also set

\[
\mathcal{F}^m_{m,K}(\Omega) := \{ T = R + \partial S : R \in R^m_{m,K}(\Omega) \text{ and } S \in R^m_{m+1,K}(\Omega) \},
\]

and we let \( \mathcal{F}^m(\Omega) \) be the union of the sets \( \mathcal{F}^m_{m,K}(\Omega) \) over all compact \( K \subset \Omega \). Currents \( T \in \mathcal{F}^m(\Omega) \) are called \( m \)-dimensional (integral) flat chains in \( \Omega \). On each set \( \mathcal{F}^m_{m,K}(\Omega) \) one can define a metric as follows: for \( T \in \mathcal{F}^m_{m,K}(\Omega) \),

\[2\]The definition of \( \mathcal{F}^m_{m,K}(\Omega) \) is slightly more subtle when \( K \) is not a Lipschitz neighborhood retract, and we have opted not to include it in this note; see [20, Section 4.1.24] for details. However, the results here stated are valid also in the more general case: in particular, the compact set \( K \) in Assumption [3.3] does not need to be a Lipschitz neighborhood retract.
set
\[ F_K(T) := \inf \{ M(R) + M(S) : R \in \mathcal{R}_{m,K}(\Omega), S \in \mathcal{R}_{m+1,K}(\Omega) \text{ such that } T = R + \partial S \}, \]
and then let the distance between \( T_1 \) and \( T_2 \) (usually called flat distance) be given by
\[ d_{F_K}(T_1, T_2) := F_K(T_1 - T_2). \]
It turns out that the resulting metric space \((\mathcal{F}_{m,K}(\Omega), d_{F_K})\) is complete. Moreover, the mass functional is lower semi-continuous with respect to the flat convergence. It is immediate to show that if a sequence \( \{T_h\} \) of flat chains converges to \( T \) with respect to the flat distance then it also weakly converges to \( T \). The two notions of convergence are in fact equivalent if \( \{T_h\} \) is a sequence of integral currents with equi-bounded masses and masses of the boundaries (cf. [27, Theorem 31.2]).

1.5. Push-forwards through multiple valued functions

Let \( T \in D_m(\Omega) \) and suppose \( f : \Omega \to \mathbb{R}^n \) is a \( C^\infty \) map. If \( f \) is proper (i.e. \( f^{-1}(K) \) is compact for any compact \( K \subset \mathbb{R}^n \)), then the push-forward of \( T \) through \( f \) is the current \( f^\ast T \in D_m(\mathbb{R}^n) \) defined by
\[ (f^\ast T)(\omega) := T(f^\ast \omega) \quad \forall \omega \in \mathcal{D}_m(\mathbb{R}^n), \]
where \( f^\ast \omega \) denotes the pull-back of the form \( \omega \) through \( f \). The push-forward operator \( f^\ast \) is linear, and moreover an elementary computation shows that it commutes with the boundary operator:
\[ \partial(f^\ast T) = f^\ast(\partial T). \]

If \( T = [B, \vec{\tau}, \theta] \) is rectifiable, then it is straightforward to verify that the push-forward \( f^\ast T \) is given explicitly by
\[ f^\ast T(\omega) = \int_B \langle \omega(f(p)), Df(p)\vec{\tau}(p) \rangle \theta(p) \, d\mathcal{H}^m(p) \quad \forall \omega \in \mathcal{D}_m(\mathbb{R}^n), \]
where
\[ Df(p)\vec{\tau}(p) := (Df(p) \cdot \tau_1(p)) \wedge \cdots \wedge (Df(p) \cdot \tau_m(p)). \]
The hypotheses on \( f \) can in fact be relaxed, as the above formula makes sense whenever \( f : B \to \mathbb{R}^n \) is Lipschitz and proper. In this case, \( Df(p) \) has
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to be regarded as the tangent map of \( f \) at \( p \), which exists at \( \mathcal{H}^m \)-a.e. \( p \in B \) since \( B \) is rectifiable and \( f \) is Lipschitz. Also, it is not difficult to show that in this case \( f^*_T \) is also \( m \)-rectifiable, and in fact \( f^*_T = \llbracket f(B), \vec{\eta}, \Theta \rrbracket \), where \( \vec{\eta}(y) = \eta_1(y) \wedge \cdots \wedge \eta_m(y) \) is a simple unit \( m \)-vector field orienting \( \operatorname{Tan}(f(B), y) \) at \( \mathcal{H}^m \)-a.e. \( y \in f(B) \)

\[
\Theta(y) := \sum_{p \in B_+: f(p) = y} \theta(p) \left\langle \vec{\eta}(y), \frac{Df(p)\vec{T}(p)}{|Df(p)\vec{T}(p)|} \right\rangle,
\]

where \( B_+ := \{ p \in B : Jf(p) > 0 \} \), having denoted \( Jf(p) = |Df(p)\vec{T}(p)| \) the tangential Jacobian of \( f \).

In \cite{14}, De Lellis and Spadaro take advantage of the Lipschitz selection property stated in Proposition 1.2 above in order to tackle the problem of extending the above results to the context of multiple valued functions.

More precisely, let us assume that \( \Sigma \) is an \( m \)-dimensional \( C^1 \) submanifold of \( \mathbb{R}^d \), and \( B \subset \Sigma \) is \( \mathcal{H}^m \)-measurable. Recall that a measurable function \( u : B \subset \Sigma \to A_Q(\mathbb{R}^n) \) is proper if there exists a measurable selection \( u = \sum_{l=1}^Q u^{-1}_l(K) \) compact for any compact \( K \subset \mathbb{R}^n \).

**Definition 1.4 (\( Q \)-valued push-forward, cf. \cite{14, Definition 1.3}).** Let \( B \subset \Sigma \) be as above, and let \( u : B \to A_Q(\mathbb{R}^n) \) be Lipschitz and proper. Then, the push-forward of \( B \) through \( u \) is the current \( T_u := \sum_{l=1}^Q \sum_{i \in \mathbb{N}} \int_{B_i} \left\langle \omega(u^i_l(p)), Du^i_l(p)\vec{T}(p) \right\rangle \, d\mathcal{H}^m(p) \quad \forall \omega \in \mathcal{D}^m(\mathbb{R}^n) \).

Using the classical results concerning the push-forward of integer rectifiable currents through (single valued) proper Lipschitz functions recalled above and the properties of Lipschitz selections, it is not difficult to conclude that Definition 1.4 is well-posed.

**Proposition 1.5 (Representation of the push-forward, cf. \cite{14, Proposition 1.4}).** The definition of the action of \( T_u \) in (1.4) does not depend on the chosen partition \( B_i \), nor on the chosen decomposition \( \{ u^i_l \} \).
If \( u = \sum_i [u_i] \), we are allowed to write

\[
T_u(\omega) = \int_B \sum_{l=1}^Q \langle \omega(u_l(p), Du_l(p)\vec{r}(p)) \rangle \, d\mathcal{H}^m(p) \quad \forall \omega \in \mathcal{D}^m(\mathbb{R}^n).
\]

Thus, \( T_u \) is a (well-defined) integer rectifiable \( m \)-current in \( \mathbb{R}^n \) given by

\[
T_u = [\text{Im}(u), \vec{\eta}, \Theta],
\]

where:

1. \( \text{Im}(u) = \bigcup_{p \in B} \text{spt}(u(p)) = \bigcup_{i \in \mathbb{N}} \bigcup_{l=1}^Q u_l(B_i) \) is an \( m \)-rectifiable set in \( \mathbb{R}^n \);
2. \( \vec{\eta} \) is a Borel unit \( m \)-vector field orienting \( \text{Im}(u) \); moreover, for \( \mathcal{H}^m \)-a.e. \( y \in \text{Im}(u) \), we have \( Du_l(p)\vec{r}(p) \neq 0 \) for every \( i, l, p \) such that \( u_l(p) = y \);
3. the (Borel) multiplicity function \( \Theta \) equals

\[
\Theta(y) = \sum_{i,l,p} \langle \vec{\eta}(y), \frac{Du_l(p)\vec{r}(p)}{|Du_l(p)\vec{r}(p)|} \rangle.
\]

**Remark 1.6.** The definition of push-forward can be easily extended to the case when the domain \( \Sigma \) is a Lipschitz oriented \( m \)-dimensional submanifold. In this case, indeed, there are countably many submanifolds \( \Sigma_j \) of class \( C^1 \) which cover \( \mathcal{H}^m \)-a.a. \( \Sigma \), and such that the orientations of \( \Sigma_j \) and \( \Sigma \) coincide on their intersection (see [27, Theorem 5.3]). Hence, if \( B \subset \Sigma \) is a measurable subset and \( u: B \to \mathcal{A}_Q(\mathbb{R}^n) \) is Lipschitz and proper, then the push-forward of \( [B] \) through \( u \) can be defined to be the integer rectifiable current \( T_u := \sum_{j=1}^\infty T_{u_j} \), where \( u_j := u|_{B \cap \Sigma_j} \). All the conclusions of Proposition 1.5 remain valid in this context (cf. [14, Lemma 1.7]). Furthermore, the push-forward is invariant with respect to bi-Lipschitz homeomorphisms: if \( u: \Sigma \to \mathcal{A}_Q(\mathbb{R}^n) \) is Lipschitz and proper, \( \phi: \tilde{\Sigma} \to \Sigma \) is bi-Lipschitz and \( \tilde{u} := u \circ \phi \), then \( T_{\tilde{u}} = T_u \).

In Appendix B we will take advantage of the polyhedral approximation theorem in order to further extend the domain of the multi-valued push-forward operator to the much larger class of integral flat chains.

The notion of push-forward allows one to associate a rectifiable current to the graph of a multiple valued function. Here and in the sequel, if \( \Sigma \subset \mathbb{R}^d \)
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is an \( m \)-dimensional Lipschitz submanifold and \( u: B \subset \Sigma \to \mathcal{A}_Q(\mathbb{R}^n) \) is a \( Q \)-valued map we will denote by \( \text{Gr}(u) \) the set-theoretical graph of \( u \), given by

\[
\text{Gr}(u) := \{(p, v) \in \mathbb{R}^d \times \mathbb{R}^n : p \in B, v \in \text{spt}(u(p))\}.
\]

**Definition 1.7.** Let \( u = \sum_i [u_i] : B \subset \Sigma \to \mathcal{A}_Q(\mathbb{R}^n) \) be a proper Lipschitz \( Q \)-valued map, and define the map

\[
\text{Id} \times u : p \in B \mapsto \sum_{i=1}^Q \| (p, u_i(p)) \| \in \mathcal{A}_Q(\mathbb{R}^d \times \mathbb{R}^n).
\]

Then, the push-forward \( T_{\text{Id} \times u} \) is the integer rectifiable current associated to \( \text{Gr}(u) \), and will be denoted by \( G_u \).

An important feature of the notion of push-forward of Lipschitz manifolds through multiple valued functions is that, exactly as in the single valued context, it behaves nicely with respect to the boundary operator.

**Theorem 1.8 (Boundary of the push-forward).** Let \( \Sigma \subset \mathbb{R}^d \) be an \( m \)-dimensional Lipschitz manifold with Lipschitz boundary, and let \( u: \Sigma \to \mathcal{A}_Q(\mathbb{R}^n) \) be a proper Lipschitz map. Then,

\[
\partial T_u = T_{u|_{\partial \Sigma}}.
\]

The first instance of such a result appears already in [2, Section 1.6], where Almgren relies on the intersection theory of flat chains to define a multi-valued push-forward operator acting on flat chains and study its properties. A more elementary proof was then suggested by De Lellis and Spadaro in [14, Theorem 2.1]. In Appendix A we will provide a slightly simplified version of their proof, relying on a double inductive process, both on the number \( Q \) of values that the function takes and on the dimension \( m \) of the domain.

2. \( Q \)-multisections

The goal of this section is to define the notion of *multiple valued section* of an abstract vector bundle over a given Riemannian base manifold. The main ideas of this section were introduced in the unpublished note [1], where Allard studies the properties of the push-forward of the elements of a fairly large subclass of the class of integer rectifiable currents on a given manifold through coherent and vertically limited \( Q \)-valued sections of a vector bundle.
on the manifold. This is more than what we need to prove the reparametrization theorem of Section \[3\] for which we will instead only use the elementary theory of § \[1.5\] and the new techniques discussed in the coming paragraphs.

### 2.1. Preliminary definitions

In what follows, \( \Sigma = \Sigma^m \) denotes an \( m \)-dimensional Riemannian manifold of class \( C^1 \), and \( E \) is an \((m + n)\)-dimensional manifold which is the total space of a vector bundle \( \Pi: E \to \Sigma \) of rank \( n \) and class \( C^1 \) over the base manifold \( \Sigma \). Following standard notations, we will denote by \( E_p := \Pi^{-1}(\{p\}) \) the fiber over the base point \( p \in \Sigma \). We will let \( \{(U_\alpha, \Psi_\alpha)\}_{\alpha \in I} \) be a locally finite family of local trivializations of the bundle: thus, \( \{U_\alpha\} \) is a locally finite open covering of the manifold \( \Sigma \), and

\[
\Psi_\alpha: \Pi^{-1}(U_\alpha) \to U_\alpha \times \mathbb{R}^n
\]

are differentiable maps satisfying:

(i) \( p_1 \circ \Psi_\alpha = \Pi|_{\Pi^{-1}(U_\alpha)} \), where \( p_1: U_\alpha \times \mathbb{R}^n \to U_\alpha \) is the projection on the first factor;

(ii) for any \( \alpha, \beta \in I \) with \( U_\alpha \cap U_\beta \neq \emptyset \), there exists a differentiable map

\[
\tau_{\alpha\beta}: U_\alpha \cap U_\beta \to \text{GL}(n, \mathbb{R})
\]

with the property that

\[
\Psi_\alpha \circ \Psi_\beta^{-1}(p, v) = (p, \tau_{\alpha\beta}(p) \cdot v) \quad \forall p \in U_\alpha \cap U_\beta, \forall v \in \mathbb{R}^n.
\]

Without loss of generality, we can assume that each open set \( U_\alpha \) is also the domain of a local chart \( \psi_\alpha: U_\alpha \to \mathbb{R}^m \) on \( \Sigma \).

Let now \( Q \) be an integer, \( Q \geq 1 \).

**Definition 2.1 (Q-valued sections, Allard [1]).** Given a vector bundle \( \Pi: E \to \Sigma \) as above, and a subset \( B \subset \Sigma \), a \( Q \)-multisection over \( B \) is a map

\[
M: E \to \mathbb{N}
\]

with the property that

\[
\sum_{\xi \in E_p} M(\xi) = Q \quad \text{for every } p \in B.
\]
Remark 2.2. If \( s: B \to E \) is a classical local section, then the map \( M: E \to \mathbb{N} \) defined by

\[
M(\xi) := \begin{cases} 
1, & \text{if there exists } p \in B \text{ such that } \xi = s(p), \\
0, & \text{otherwise}
\end{cases}
\]

is evidently a 1-multisection over \( B \), according to Definition 2.1. On the other hand, given a 1-multisection \( M \), condition (2.2) ensures that for every \( p \in B \) there exists a unique \( \xi \in E_p \) such that \( M(\xi) > 0 \). If such an element \( \xi \) is denoted \( s(p) \), then the map \( p \mapsto s(p) \) defines a classical section of the bundle \( E \) over \( B \). Hence, 1-multisections over a subset \( B \) are just (possibly rough) sections over \( B \) in the classical sense.

The above Remark justifies the name that was adopted for the objects introduced in Definition 2.1. \( Q \)-multisections are simply the \( Q \)-valued counterpart of classical sections of a vector bundle. From a different point of view, we may say that \( Q \)-multisections generalize Almgren’s \( Q \)-valued functions to vector bundle targets. Indeed, \( Q \)-valued functions defined on a manifold \( \Sigma \) might be seen as \( Q \)-multisections of a trivial bundle over \( \Sigma \), as specified in the following remark.

Remark 2.3. Assume \( E \) is the trivial bundle of rank \( n \) over \( \Sigma \), that is \( E = \Sigma \times \mathbb{R}^n \) and \( \Pi \) is the projection on the first factor. Then, to any \( Q \)-multisection \( M \) over \( \Sigma \) it is possible to associate the multiple valued function \( u_M: \Sigma \to A_Q(\mathbb{R}^n) \) defined by

\[
u_M(p) := \sum_{v \in \mathbb{R}^n} M(p, v) [v].\]

Conversely, if \( u: \Sigma \to A_Q(\mathbb{R}^n) \) is a multiple valued function then one can define the \( Q \)-multisection \( M_u \) induced by \( u \) simply setting

\[
M_u(p, v) := \Theta_{u(p)}(v),
\]

where \( \Theta_{u(p)}(v) \) is the multiplicity of the vector \( v \) in \( u(p) \).

2.2. Coherent and vertically limited multisections

Definition 2.4 (Coherence, Allard [1]). A \( Q \)-multisection \( M \) of the vector bundle \( \Pi: E \to \Sigma \) over \( \Sigma \) is said to be coherent if the following holds. For every \( p \in \Sigma \) and for every disjoint family \( V \) of open sets \( V \subset E \) such that each
member \( V \in \mathcal{V} \) contains exactly one element of \( M_p := \{ \xi \in E_p : M(\xi) > 0 \} \), there is an open neighborhood \( U \) of \( p \) in \( \Sigma \) such that for any \( q \in U \)

\[
(2.6) \quad \sum_{\xi \in M \cap V} M(\xi) = M(\xi) \quad \text{if } \xi \in M_p \cap V.
\]

The following proposition motivates the necessity of introducing the notion of coherence: it is a way of generalizing the continuity of \( Q \)-valued functions in the vector bundle-valued context.

**Proposition 2.5.** Let \( E = \Sigma \times \mathbb{R}^n \) be the trivial bundle of rank \( n \) over \( \Sigma \). Then, a \( Q \)-multisection \( M \) is coherent if and only if the associated multiple valued function \( u_M : \Sigma \to \mathcal{A}_Q(\mathbb{R}^n) \) is continuous.

**Proof.** Let \( u : \Sigma \to \mathcal{A}_Q(\mathbb{R}^n) \) be a continuous \( Q \)-valued function, and let \( M : \Sigma \times \mathbb{R}^n \to \mathbb{N} \) be the induced multisection defined by (2.5). In order to show that \( M \) is coherent, fix a point \( p \) in the base manifold \( \Sigma \), and decompose \( u(p) = \sum_{j=1}^J m_j [v_j] \) so that \( v_j \neq v_{j'} \) when \( j \neq j' \) and \( m_j := M(p, v_j) \). Now, let \( \mathcal{V} = \{ V_1, \ldots, V_J \} \) be a disjoint family of open sets \( V_j \subset \mathbb{R}^n \) with the property that if \( M_p := \{ v \in \mathbb{R}^n : M(p, v) > 0 \} \) then \( M_p \cap V_j = \{ v_j \} \). Let \( \varepsilon > 0 \) be a radius such that \( B_\varepsilon(v_j) \subset V_j \) for every \( j = 1, \ldots, J \). Then, since \( u \) is continuous, there exists a neighborhood \( U \) of \( p \) in \( \Sigma \) such that

\[
u(q) \in B_\varepsilon(u(p)) := \left\{ T \in \mathcal{A}_Q(\mathbb{R}^n) : \mathcal{G}(T, u(p)) < \frac{\varepsilon}{2} \right\},
\]

for every \( q \in U \). From the definition of the metric \( \mathcal{G}(\cdot, \cdot) \) in \( \mathcal{A}_Q(\mathbb{R}^n) \), it follows naturally that for every \( q \in U \) it has to be

\[
\sum_{w \in V_j} M(q, w) = m_j \quad \text{for every } j \in \{1, \ldots, J\},
\]

and thus \( M \) is coherent.

Conversely, suppose \( M \) is a coherent \( Q \)-multisection of the trivial bundle \( \Sigma \times \mathbb{R}^n \), and let \( u \) be the associated multiple valued function as defined in (2.4). The goal is to prove that \( u \) is continuous. Fix any point \( p \in \Sigma \), and let \( \{ p_h \}_{h=1}^\infty \subset \Sigma \) be any sequence such that \( p_h \to p \). Since \( M \) is coherent, for any ball \( B_R \subset \mathbb{R}^n \) such that \( \text{spt}(u(p)) \subset B_R \) there exists \( h_0 \in \mathbb{N} \) such that \( \text{spt}(u(p_h)) \subset B_R \) for every \( h \geq h_0 \). In particular, \( |u(p_h)|^2 := \mathcal{G}(u(p_h), Q[0])^2 \leq QR^2 \) for every \( h \geq h_0 \), and thus the measures \( \{ u(p_h) \} \) have uniformly finite second moment. Therefore, since the metric \( \mathcal{G} \) on \( \mathcal{A}_Q(\mathbb{R}^n) \) coincides with the \( L^2 \)-based Wasserstein distance on the space of
positive measures with finite second moment, from [3, Proposition 7.1.5] immediately follows that $G(u(p_h), u(p)) \to 0$ if and only if the sequence $u(p_h)$ narrowly converges to $u(p)$, that is if and only if

$$\lim_{h \to \infty} \langle u(p_h), f \rangle = \langle u(p), f \rangle \quad \forall f \in C_b(\mathbb{R}^n),$$

that is, explicitly,

$$\lim_{h \to \infty} \sum_{v \in \mathbb{R}^n} M(p_h, v)f(v) = \sum_{v \in \mathbb{R}^n} M(p, v)f(v) \quad \forall f \in C_b(\mathbb{R}^n),$$

where $C_b(\mathbb{R}^n)$ denotes the space of bounded continuous functions on $\mathbb{R}^n$. So, in order to prove this, fix $f \in C_b(\mathbb{R}^n)$ and $\varepsilon > 0$. Let $v_1, \ldots, v_J$ be distinct points in $M_p$, and let $\eta = \eta(\varepsilon) > 0$ be a number chosen in such a way that

$$|v - v_j| < \eta \implies |f(v) - f(v_j)| < \varepsilon \quad \text{for every } j = 1, \ldots, J.$$

Choose now radii $r_1, \ldots, r_J$ such that $r_j < \frac{\eta}{2}$, the balls $B_j := B_{r_j}(v_j)$ are pairwise disjoint and $M(p, v) = 0$ for any $v \in B_j \setminus \{v_j\}$. Since $M$ is coherent, in correspondence with the choice of the family $\{B_j\}$ there is an open neighborhood $U$ of $p$ in $\Sigma$ with the property that

$$\sum_{v \in B_j} M(q, v) = M(p, v_j) \quad \text{for every } q \in U.$$

Since $\sum_{j=1}^J M(p, v_j) = Q$, equation (2.10) implies that

$$\sum_{j=1}^J \sum_{v \in B_j} M(q, v) = Q \quad \text{for every } q \in U,$$

and thus, whenever $q \in U$, $M(q, v) = 0$ if $v \notin \bigcup_{j=1}^J B_j$. Therefore, only the balls $B_j$ are relevant, namely

$$\sum_{v \in \mathbb{R}^n} M(q, v) = \sum_{j=1}^J \sum_{v \in B_j} M(q, v) \quad \text{for every } q \in U.$$
We can now finally conclude the validity of (2.8): Let \( N \in \mathbb{N} \) be such that \( p_h \in U \) for every \( h \geq N \) and estimate, for such \( h \)'s:

\[
\left| \sum_{v \in \mathbb{R}^n} M(p_h, v)f(v) - \sum_{v \in \mathbb{R}^n} M(p, v)f(v) \right| \\
\leq \sum_{j=1}^J \sum_{v \in B_j} M(p_h, v)f(v) - M(p, v_j)f(v_j) \\
\leq \sum_{j=1}^J \sum_{v \in B_j} |M(p_h, v)f(v) - M(p, v_j)f(v_j)| \\
\leq Q\varepsilon,
\]

which completes the proof. \( \square \)

The next step will be to define a suitable property of \( Q \)-multisections that is equivalent to Lipschitz continuity of the associated multiple valued function whenever such an association is possible. We start from a definition in the easy case when the vector bundle \( E \) coincides with the trivial bundle \( \Omega \times \mathbb{R}^n \) over an open subset \( \Omega \subset \mathbb{R}^m \).

**Definition 2.6** (\( \tau \)-cone condition, Allard \([1]\)). Let \( \tau > 0 \) be a real number. We say that a \( Q \)-multisection \( M: \Omega \times \mathbb{R}^n \to \mathbb{N} \) satisfies the \( \tau \)-cone condition if the following holds. For any \( x \in \Omega \), for any \( v \in M_x = \{v \in \mathbb{R}^n : M(x, v) > 0\} \), there exist neighborhoods \( U \) of \( x \) in \( \Omega \) and \( V \) of \( v \) in \( \mathbb{R}^n \) such that

\[
\{ (y, w) \in U \times V : M(y, w) > 0 \} \subset \mathcal{K}_{x,v}^\tau,
\]

where

\[
\mathcal{K}_{x,v}^\tau := \{ (y, w) \in \mathbb{R}^m \times \mathbb{R}^n : |w - v| \leq \tau|y - x| \}
\]

is the \( \tau \)-cone centered at \( (x, v) \) in \( \mathbb{R}^m \times \mathbb{R}^n \).

**Proposition 2.7.** Let \( \Omega \subset \mathbb{R}^m \) be open and convex. If \( u \) is an \( \ell \)-Lipschitz \( Q \)-valued function, then the induced multisection \( M_u: \Omega \times \mathbb{R}^n \to \mathbb{N} \) is coherent.
and satisfies a $\tau$-cone condition with $\tau = \ell$. Conversely, if a $Q$-multisection of the bundle $\Omega \times \mathbb{R}^n$ is coherent and satisfies the $\tau$-cone condition, then the associated $Q$-valued function $u_M: \Omega \to \mathcal{A}_Q(\mathbb{R}^n)$ is Lipschitz with $\text{Lip}(u_M) \leq \sqrt{Q\tau}$.

**Proof.** One implication is immediate. Indeed, first observe that the continuity of $u$ implies that $M = M_u$ is coherent by Proposition 2.5. Then, fix $x \in \Omega$, and suppose that $u(x) = \sum_{j=1}^J m_j \llbracket \tilde{v}_j \rrbracket$, with the $\tilde{v}_j$'s all distinct and $m_j := M(x, \tilde{v}_j)$. Let $\varepsilon > 0$ be such that the balls $B_\varepsilon(\tilde{v}_j) \subset \mathbb{R}^n$ are a disjoint family of open sets such that $M_x \cap B_\varepsilon(\tilde{v}_j) = \{ \tilde{v}_j \}$. Since $M$ is coherent, there exists an open neighborhood $U$ of $x$ in $\Omega$ such that the following two properties are satisfied for any $y \in U$:

(i) $\sum_{w \in B_\varepsilon(\tilde{v}_j)} M(y, w) = m_j$;

(ii) if $u(x) = \sum_{l=1}^Q |v_l| \llbracket |v_l| \rrbracket$ with the first $m_1$ of the $v_i$’s all identically equal to $\tilde{v}_1$, the next $m_2$ all identically equal to $\tilde{v}_2$ and so on, and if $u(y) = \sum_{l=1}^Q |w_l| \llbracket |w_l| \rrbracket$ (not necessarily all distinct) ordered in such a way that $G(u(x), u(y)) = \left( \sum_{l=1}^Q |v_l - w_l|^2 \right)^{\frac{1}{2}}$, then $w_l \in B_\varepsilon(v_l)$ for every $l \in \{ 1, \ldots, Q \}$.

Thus, for such $y$’s it is evident that the Lipschitz condition $G(u(y), u(x)) \leq \ell|y - x|$ forces $|w_l - v_l| \leq \ell|y - x|$ for every $l = 1, \ldots, Q$, which is to say that for every $j = 1, \ldots, J$

$$\{(y, w) \in U \times B_\varepsilon(\tilde{v}_j) : M(y, w) > 0 \} \subset K_{x, \tilde{v}_j}^{\ell},$$

as we wanted.

For the converse, consider a $Q$-multisection $M$, and assume it is coherent and satisfies the $\tau$-cone condition. Define $u: \Omega \to \mathcal{A}_Q(\mathbb{R}^n)$ as in (2.4). We will first prove the following claim, from which the Lipschitz continuity of $u$ will easily follow:

**Claim.** For every $x \in \Omega$ there exists an open neighborhood $U_x$ of $x$ in $\Omega$ such that

$$(2.15) \quad G(u(y), u(x)) \leq \sqrt{Q\tau}|y - x| \quad \text{for every } y \in U_x.$$
that

\[(2.16) \quad \{(y,w) \in U \times V_j : M(y,w) > 0\} \subset K_{x,v_j}^r \quad \forall j = 1, \ldots, J.\]

In particular, condition (2.16) implies that \(M_x \cap V_j = \{v_j\}\) for every \(j\). Up to shrinking the \(V_j\)'s if necessary, we can also assume that they are pairwise disjoint. Hence, since \(M\) is also coherent, we can conclude the existence of a (possibly smaller) neighborhood of \(x\), which we will still denote \(U\), with the property that not only (2.16) is satisfied but also

\[(2.17) \quad \sum_{w \in V_j} M(y,w) = M(x,v_j) \quad \forall j = 1, \ldots, J, \forall y \in U.\]

Therefore, if \(y \in U\) we can write

\[(2.18) \quad u(y) = \sum_{j=1}^{J} \sum_{w \in V_j} M(y,w)[w],\]

whereas

\[(2.19) \quad u(x) = \sum_{j=1}^{J} M(x,v_j)[v_j].\]

Using (2.17), (2.18), (2.19) and the fact that if \((y,w) \in U \times V_j\) then \(M(y,w) > 0 \implies |w - v_j| \leq \tau |y - x|\), we immediately conclude that

\[(2.20) \quad G(u(y), u(x))^2 \leq \left( \sum_{j=1}^{J} M(x,v_j) \right) \tau^2 |y - x|^2 \quad \text{for every } y \in U,\]

which proves our claim.

Next, we prove that \(u\) is Lipschitz continuous with \(\text{Lip}(u) \leq \sqrt{Q}\tau\). To achieve this, fix two distinct points \(p, q \in \Omega\). Since \(\Omega\) is convex, the segment \([p,q]\) is contained in \(\Omega\), and let \(e\) denote the unit vector orienting the segment \([p,q]\) in the direction from \(p\) to \(q\). By the claim, for every \(x \in [p,q]\) there exists a radius \(r_x > 0\) such that

\[(2.21) \quad G(u(y), u(x)) \leq \sqrt{Q}\tau |y - x| \quad \text{for every } y \in I_x := (x - r_x e, x + r_x e).\]

The open intervals \(I_x\) are clearly an open covering of \([p,q]\). Since the segment is compact, it admits a finite subcovering, which will be denoted \(\{I_{x_i}\}_{i=0}^N\).
We may assume, refining the subcovering if necessary, that an interval $I_i$ is not completely contained in an interval $I_j$ if $i \neq j$. If we relabel the indices of the points $x_i$ in a non-decreasing order along the segment, we can now choose an auxiliary point $y_{i,i+1}$ in $I_i \cap I_{i+1} \cap (x_i, x_{i+1})$ for each $i = 0, \ldots, N - 1$. We can finally conclude:

\[ G(u(p), u(q)) \leq G(u(p), u(x_0)) + \sum_{i=0}^{N-1} (G(u(x_i), u(y_{i,i+1})) + G(u(y_{i,i+1}), u(x_{i+1}))) + G(u(x_N), u(q)) \]

\[ \leq \sqrt{Q} \tau \left| x_0 - p \right| + \sum_{i=0}^{N-1} \left( \left| y_{i,i+1} - y_{i+1} \right| + \left| x_{i+1} - y_{i,i+1} \right| \right) + \sqrt{Q} \tau \left| q - x_N \right| \]

which completes the proof. □

**Definition 2.8 (Allard, [1]).** Let $\Pi : E \to \Sigma$ be a vector bundle, $M$ a $Q$-multisection over $\Sigma$ and $\tau > 0$. We say that $M$ is $\tau$-vertically limited if for any coordinate domain $U_\alpha$ on $\Sigma$ with associated chart $\psi_\alpha : U_\alpha \to \mathbb{R}^m$ and trivialization $\Psi_\alpha : \Pi^{-1}(U_\alpha) \to U_\alpha \times \mathbb{R}^n$ the multisection

\[ M_\alpha := M \circ \Psi_\alpha^{-1} \circ (\psi_\alpha^{-1} \times \text{id}_{\mathbb{R}^n}) : \psi_\alpha(U_\alpha) \times \mathbb{R}^n \to \mathbb{N} \]

satisfies the $\tau$-cone condition.

**Remark 2.9.** Note that the constant $\tau$ in Definition 2.8 depends on the choice of the family of local trivializations of the vector bundle.

### 3. Reparametrization of multiple valued graphs

In the remaining part of this note, we will apply the theory of $Q$-multisections of a vector bundle in order to derive a more elementary proof of the reparametrization theorem for multiple valued graphs mentioned in the Introduction.

Before stating the precise result we are aiming at, we need to introduce some notation and terminology, which will be used throughout the whole section.

**Assumptions 3.1.** Let $m$, $n$ and $Q$ denote fixed positive integers. Let also $0 < s < r < 1$. We will consider the following:
(A1) an open $m$-dimensional submanifold $\Sigma$ of the Euclidean space $\mathbb{R}^{m+n}$ with $\mathcal{H}^m(\Sigma) < \infty$ which is the graph of a function $\varphi : B_s \subset \mathbb{R}^m \to \mathbb{R}^n$ with $\|\varphi\|_{C^3} \leq \bar{c}$;

(A2) a regular tubular neighborhood $U$ of $\Sigma$, that is the set of points

$$U := \{ \xi = p + v : p \in \Sigma, v \in T_p^\perp \Sigma, |v| < c_0 \},$$

where the thickness $c_0$ is small enough to guarantee that the nearest point projection $\Pi : U \to \Sigma$ is well defined and $C^2$;

(A3) a proper Lipschitz $Q$-valued function $f : B_r \subset \mathbb{R}^m \to A_Q(\mathbb{R}^n)$.

Some comments about the objects introduced in Assumptions 3.1 are now in order. First observe that the map $\varphi$ induces a parametrization of the manifold $\Sigma$, which we denote by

$$\Phi : x \in B_s \subset \mathbb{R}^m \mapsto \Phi(x) := (x, \varphi(x)) \in \mathbb{R}^{m+n}.$$

The inverse of $\Phi$ can be used as a global chart on $\Sigma$. If $p \in \Sigma$, then $\pi_p$ and $\pi_p^\perp$ will denote the tangent space $T_p \Sigma$ and its orthogonal complement in $\mathbb{R}^{m+n}$ respectively. The symbols $\pi_0$ and $\pi_0^\perp$, instead, will be reserved for the planes $\mathbb{R}^m \times \{0\} \simeq \mathbb{R}^m$ and $\{0\} \times \mathbb{R}^n \simeq \mathbb{R}^n$ respectively. In general, if $\pi$ is a linear subspace of $\mathbb{R}^{m+n}$, the symbol $p_\pi$ will denote orthogonal projection onto it.

Concerning the tubular neighborhood $U$, we will denote by $\{\nu_1, \ldots, \nu_n\}$ the standard orthonormal frame of the normal bundle of $\Sigma$ described in [14, Appendix A]. Such a frame is simply obtained by applying, at every point $p \in \Sigma$, the Gram-Schmidt orthogonalization algorithm to the vectors $p_{\pi_p}(e_{m+1}), \ldots, p_{\pi_p}(e_{m+n})$, where $\{e_{m+1}, \ldots, e_{m+n}\}$ is the standard orthonormal basis of $\{0\} \times \mathbb{R}^n \subset \mathbb{R}^{m+n}$. The analytic properties of the frame $\nu_1, \ldots, \nu_n$ are recorded in the following lemma.

**Lemma 3.2** (cf. [14, Lemma A.1]). If $\|D\varphi\|_{C^0}$ is smaller than a geometric constant, then $\nu_1, \ldots, \nu_n$ is an orthonormal frame spanning $\pi_p$ at every $p \in \Sigma$. Consider $v_i$ as functions of $x \in B_s$ using the inverse of $\Phi$ as a chart. For every $\gamma + k \geq 0$, there is a constant $C = C(m,n,\gamma,k)$ such that if $\|\varphi\|_{C^{k+2,\gamma}} \leq 1$, then $\|Dv_i\|_{C^{k,\gamma}} \leq C\|D\varphi\|_{C^{k+1,\gamma}}$.

Recall that, for any $Q$-valued function $f$ as in assumption (A3), $\text{Gr}(f)$ and $\mathbf{G}_f$ denote the set-theoretical graph of $f$ and the integral $m$-current associated to it respectively. The concept of reparametrization of $f$ is introduced next.
Definition 3.3. Given $\Sigma$, $U$ and $f$ as in Assumptions 3.1, we call a Lipschitz normal reparametrization of the $Q$-function $f$ in the tubular neighborhood $U$ any $Q$-valued function $F: \Sigma \to \mathcal{A}_Q(\mathbb{R}^{m+n})$ such that the following conditions are satisfied:

(i) for every $p \in \Sigma$, $F(p) = \sum_{l=1}^{Q} [p + N_l(p)]$, with $N: \Sigma \to \mathcal{A}_Q(\mathbb{R}^{m+n})$ a Lipschitz continuous $Q$-valued function;

(ii) $p + N_l(p) \in U$ and $N_l(p) \in \kappa_p = T_{\perp} p \Sigma$ for every $l \in \{1, \ldots, Q\}$, for every $p \in \Sigma$;

(iii) $T F = G f \vert U$.

We are now ready to state the main theorem of this section.

Theorem 3.4 (Existence of the reparametrization). Let $Q$, $m$ and $n$ be positive integers, and $0 < s < r < 1$. Then, there are constants $c_0, C > 0$ (depending on $m$, $n$, $Q$, $r - s$ and $\frac{r}{2}$) with the following property. For any $\varphi$, $\Sigma$, $U$ and $f$ as in Assumptions 3.1 such that

\[ \|\varphi\|_{C^2} + \text{Lip}(f) \leq c_0, \quad \|\varphi\|_{C^0} + \|f\|_{C^0} \leq c_0 s, \]

there exists a Lipschitz normal reparametrization $F$ of the $Q$-valued function $f$ in $U$. Furthermore, the associated normal multi-valued vector field $N$ satisfies:

\[ \text{Lip}(N) \leq C \left( \|N\|_{C^0} \|D^2 \varphi\|_{C^0} + \|D \varphi\|_{C^0} + \text{Lip}(f) \right), \]

\[ \frac{1}{2\sqrt{Q}} |N(\Phi(x))| \leq G(f(x), Q[\varphi(x)]) \leq 2\sqrt{Q} |N(\Phi(x))| \quad \forall x \in B_s, \]

\[ |\eta \circ N(\Phi(x))| \leq C|\eta \circ f(x) - \varphi(x)| + C\text{Lip}(f)|D \varphi(x)||N(\Phi(x))| \quad \forall x \in B_s. \]

Finally, assume $x \in B_s$ and $(x, \eta \circ f(x)) = p + v$ for some $p \in \Sigma$ and $v \in T_p \perp \Sigma$. Then,

\[ G(N(p), Q[v]) \leq 2\sqrt{Q} G(f(x), Q[\eta \circ f(x)]). \]

As already mentioned in the Introduction, Theorem 3.4 was already proved in the same form by C. De Lellis and E. Spadaro in [14, Theorem 5.1], and it plays an important role in the approximation of an area minimizing current at an interior branch point of density $Q$ with the graph of
an almost Dir-minimizing $Q$-valued function (cf. [13, Theorem 2.4]), which
is the key for deducing the celebrated partial regularity result for area min-
imizing currents in codimension higher than one [16, Theorem 0.3].

The argument will be divided into two parts: in the first part, we will
suppose to be given $\Sigma$, $U$ and $f$ as in Assumptions 3.1, and we will associate
in an extremely natural way to the $Q$-valued function $f$ a $Q$-multisection $M$
of the tubular neighborhood $U$, regarded as (the diffeomorphic image of)
an open subset of a rank $n$ vector bundle of class $C^2$ over $\Sigma$. Under suitable
smallness assumptions on the universal constant $c_0$ which controls the relevant
norms of the functions $\varphi$ and $f$ as in (3.3), we will be able to show that
the multisection $M$ so defined enjoys good properties of coherence and ver-
tical boundedness. In the second part of the argument, we will produce the
reparametrization $F$ using the multisection $M$ previously analyzed, and we
will prove that the aforementioned geometric properties of $M$ do suffice to
conclude the proof of Theorem 3.4 using techniques that have been already
introduced in the proofs of Propositions 2.5 and 2.7.

We start with the first part of our program. Assume, therefore, that
the manifold $\Sigma$, the tubular neighborhood $U$ and the $Q$-valued function $f$
are given, and that the functions $\varphi$ and $f$ satisfy the bounds in (3.3).
Suitable restrictions on the size of the constant $c_0$ will appear throughout
the argument. Let

\begin{equation}
M_f: \mathbb{R}^m \times \mathbb{R}^n \rightarrow \mathbb{N}
\end{equation}

be the $Q$-multisection over $B_r$ associated to $f$. Observe that, setting $\ell := \text{Lip}(f)$, Proposition 2.7 guarantees that $M_f$ is coherent and satisfies an $\ell$-
cone condition.

Now, we define a $Q$-multisection $M$ of the tubular neighborhood $U$ as
follows: for any $\xi \in U$, $M(\xi)$ coincides with the multiplicity of the “vertical coordinate” $p_{\pi_0}(\xi)$ in $f(p_{\pi_0}(\xi))$. In symbols, we set:

\begin{equation}
M(\xi) := \Theta_{f(p_{\pi_0}(\xi))}(p_{\pi_0}(\xi)) = M_f(p_{\pi_0}(\xi), p_{\pi_0}(\xi)), \quad \text{for every } \xi \in U.
\end{equation}

The following Proposition shows that, under suitable smallness conditions
on $c_0$, $M$ is indeed a coherent $Q$-multisection over the base manifold $\Sigma$.

**Proposition 3.5.** If $c_0$ is small enough, depending on $m$, $n$, $r - s$ and $\xi$, then the identity

\begin{equation}
\sum_{\xi \in \Pi^{-1}(p)} M(\xi) = Q
\end{equation}

holds for every $p \in \Sigma$, and thus $M$ is a $Q$-multisection over $\Sigma$. Moreover, $M$ is coherent.

**Proof.** First, we claim the following: the current $T := \mathcal{G}_f \cup \mathcal{U}$ satisfies $\Pi_\sharp T = Q[\Sigma]$. In order to see this, fix a point $\xi \in \text{spt}(T)$. By definition, $\xi = (y, f_l(y))$ for some $y \in B_r$ and for some $l \in \{1, \ldots, Q\}$; furthermore, there exist a point $p = (x, \varphi(x)) \in \Sigma$ and a vector $v \in T_p^\perp \Sigma$ with $|v| < c_0$ such that $\xi = p + v$. Hence, we can easily estimate

$$|y| = |p_{\pi_0}(p + v)| \leq |x| + |v| < s + c_0.$$  

This implies that if we choose $c_0$ suitably small, say

$$(3.11) \quad c_0 \leq \frac{1}{2}(r - s),$$

then the current $(p_{\pi_0})_\sharp T$ is compactly supported in $B_r$, and thus $(\partial \mathcal{G}_f) \cup \mathcal{U} = (\mathcal{G}_f|_{\partial B_r}) \cup \mathcal{U} = 0$. Now, we estimate more carefully the quantity $|v| = |\xi - p| = \text{dist}(\xi, \Sigma)$. Decompose

$$(3.12) \quad |v|^2 = |p_{\pi_0}(v)|^2 + |p_{\pi_0}^\perp(v)|^2,$$

and observe that the hypothesis (3.3) readily implies that

$$(3.13) \quad |p_{\pi_0}^\perp(v)|^2 = |f_l(y) - \varphi(x)|^2 \leq c_0^2 s^2.$$  

As for the “horizontal” component of the vector $v$, write

$$(3.14) \quad v = \sum_{i=1}^n v^i \nu_i(x),$$

where $v = (v^1, \ldots, v^n) \in \mathbb{R}^n$, $\{\nu_1, \ldots, \nu_n\}$ is the standard orthonormal frame on the normal bundle of $\Sigma$ previously introduced, and where, with a slight abuse of notation, we are writing $\nu_i(x)$ instead of $\nu_i(\Phi(x))$. In this way,

$$(3.15) \quad |p_{\pi_0}(v)|^2 \leq \left( \sum_{i=1}^n |v^i| |p_{\pi_0}(\nu_i(x))| \right)^2.$$  

Clearly, in doing this we are tacitly assuming that $c_0$ is chosen so small that all the conclusions of Lemma 3.2 hold (in particular, we will always assume
\( c_0 \leq 1 \). Now, the quantity \(|p_{\pi_0}(\nu_t(x))|\) can be estimated by

\[
|p_{\pi_0}(\nu_t(x))| \leq \left| \cos \left( \frac{\pi}{2} - \theta_t(x) \right) \right|,
\]

where \( \theta_t(x) \) is the angle between \( \nu_t(x) \) and \( p_{\pi_0}(\nu_t(x)) \). In turn, this angle is controlled by \( C|D\varphi(x)| \), with \( C \) a geometric constant, because \( \nu_t(x) \) is orthogonal to \( T_{\Phi(x)}\Sigma \). Thus, one has

\[
|p_{\pi_0}(\nu_t(x))| \leq |\sin(\theta_t(x))| \leq C|D\varphi(x)|.
\]

Further estimating \(|D\varphi(x)| \leq \|D\varphi\|_{C^0} \leq c_0\) by (3.3) and inserting into (3.15) yields:

\[
|p_{\pi_0}(\nu)|^2 \leq Cc_0^2 \left( \sum_{i=1}^n |v^i| \right)^2 \leq Cc_0^2 \sum_{i=1}^n |v^i|^2 = Cc_0^2|v|^2,
\]

with \( C = C(m,n) \). Combining (3.12), (3.13) and (3.18) produces

\[
|v|^2 \leq Cc_0^2|v|^2 + c_0^2s^2.
\]

If

\[
c_0^2 \leq C^{-1} \left( 1 - \left( \frac{s}{r} \right)^2 \right),
\]

then the term \( Cc_0^2|v|^2 \) on the right-hand side can be absorbed on the left-hand side, and in turn (3.19) leads to

\[
\text{dist}(\xi, \Sigma)^2 \leq c_0^2r^2,
\]

which shows that the current \( T \) is in fact compactly supported in \( U \). Together with the fact that \( G_f \) has no boundary in \( U \), such a result implies that the boundary of \( T \) is actually supported in \( \Pi^{-1}(\partial \Sigma) \) as soon as the constant \( c_0 \) is chosen in agreement with (3.11) and (3.20). Hence, under these conditions we can deduce that \( \partial \Pi_iT \) is supported in \( \partial \Sigma \). Thus, we are allowed to apply the constancy theorem (cf. [27, Theorem 26.27]), and consequently conclude that \( \Pi_iT = k[\Sigma] \) for some \( k \in \mathbb{Z} \). In order to show that \( k = Q \), we consider the functions \( \varphi_t := t\varphi \) for \( t \in [0,1] \), the corresponding manifolds \( \Sigma_t := \text{Gr}(\varphi_t) \) with the associated projections \( \Pi_t: U_t \to \Sigma_t \). Also in this case, the constancy theorem produces \( (\Pi_t)_!(G_f \subseteq U_t) = k(t)[\Sigma_t] \). On
the other hand, since the map
\[ t \in [0, 1] \mapsto (\Pi_t)_{\sharp}(G_f \subset U_t) \]
is continuous in the space of currents, one infers that \( t \mapsto k(t) \) is a continuous integer-valued function, and thus it is constant. Since \( k(0) = Q \), then necessarily also \( k = k(1) = Q \), and the claim is proved.

Now, the fact that \( \Pi_t T = Q[\Sigma] \) does not immediately imply that 
\[ \sum_{\xi \in M_p} M(\xi) = Q, \]
since there could in principle be cancellations, and the total mass on the fiber could be larger than \( Q \). To see that this is not the case, consider, for every \( p \in \Sigma \), the 0-dimensional current \( T_p := \langle G_f, \Pi, p \rangle \) supported on the intersection \( \text{Gr}(f) \cap \Pi^{-1}(\{p\}) \). By the slicing theory (cf. [20] Section 4.3)), one has that there exists a set \( Z \subset \Sigma \) with \( H^m(Z) = 0 \) such that the following holds for every \( p \in \Sigma \setminus Z \):

(i) \( T_p \) consists of a finite sum of Dirac masses \( \sum_{j=1}^{J_p} m_j [\xi_j] \) with coefficients \( m_j \in \mathbb{Z} \);

(ii) for every \( j \in \{1, \ldots, J_p\} \), \( \xi_j \in \text{Gr}(f) \cap \Pi^{-1}(\{p\}) \) and \( |m_j| = M_f(\{p_{\varsigma^0}(\xi_j), p_{\varsigma^1}(\xi_j)\}) = M(\xi_j) \);

(iii) if \( \tilde{\nu} \) is the continuous unit \( n \)-vector orienting \( \Pi^{-1}(\{p\}) \) compatibly with the orientation of \( \Sigma \), then the sign of \( m_j \) is \( \text{sgn} \left( \langle \tilde{T}(\xi_j) \wedge \tilde{\nu}(\xi_j), \tilde{e} \rangle \right) \), where \( \tilde{e} := e_1 \wedge \cdots \wedge e_m \wedge \cdots \wedge e_{m+n} \), with \( \{e_1, \ldots, e_m\} \) the standard orthonormal basis of \( \mathbb{R}^m \times \{0\} \) and \( \{e_{m+1}, \ldots, e_{m+n}\} \) the standard orthonormal basis of \( \{0\} \times \mathbb{R}^n \).

Since \( ||\varphi||_{C^1} + \text{Lip}(f) \leq c_0 \), if \( c_0 \) is suitably small then every \( \bar{T}(\xi_j) \) is close to \( \tilde{e}_m := e_1 \wedge \cdots \wedge e_m \), whereas every \( \bar{\nu}(\xi_j) \) is close to \( \tilde{e}_n := e_{m+1} \wedge \cdots \wedge e_{m+n} \), and therefore every \( m_j \) is positive. Since \( \sum_{j=1}^{J_p} m_j = Q \) because \( \Pi_t T = Q[\Sigma] \), we conclude that \( (3.10) \) holds for every \( p \in \Sigma \setminus Z \).

Therefore, if \( Z \) denotes the set of points \( p \in \Sigma \) such that \( (3.10) \) does not hold (and hence \( \sum_{\xi \in M_p} M(\xi) > Q \)) then one has \( \bar{Z} \subset Z \). Now, we claim that in fact \( \bar{Z} = \emptyset \). At the same time, we will also prove that \( M \) is coherent. In order to see this, fix \( p \in \Sigma \), and assume that \( M_p = \{\xi_1, \ldots, \xi_J\} \), with \( m_j := M(\xi_j) \). Let \( V = \{V_1, \ldots, V_J\} \) denote a collection of disjoint bounded open sets in \( U \) such that \( M_p \cap V_j = \{\xi_j\} \) for every \( j = 1, \ldots, J \). We will show that for every \( j \) there is an open neighborhood \( U_j \) of \( p \) in \( \Sigma \) such that

\[ \sum_{\xi \in M_p \cap V_j} M(\xi) = m_j \quad \text{for every } q \in U_j, \]
so that the coherence condition will hold in $\mathcal{U} := \bigcap_j \mathcal{U}_j$. Consider the current $T_j := \Pi_f(G_f \llcorner V_j)$. We claim the following: there exists $\mathcal{U}_j \subset \Sigma$ open neighborhood of $p$ such that

$$\text{spt} \left( \partial(T_j \llcorner \mathcal{U}_j) \right) \subset \partial \mathcal{U}_j. \tag{3.23}$$

The validity of this claim allows us to conclude the proof, showing both that $\mathcal{Z} = \emptyset$ and that $\mathcal{M}$ is coherent. Let us assume the claim for the moment. If $\text{(3.23)}$ holds true, then the constancy theorem implies the existence of a constant $k_j \in \mathbb{N}$ such that $T_j \llcorner \mathcal{U}_j = k_j \llcorner \mathcal{U}_j$, which in turn gives $\Pi_f(G_f \llcorner V_j, \Pi, q) = k_j[q]$ for $\mathcal{H}^m$-a.e. $q \in \mathcal{U}_j$, cf. for instance [20, Theorem 4.3.2(7)]. Then, since no cancellations are allowed, $M((G_f \llcorner V_j, \Pi, q)) = k_j$ for $\mathcal{H}^m$-a.e. $q \in \mathcal{U}_j$. At the same time, under the assumption that $c_0$ is smaller than a geometric constant, the Taylor expansion for the mass of a multi-valued Lipschitz graph (see [14, Corollary 3.3]) gives that

$$m_j - \frac{1}{2} \leq \liminf_{\rho \to 0} \frac{\|G_f\|(B_{\rho}^{m+n}(\xi_j))}{\omega_m \rho^m} \leq \limsup_{\rho \to 0} \frac{\|G_f\|(B_{\rho}^{m+n}(\xi_j))}{\omega_m \rho^m} \leq m_j + \frac{1}{2}. \tag{3.24}$$

Thus, if we consider slices $\langle G_f, \Pi, q \rangle$ at points $q$ in a suitable neighborhood $p \in \mathcal{U}_j \subset \mathcal{U}_j$ then the density estimate $\text{(3.24)}$ implies that $k_j \geq m_j$. Now, if, by contradiction, the point $p$ has been chosen in the set $\mathcal{Z}$, namely $\sum_{j=1}^{J} m_j = Q' > Q$, then the above discussion gives that at $\mathcal{H}^m$-a.e. point $q \in \mathcal{U} = \bigcap_j \mathcal{U}_j$ one has $\sum_{\zeta \in M_j} M(\zeta) \geq Q' > Q$. Hence, $\mathcal{Z}$ contains a set of full measure, which is the required contradiction. This concludes the proof that $\mathcal{M}$ is a well-defined $Q$-multisection of the normal bundle of $\Sigma$. At the same time, the fact $\sum_{\zeta \in M_j} M(\zeta) = Q$ at every $q$ forces $k_j = m_j$ for every $j$, and thus the validity of $\text{(3.22)}$ in a suitable neighborhood $p \in \mathcal{U}_j$ follows again from $\text{(3.24)}$. This shows that $\mathcal{M}$ is coherent.

Therefore, we are just left with showing $\text{(3.23)}$. By contradiction, assume that there exists a sequence $\{p_h\}_{h=1}^{\infty} \subset \Sigma$ with $p_h \to p$ and such that $p_h \in \text{spt} (\partial T_j)$ for every $h$. Since the push-forward and boundary operators commute, and since $G_f$ has no boundary in $V_j$, this would imply the existence of a sequence of points $\zeta_h \in \text{Gr}(f) \cap \partial V_j$ such that $\Pi(\zeta_h) = p_h$. By the compactness of $\partial V_j$ and the continuity of the projection, a subsequence of the $\zeta_h$’s would converge to a point $\zeta \in \partial V_j$ such that $\Pi(\zeta) = p$. Furthermore, since $f$ is continuous $\text{Gr}(f)$ is closed, and thus $\zeta \in \text{Gr}(f)$. But this is an evident contradiction, since by assumption $G_f$ is supported outside of $\Pi^{-1}(\{p\}) \cap \partial V_j$. This shows the validity of $\text{(3.23)}$, and concludes the proof of the Proposition. \qed
Multiple valued sections of vector bundles

As an immediate consequence, the above result allows us to define the required reparametrization $F$: if $\Sigma$, $U$ and $f$ are such that (3.3) holds with the constant $c_0$ given by Proposition 3.5, we set

$$(3.25) \quad F(p) := \sum_{\xi \in \Pi^{-1}(\{p\})} M(\xi)[\xi] \quad \text{for every } p \in \Sigma.$$ 

By Proposition 3.5, $F$ is a well defined $Q$-valued function on $\Sigma$. By construction, the associated map $N: \Sigma \to A_Q(\mathbb{R}^{m+n})$ given by

$$(3.26) \quad N(p) := \sum_{\xi \in \Pi^{-1}(\{p\})} M(\xi)[\xi - p]$$

is a well defined $Q$-valued vector field with values in the normal bundle, and hence it satisfies property (ii) in Definition 3.3. Furthermore, it is evident from the very definition of $M$ that property (iii) in Definition 3.3 is satisfied as well.

Hence, we are only left with proving that $N$ is Lipschitz continuous and that properties (3.4)-(3.7) are satisfied.

**Proposition 3.6.** If $c_0$ is small enough, depending on $m$, $n$, $r - s$ and $\xi$, then there exists $\tilde{\tau} > 0$ such that the multisection $M$ is $\tilde{\tau}$-vertically limited. Furthermore,

$$(3.27) \quad \tilde{\tau} \leq C \left( \|N\|_{C^0} \|D^2 \varphi\|_{C^0} + \|D \varphi\|_{C^0} + \text{Lip}(f) \right),$$

where $C = C(m, n)$ and $\|N\|_{C^0} := \sup_{p \in \Sigma} |N(p)| = \sup_{p \in \Sigma} G(N(p), Q[0])$.

**Proof.** First, let us exploit again the orthonormal frame $\{\nu_1, \ldots, \nu_n\}$ in order to introduce coordinates on $U$. Precisely, we let $\Psi$ denote the map $\xi \in U \mapsto (\Pi(\xi), v(\xi)) \in \Sigma \times \mathbb{R}^n$, where $p := \Pi(\xi)$ is the base point of $\xi$ on $\Sigma$, and $v(\xi) = (v^1(\xi), \ldots, v^n(\xi))$ is the set of coordinates of the vector $v := \xi - p \in \mathbb{R}_p$ with respect to the basis $\nu_1(p), \ldots, \nu_n(p)$, explicitly given by $v^i(\xi) = \langle \xi - p, \nu_i(p) \rangle$ for $i = 1, \ldots, n$. The map $\Psi$ is a global trivialization of the bundle $U$; moreover, since $\Phi^{-1}$ is a global chart on $\Sigma$, then, in order to show that $M$ is $\tilde{\tau}$-vertically limited, it suffices to prove that the $Q$-multisection

$$\tilde{M} := M \circ \Psi^{-1} \circ (\Phi \times \text{id}_{\mathbb{R}^n}) : B_s \times \mathbb{R}^n \to \mathbb{N}$$
satisfies the $\tilde{\tau}$-cone condition. In order to see this, fix $(x, v) \in B_\delta \times \mathbb{R}^n$, and denote by $\xi = \xi(x, v)$ the corresponding point in $U$, given by

\begin{equation}
\xi(x, v) := \Phi(x) + \sum_{i=1}^{n} v^i \nu_i(x).
\end{equation}

Assume that $\tilde{M}(x, v) = M(\xi) > 0$: the goal is then to prove that there exists a positive number $\varepsilon$ such that if $(y, w) \in B_{\delta}^{m}(x) \times B_{\delta}^{n}(v)$ satisfies $\tilde{M}(y, w) > 0$, then necessarily

\begin{equation}
|w - v| \leq \tilde{\tau}|y - x|.
\end{equation}

Let $(x', v')$ denote the coordinates of $\xi$ in the standard reference frame on $\mathbb{R}^{m+n}$, that is $x' := p_{\pi_0}(\xi)$ and $v' := p_{\pi_{\bar{d}}}(\xi)$. Observe that the condition $M(\xi) > 0$ is equivalent to say that $v' \in \text{spt}(f(x'))$, and in fact $M(\xi) = M_f(x', v')$. Now, since the $Q$-valued function $f$ is $\ell$-Lipschitz continuous, $M_f$ satisfies the $\ell$-cone condition, and thus there exists $\delta > 0$ such that if $(y', w') \in B_{\delta}^{m}(x') \times B_{\delta}^{n}(v')$ is such that $M_f(y', w') > 0$ then

\begin{equation}
|w' - v'| \leq \ell|y' - x'|.
\end{equation}

We first claim the following: there exists $0 < \varepsilon = \varepsilon(\delta, m, n)$ with the property that if

$$
\zeta = \Phi(y) + \sum_{i=1}^{n} w^i \nu_i(y) \quad \text{with} \ (y, w) \in B_{\varepsilon}^{m}(x) \times B_{\varepsilon}^{n}(v),
$$

then

$$
|p_{\pi_0}(\zeta) - x'| < \delta, \quad |p_{\pi_{\bar{d}}}(\zeta) - v'| < \delta.
$$

This can be immediately seen by estimating:

\begin{equation}
|\zeta - \xi| \leq |\Phi(y) - \Phi(x)| + \sum_{i=1}^{n} |w^i \nu_i(y) - v^i \nu_i(x)|
\end{equation}

\begin{equation}
\leq (1 + \|D\varphi\|_{C^0}) |y - x| + \sum_{i=1}^{n} (|w^i| |\nu_i(y) - \nu_i(x)| + |v^i - w^i|)
\end{equation}

\begin{equation}
\leq C (1 + \|D\varphi\|_{C^0}) |y - x| + C |w - v|,
\end{equation}

where $C = C(m, n)$ is a geometric constant. The conclusion immediately follows, since $|p_{\pi_0}(\zeta) - x'| = |p_{\pi_0}(\zeta - \xi)| \leq |\zeta - \xi|$ and $|p_{\pi_{\bar{d}}}(\zeta) - v'| = |p_{\pi_{\bar{d}}}(\zeta - \xi)| \leq |\zeta - \xi|$.
Now, let \((y, w)\) be any point in \(B^m_\delta(x) \times B^n_\delta(v)\) such that for the corresponding \(\zeta \in U\) one has \(M(\zeta) > 0\). By the above claim, if we set \(y' := p_{\pi_0}(\zeta)\) and \(w' := p_{\pi_1}(\zeta)\), then \((y', w') \in B^m_\delta(x') \times B^n_\delta(v')\), and thus the condition \(M_f(y', w') > 0\) implies that (3.30) holds. Hence, we proceed with the proof of (3.29). For any \(i = 1, \ldots, n\), one has:

\[
|w^i - v^i| = |\langle \zeta - \Phi(y), \nu_i(y) \rangle - \langle \zeta - \Phi(x), \nu_i(x) \rangle| \\
\leq |\langle \zeta - \Phi(x), \nu_i(x) - \nu_i(y) \rangle| \\
+ |\langle \zeta - \nu_i(y), \nu_i(y) \rangle| + |\langle \Phi(x) - \Phi(y), \nu_i(y) \rangle|.
\]

(3.32)

Now, since \(\xi \in M(\Phi(x))\), the vector \(\zeta - \Phi(x)\) is in the support of \(N(\Phi(x))\), and thus

\[
|\zeta - \Phi(x)| \leq |N(\Phi(x))|.
\]

(3.35)

Therefore, if we apply Lemma 3.2, we easily estimate

\[
|\langle \zeta - \Phi(x), \nu_i(x) - \nu_i(y) \rangle| \leq C\|N\|_{C^0(\Sigma)}\|D^2\varphi\|_{C^0}|y - x|.
\]

(3.33)

In order to estimate the second and third term of (3.32), instead, we first decompose both \(\zeta - \zeta\) and \(\Phi(x) - \Phi(y)\) by projecting them onto the planes \(\pi_0\) and \(\pi_1\). Then, we use (3.17) to conclude that

\[
|\langle \zeta - \nu_i(y), \nu_i(y) \rangle| \leq |\langle y' - x', p_{\pi_0}(\nu_i(y)) \rangle| + |\langle w' - v', p_{\pi_1}(\nu_i(y)) \rangle| \\
\leq C|D\varphi(y)||y' - x'| + |w' - v'| \\
\leq (C\|D\varphi\|_{C^0} + \ell)|y' - x'|,
\]

(3.34)

and analogously

\[
|\langle \Phi(x) - \Phi(y), \nu_i(y) \rangle| \leq C|D\varphi(y)||y - x| + |\varphi(y) - \varphi(x)| \\
\leq C\|D\varphi\|_{C^0}|y - x|.
\]

(3.35)

Inserting (3.33), (3.34) and (3.35) into (3.32), we then conclude the following estimate:

\[
|w^i - v^i| \leq C\left(\|N\|_{C^0}\|D^2\varphi\|_{C^0} + \|D\varphi\|_{C^0}\right)|y - x| \\
+ (C\|D\varphi\|_{C^0} + \ell)|y' - x'|.
\]

(3.36)
Therefore, in order to conclude, we need to bound:

\[ |y' - x'| = |p_{\pi_0}(\xi) - p_{\pi_0}(\zeta)| \]

\begin{align*}
  &\leq |y - x| + \sum_{i=1}^{n} \left( |w^i \nu_i(y) - \nu_i(x)| + |w^i - v^i||p_{\pi_0}(\nu_i(x))| \right) \\
  &\leq (1 + C\|D^2\varphi\|_{C^0}) \ |y - x| + C\|D\varphi\|_{C^0}|w - v|.
\end{align*}

(3.37)

If we combine (3.36) and (3.37), after standard algebraic computations we obtain:

\begin{align*}
  |w - v| &\leq C \left( \|N\|_{C^0}\|D^2\varphi\|_{C^0} + \|D\varphi\|_{C^0} + \text{Lip}(f) \right) |y - x| \\
  &\quad + Cc_0^2 |w - v|,
\end{align*}

(3.38)

where the constant \( C \) appearing on the right-hand side of the inequality is purely geometric, and, in particular, does not depend on \( c_0 \). This allows us to conclude that if \( c_0 \) is such that

\[ Cc_0^2 \leq \frac{1}{2}, \]

(3.39)

then a cone condition for \( \tilde{M} \) holds in the form

\[ |w - v| \leq \tilde{\tau}|y - x| \]

(3.40)

with \( \tilde{\tau} \) as in (3.27) for any \((y, w)\) in a suitable neighborhood of \((x, v)\) such that \( \tilde{M}(y, w) > 0 \). Since the choice of the point \((x, v)\) was arbitrary, the proof is complete.

\[ \square \]

Proof of Theorem 3.4. We start proving that \( N \) is Lipschitz continuous. Let \( c_0 \) be such that Proposition 3.5 and Proposition 3.6 both hold. We make the following

Claim. For every \( p \in \Sigma \) there exists an open neighborhood \( \mathcal{U}_p \) of \( p \) in \( \Sigma \) such that

\[ G(N(q), N(p)) \leq \sqrt{Q}\tilde{\tau}'d_{\Sigma}(q, p) \quad \text{for every } q \in \mathcal{U}_p, \]

(3.41)

where \( \tilde{\tau}' \) satisfies the same estimate as in equation (3.27) and \( d_{\Sigma}(\cdot, \cdot) \) is the geodesic distance function on \( \Sigma \). In order to see this, fix a point \( p \in \Sigma \)
and let $M_p$ denote, as usual, the set of points $\xi \in U$ such that $\Pi(\xi) = p$ and $M(\xi) > 0$. Assume that $M_p = \{\xi_1, \ldots, \xi_J\}$. If $p = \Phi(x)$, then for any $j = 1, \ldots, J$ one has

$$\xi_j = \Phi(x) + \sum_{i=1}^{n} v^i_j \nu_i(x).$$

(3.42)

By Proposition 3.6 there exist neighborhoods $U_j$ of $x$ in $B_s$ and $V_j$ of $v_j := (v^1_j, \ldots, v^n_j)$ in $\mathbb{R}^n$ such that if

$$\zeta = \zeta(y, w) := \Phi(y) + \sum_{i=1}^{n} w^i \nu_i(y) \quad \text{with } (y, w) \in U_j \times V_j$$

is such that $M(\zeta) > 0$ then necessarily

$$|w - v_j| \leq \tilde{r} |y - x|.$$  

(3.43)

Let $(x(\zeta), v(\zeta))$ denote the inverse mapping of $\zeta(x, v)$, given by

$$x(\zeta) := p_{\pi_0} \circ \Pi(\zeta), \quad v^i(\zeta) := \langle \zeta - \Pi(\zeta), \nu_i(\Pi(\zeta)) \rangle,$$

(3.45)

and let

$$\mathcal{V}_j := \{\zeta \in U : (x(\zeta), v(\zeta)) \in U_j \times V_j\}.$$  

(3.46)

Each $\mathcal{V}_j$ is an open neighborhood of $\xi_j$, and moreover the cone condition forces $\mathcal{V}_j \cap M_p = \{\xi_j\}$. We can also assume without loss of generality that the $\mathcal{V}_j$’s are pairwise disjoint. By Proposition 3.5 since $M$ is coherent there exists a neighborhood $U_p$ of $p$ in $\Sigma$ such that

$$\sum_{\zeta \in \Pi^{-1}(\{q\}) \cap \mathcal{V}_j} M(\zeta) = M(\xi_j) \quad \text{for every } q \in U_p.$$  

(3.47)

Since

$$\sum_{j=1}^{J} M(\xi_j) = Q,$$

(3.48)
it is evident that when \( q \) is chosen in \( \mathcal{U}_p \) then any \( \zeta \in \Pi^{-1}(\{q\}) \) with \( M(\zeta) > 0 \) must be an element of one and only one \( \mathcal{V}_j \), and thus we can write

\[
N(q) = \sum_{j=1}^J \sum_{\zeta \in \Pi^{-1}(\{q\}) \cap \mathcal{V}_j} M(\zeta)[\zeta - q],
\]

whereas

\[
N(p) = \sum_{j=1}^J M(\xi_j)[\xi_j - p].
\]

We can now estimate, for any \( \zeta \in \Pi^{-1}(\{q\}) \cap \mathcal{V}_j \) with \( M(\zeta) > 0 \) and \( q = \Phi(y) \in \mathcal{U}_p \):

\[
|\zeta - q - (\xi_j - p)| = \left| \sum_{i=1}^n w_i \nu_i(y) - \sum_{i=1}^n v_j^i \nu_i(x) \right| \\
\leq \sum_{i=1}^n \left( |w^i| |\nu_i(y) - \nu_i(x)| + |w^i - v^i_j| \right) \\
\leq C||N||_{C^0} ||D^2 \varphi||_{C^0}|y - x| + C|w - v_j| \\
\leq C \left( ||N||_{C^0} ||D^2 \varphi||_{C^0} + \tilde{\tau} \right) |y - x| = \tilde{\tau}'|y - x|.
\]

Observe that the constant \( C \) appearing in (3.51) is purely geometric, and that \( \tilde{\tau}' \) also satisfies the bound in (3.27). It is now evident that

\[
G(N(q), N(p))^2 \leq Q\tilde{\tau}^2|y - x|^2,
\]

from which the claim follows because \( |y - x| \leq |q - p| \leq d_{\Sigma}(q, p) \).

Now, we show how from the claim one can easily conclude the Lipschitz continuity of \( N \) with the required estimates. Fix two distinct points \( p, q \in \Sigma \), and let \( \gamma: [a, b] \to \Sigma \) be any (piecewise) smooth curve such that \( \gamma(a) = p \) and \( \gamma(b) = q \). By the claim, for every \( t \in [a, b] \) there exists a neighborhood \( \mathcal{U}_{\gamma(t)} \) such that

\[
G(N(z), N(\gamma(t))) \leq \sqrt{Q}\tilde{\tau}'d_{\Sigma}(z, \gamma(t)) \quad \text{for every} \ z \in \mathcal{U}_{\gamma(t)}.
\]

Since \( \gamma \) is continuous, there exist numbers \( \delta_t \) such that

\[
I_t := (t - \delta_t, t + \delta_t) \subset \gamma^{-1}(\mathcal{U}_{\gamma(t)}).
\]
The family \( \{ I_i \} \) is an open covering of the interval \([a, b]\), and thus by compactness we can extract a finite subcovering \( \{ I_i \}_{i=0}^{K'} \). We may assume, refining the subcovering if necessary, that an interval \( I_i \) is not completely contained in an interval \( I_j \) if \( i \neq j \). If we relabel the indices of the points \( t_i \) in a non-decreasing order, and thus in such a way that \( \gamma(t_i) \) precedes \( \gamma(t_{i+1}) \), we can now choose an auxiliary point \( s_{i, i+1} \) in \( I_i \cap I_{i+1} \cap (t_i, t_{i+1}) \) for each \( i = 0, \ldots, K-1 \). We can finally conclude:

\[
G(N(q), N(p)) \leq G(N(p), N(\gamma(t_0))) + \sum_{i=0}^{K-1} (G(N(\gamma(t_i)), N(\gamma(s_{i, i+1}))) + G(N(\gamma(s_{i, i+1})), N(\gamma(t_{i+1})))) + G(N(\gamma(t_K)), N(q)) \leq \sqrt{Q} \hat{\tau}' L(\gamma),
\]

where \( L(\gamma) \) is the length of the curve \( \gamma \). Minimizing among all the piecewise smooth curves \( \gamma \) joining \( p \) to \( q \), one finally obtains

\[
G(N(q), N(p)) \leq \sqrt{Q} \hat{\tau}' d_\Sigma(q, p),
\]

that is

\[
\text{Lip}(N) \leq \sqrt{Q} \hat{\tau}'.
\]

The estimate \((3.4)\) is now just a consequence of \((3.27)\).

In order to complete the proof, we are left with showing the validity of \((3.5)\), \((3.6)\) and \((3.7)\). This can be done by reproducing verbatim the proof suggested by De Lellis and Spadaro in \cite{14}; the arguments will be presented here only for completeness.

We start with the proof of \((3.5)\) and \((3.6)\). Fix a point \( x \in B_s \), and let \( p := \Phi(x) \in \Sigma \). Observe that, by \((3.9)\) and \((3.26)\), the definition of the value of \( N(p) \) does not change if we replace \( \varphi \) with its first order Taylor expansion at \( x \), since this operation preserves the fiber \( \Pi^{-1}(\{p\}) \). Furthermore, we can assume without loss of generality that \( x = 0 \) and \( \varphi(0) = 0 \). We will still use the symbols \( \pi_0 \) and \( \pi_0^\perp \) to denote the planes \( \mathbb{R}^m \times \{0\} \simeq \mathbb{R}^m \) and \( \{0\} \times \mathbb{R}^n \simeq \mathbb{R}^n \) respectively, whereas the tangent space \( T_0 \Sigma \) and its orthogonal complement \( T_0^\perp \Sigma \) will be denoted \( \pi \) and \( \kappa \). Now, concerning the estimate \((3.5)\), assume that \( f(0) = \sum_{l=1}^{Q} [v_l] \), set \( \xi_l := (0, v_l) \in \pi_0 \times \pi_0^\perp \) and \( q_l := p_\pi(\xi_l) \). If \( N(q_l) = \sum_{j=1}^{Q} [\xi_{l,j}] \), then there is an index \( j(l) \) such that
\[ \zeta_{l,j(l)} = \xi_l. \] If the point \( \zeta_{l,j(l)} \) has coordinates \( (q_l, v'_l) \) in the frame \( \pi \times \kappa \), we get

\[
|v_l| \leq |q_l| + |v'_l| \leq |q_l| + |N(0)| + G(N(0), N(q_l))
\]

\[
\leq |N(0)| + (1 + \text{Lip}(N)) |q_l| \leq |N(0)| + C(1 + \text{Lip}(N)) \|D\varphi\|_{C^0}|v_l|,
\]

where we have used that \( q_l = |p_\pi(\xi_l)| \leq C|D\varphi(0)||\xi_l| = C\|D\varphi\|_{C^0}|v_l|. \) Now, we use (3.4) with \( \varphi \) linear to estimate

\[
\text{Lip}(N) \leq C(\|D\varphi\|_{C^0} + \text{Lip}(f)) \leq Cc_0.
\]

Thus, we conclude

\[
|v_l| \leq |N(0)| + C(1 + Cc_0)c_0|v_l|.
\]

Since the constant \( C \) is purely geometric and does not depend on \( c_0 \), we deduce that if \( c_0 \) is sufficiently small then \( |v_l| \leq 2|N(0)| \). Summing over \( l \in \{1, \ldots, Q\} \) we obtain \( |f(0)| \leq 2\sqrt{Q}|N(0)| \). The proof of the other inequality, namely \( |N(0)| \leq 2\sqrt{Q}|f(0)| \), is analogous, reversing the roles of the systems of coordinates \( \pi_0 \times \pi^1_0 \) and \( \pi \times \kappa \). This concludes the proof of (3.3).

We proceed with the proof of (3.6). Assume once again that \( f(0) = \sum_{l=1}^{Q} [v_l] \), and write \( N(0) = \sum_{l=1}^{Q} [\xi_l] \). For every \( l \in \{1, \ldots, Q\} \), we set \( x_l := p_{\pi_0}(\xi_l) \), \( w_l := p_{\pi^1_0}(\xi_l) \) and \( w'_l := p_{\pi}(\xi_l) \), so that the point \( \xi_l \) is represented by coordinates \((x_l, w_l)\) in the standard reference frame \( \pi_0 \times \pi^1_0 \) and by coordinates \((0, w'_l)\) in the frame \( \pi \times \kappa \). As usual, we have:

\[
|x_l| = |p_{\pi_0}(\xi_l)| \leq C|D\varphi(0)||\xi_l| \leq C|D\varphi(0)||N(0)| =: \rho.
\]

Using these notations, one has \( |\eta \circ N(0)| = Q^{-1}|\sum_{l=1}^{Q} w'_l| \). On the other hand, under our usual smallness assumptions on the size of \( c_0 \), we can also assume that the operator norm of the linear and invertible transformation \( L: \pi^1_0 \to \kappa \) is bounded by \( 2 \). Thus, we can further estimate \( |\eta \circ N(0)| \leq 2Q^{-1}|\sum_{l=1}^{Q} w_l| \), so that in order to get (3.6) it would suffice to prove the following:

\[
\sum_{l=1}^{Q} w_l \leq \sum_{l=1}^{Q} v_l + C\text{Lip}(f)\rho.
\]
In order to show the validity of (3.62), we notice that if we set \( h := \text{Lip}(f)\rho \), then we can decompose \( f(0) = \sum_{j=1}^{J} [T_j] \), where each \( T_j \in \mathcal{A}_{\xi_j}(\mathbb{R}^n) \), \( \sum_{j=1}^{J} Q_j = Q \) and with the property that:

(i) \( \text{diam}(T_j) \leq 4Qh \);

(ii) \(|y - z| > 4h\) for all \( y \in \text{spt}(T_i) \) and \( z \in \text{spt}(T_j) \) when \( i \neq j \).

This claim can be justified with the following simple argument. First, we order the vectors \( v_i \), and then we partition them in subcollections \( T_j \) according to the following algorithm: \( T_1 \) contains \( v_1 \) and any other vector \( v_\ell \) for which there exists a chain \( v_{l(1)} \ldots v_{l(K)} \) with \( l(1) = 1, l(k) = \ell \) and \(|v_{l(i+1)} - v_{l(i)}| \leq 4h\) for every \( i = 0, \ldots, k - 1 \). By construction, \( \text{diam}(T_1) \leq 4Qh \), and if \( \text{spt}(T_1) = \text{spt}(f(0)) \) then we are finished. Otherwise, we construct \( T_2 \) applying the same algorithm to the vectors in \( \text{spt}(f(0)) \setminus \text{spt}(T_1) \). The construction of the algorithm guarantees that also property (ii) is satisfied.

Given the above decomposition of \( f(0) \), we observe that from the choice of the constants it follows that in the ball \( B_\rho \) the function \( f \) decomposes into the sum \( f = \sum_{j=1}^{J} [f^j] \) of \( J \) Lipschitz functions \( f^j : B_\rho \rightarrow \mathcal{A}_{\xi_j}(\mathbb{R}^n) \) with \( \text{Lip}(f^j) \leq \text{Lip}(f) \) for every \( j \). In agreement with this decomposition, also the graph \( \text{Gr}(f|_{B_\rho}) \) separates into the union \( \bigcup_{j=1}^{J} \text{Gr}(f^j) \). By the definition of the vector field \( N \) (cf. again (3.9) and (3.26)), the support of \( f(0) \) can be decomposed into \( N(0) = \bigcup_{j=1}^{J} \sum_{i=1}^{Q_j} [\xi^j_i] \) with the property that \( \xi^j_i \in \text{Gr}(f^j) \) for every \( i = 1, \ldots, Q_j \).

Now, by the definition of the distance \( G \), for each \( \xi^j_i \in \text{spt}(N(0)) \) there exists a point \( v_{k(j,i)} \in \text{spt}(f^j(0)) \) such that \(|w^j_i - v_{k(j,i)}| \leq G(f^j(x^j_i), f^j(0)) \leq \text{Lip}(f) |x^j_i| \leq \text{Lip}(f) \rho = h \). Hence, we conclude:

\[
\sum_{l=1}^{Q} w_l = \sum_{j=1}^{J} \sum_{i=1}^{Q_j} w^j_i \leq \sum_{j=1}^{J} \sum_{i=1}^{Q_j} v^j_i + \sum_{j=1}^{J} \sum_{i=1}^{Q_j} |w^j_i - v^j_i| \\
\leq \left( \sum_{l=1}^{Q} v_l \right) + \sum_{j=1}^{J} \sum_{i=1}^{Q_j} (|w^j_i - v_{k(j,i)}| + |v_{k(j,i)} - v^j_i|) \leq \sum_{l=1}^{Q} v_l + Ch,
\]

where we used that \( \text{diam}(f^j(0)) \leq 4Qh \). This proves (3.62) and concludes the proof of (3.6).
Finally, we show that (3.7) holds. Let \( x \in B_s \), and assume that \((x, \eta \circ f(x)) = p + v\) for some \( p \in \Sigma \) and \( v \in T_p^\perp \Sigma \). Now, if \( v = 0 \) then the above assumption implies that \( \eta \circ f(x) = \varphi(x) \), and thus (3.7) reduces to the first inequality in (3.5). On the other hand, if \( v \neq 0 \) then we shift \( \Sigma \) to \( \tilde{\Sigma} := v + \Sigma \). Then, if we apply Theorem 3.4 with \( \tilde{\Sigma} \) in place of \( \Sigma \) we obtain a vector field \( \tilde{N} \) which satisfies \( \tilde{N}(p + v) = \sum \llbracket N_l(p) \rrbracket - v \). Hence, \( \mathcal{G}(N(p), Q[v]) = \mathcal{G}(\tilde{N}(p + v), Q[0]) \), which reduces the problem again to the case \( v = 0 \). This completes the proof of Theorem 3.4.

□

Appendix A. Commutation of push-forward and boundary in the \( Q \)-valued setting: an alternative proof

In this Appendix we are going to provide an alternative proof (with respect to the existing literature, see \[2\] and \[14\]) of the fact that the multi-valued push-forward operator on Lipschitz submanifolds commutes with the boundary operator in the sense of currents. As anticipated, the proof is based on a double induction, both on the dimension \( m \) of the manifold and on the number \( Q \) of values that the function takes.

Proof of Theorem 1.8. First observe that since every Lipschitz manifold can be triangulated, and since the statement is invariant under bi-Lipschitz homeomorphisms, it is enough to prove the theorem with \( \Sigma = [0, 1]^m \). Furthermore, it suffices to show that the theorem holds in the case of the currents associated to graphs. Indeed, suppose to know that \( \partial \mathcal{G}_u = \mathcal{G}_{u|\partial \Sigma} \), and let \( p: \mathbb{R}^d \times \mathbb{R}^n \to \mathbb{R}^n \) be the orthogonal projection onto the second component. Then, it is immediate to see that

\[
p_2 \mathcal{G}_u = p_2 T_{\text{id} \times u} = T_{p_0(\text{id} \times u)} = T_u,
\]

where, for given Lipschitz \( F: \mathbb{R}^d \to A_Q(\mathbb{R}^n) \) and \( \phi: \mathbb{R}^n \to \mathbb{R}^k \), we have used the notation \( \phi \circ F \) for the \( Q \)-valued function \( \phi \circ F(p) := \sum_{l=1}^Q \llbracket \phi(F_l(p)) \rrbracket \in A_Q(\mathbb{R}^k) \). Then, using that push-forward and boundary do commute in the case of single valued Lipschitz functions, one readily concludes

\[
\partial T_u = \partial p_2 \mathcal{G}_u = p_2 \partial \mathcal{G}_u = p_2 \mathcal{G}_{u|\partial \Sigma} = T_{u|\partial \Sigma}.
\]

Hence, we show that \( \partial \mathcal{G}_u = \mathcal{G}_{u|\partial \Sigma} \). The proof is by induction on both \( m \) and \( Q \). If \( Q = 1 \), the result is classical. On the other hand, the case \( m = 1 \) is a consequence of \[12\], Proposition 1.2: if \( u: [0, 1] \to A_Q(\mathbb{R}^n) \) is Lipschitz, then there exist Lipschitz functions \( u_1, \ldots, u_Q: [0, 1] \to \mathbb{R}^n \) such
that \( u = \sum_{l=1}^{Q} [u_l] \). Therefore, \( T_u = \sum_{l} (u_l)_{(0, 1]} \), and thus

\[
\partial T_u = \sum_{l} \partial (u_l)_{(0, 1]} = \sum_{l} (u_l)_{(1] - [0]} \\
= \sum_{l} ([u_l(1)] - [u_l(0)]) = T_{u|ac}.
\]

Then, we make the following inductive hypotheses:

(H1) the theorem is true when \( \dim(\Sigma) \leq m - 1 \),
(H2) the theorem is true for \( \dim(\Sigma) = m \) when the function \( u \) takes \( Q^* \) values for every \( Q^* < Q \),

and we show that the theorem is true for \((m, Q)\). In order to do this, we consider a dyadic decomposition of \( \Sigma = [0, 1]^m \) in \( m \)-cubes of side length \( 2^{-h} \) with \( h \in \mathbb{N} \), and for any integer vector \( k \in \{0, 1, \ldots, 2^h - 1\}^m \) we let \( C_{h,k} \) be the cube \( C_{h,k} := 2^{-h} (k + [0, 1]^m) \).

Now, for fixed \( h \), let \( \mathcal{B}_h \) be the set of all \( k \in \{0, 1, \ldots, 2^h - 1\}^m \) such that on the corresponding cube \( C_{h,k} \) one has

\[
\max_{p \in C_{h,k}} \text{diam}(u(p)) > 3(Q - 1)\text{Lip}(u)2^{-h} \sqrt{m}.
\]

By [12, Proposition 1.6], if \( k \in \mathcal{B}_h \) then on the cube \( C_{h,k} \) the function \( u \) is well separated into the sum

\[
u_{C_{h,k}} = [u_{k,Q_1}] + [u_{k,Q_2}],
\]

where \( u_{k,Q_1} \in \text{Lip}(C_{h,k}, A_{Q_1}([\mathbb{R}^n])) \), \( u_{k,Q_2} \in \text{Lip}(C_{h,k}, A_{Q_2}([\mathbb{R}^n])) \) and \( Q_1, Q_2 < Q \). Therefore, by the inductive hypothesis (H2) we can conclude that

\[
\partial G_{u|C_{h,k}} = G_{u|ac_{h,k}}
\]

for every \( k \in \mathcal{B}_h \).

If on the other hand \( k \notin \mathcal{B}_h \), consider the affine homotopy \( \sigma: [0, 1] \times C_{h,k} \times \mathbb{R}^n \rightarrow \mathbb{R}^d \times \mathbb{R}^n \) defined by

\[
\sigma(t, p, v) := (p, (1 - t)\eta \circ u(p) + tv),
\]

and define the current

\[
R_k := QG_{(\eta u)|C_{h,k}} + \sigma_t([0, 1]) \times G_{u|ac_{h,k}}.
\]
Here, \( \eta \circ u \) denotes the (single valued) Lipschitz function \( \eta \circ u : \Sigma \to \mathbb{R}^n \) given by

\[
\eta \circ u(p) := \eta(u(p)) = \frac{1}{Q} \sum_{l=1}^{Q} u_l(p).
\]

Since \( \eta \circ u \) is a classical Lipschitz function, the classical commutation rule of push-forward and boundary gives

(A.6) \[
\partial(QG_{\eta(u)|_{C_{h,k}}}) = QG_{(\eta \circ u)|_{\partial C_{h,k}}}.
\]

On the other hand, the homotopy formula [27, (26.22)] yields

(A.7) \[
\partial \sigma([0,1]) \times G_{u|_{\partial C_{h,k}}} = G_{u|_{\partial C_{h,k}}} - QG_{(\eta \circ u)|_{\partial C_{h,k}}}
\]

Since \( \partial C_{h,k} \) is the union of \( (m-1) \)-dimensional cubes, the inductive hypothesis (H1) ensures that in fact \( \partial G_{u|_{\partial C_{h,k}}} = 0 \), and thus the last addendum in the r.h.s. of equation (A.7) vanishes. Combining (A.6) and (A.7) therefore yields

(A.8) \[
\partial R_k = G_{u|_{\partial C_{h,k}}}.
\]

For every \( h \in \mathbb{N} \), define the current

(A.9) \[
T_h := \sum_{k \in \mathcal{B}_h} G_{u|_{\partial C_{h,k}}} + \sum_{k \notin \mathcal{B}_h} R_k,
\]

and notice that by (A.3) and (A.8) one has

(A.10) \[
\partial T_h = \sum_k G_{u|_{\partial C_{h,k}}} = G_{u|_{\partial \Sigma}}
\]

because the common faces to adjacent cubes have opposite orientations. Furthermore, it is easy to see that for every \( h \in \mathbb{N} \) and for every \( k \in \mathcal{B}_h \) one has

(A.11) \[
M(G_{u|_{\partial C_{h,k}}}) \leq C(1 + \text{Lip}(u))^m \mathcal{H}^m(C_{h,k}) \leq C(2^{-h})^m,
\]

where \( \mathcal{H}^m \) is the \( m \)-dimensional Hausdorff measure.
whereas, using [27] (26.23) to estimate $M(\sigma([0,1]) \times G_{u| NC_{h,k}})$, we get

\begin{align*}
M(R_k) &\leq C(2^{-h})^m + CM(G_{u| NC_{h,k}}) \sup_{(p,v) \in Gr(u| NC_{h,k})} |(p,v) - (p, \eta \circ u(p))| \\
&\leq C(2^{-h})^m + C(2^{-h})^{m-1} \sup_{p \in \partial C_{h,k}} \max_{l \in \{1, \ldots, Q\}} |u_l(p) - \eta \circ u(p)| \\
&\leq C(2^{-h})^m + C(2^{-h})^{m-1} \sup_{p \in \partial C_{h,k}} \text{diam}(u(p)) \\
&\leq C(2^{-h})^m
\end{align*}

if $k \notin B_h$, for a constant $C = C(m, Q, \text{Lip}(u))$.

By equations (A.9), (A.10), (A.11) and (A.12) we immediately conclude that

\begin{equation}
M(T_h) + M(\partial T_h) \leq C,
\end{equation}

where $C = C(m, Q, \text{Lip}(u))$ is a constant independent of $h$. It then follows from the compactness theorem for integral currents [27, Theorem 27.3] that when $h \uparrow \infty$ a subsequence of the $T_h$'s converges to an integral current $T$ such that $\partial T = G_{u| NC}$.

We are only left to prove that in fact $T = G_u$. Since clearly $\text{spt}(T) \subset \text{Gr}(u)$ and $T$ is integral, we have that $T = [\text{Gr}(u), \eta, \Theta_T]$ and $G_u = [\text{Gr}(u), \eta, \Theta_{G_u}]$. We only need to show that $\Theta_T(p, v) = \Theta_{G_u}(p, v)$ at $H^m$-a.e. $(p, v) \in \text{Gr}(u)$. Let $p \in \Sigma$, and denote by $D_Q(u)$ the closed set

$$D_Q(u) := \{p \in \Sigma : u(p) = Q[v] \text{ for some } v \in \mathbb{R}^n\}$$

of multiplicity $Q$ points of the function $u$. If $p \notin D_Q(u)$, then there exists a suitably large $\tilde{h}$ such that for every $h \geq \tilde{h}$ one has $p \in C_{h,k}$ for some $k \in B_h$, and thus it follows naturally that $\Theta_T(p, u_l(p)) = \Theta_{G_u}(p, u_l(p))$ for every $l$. Hence, if $H^m(D_Q(u)) = 0$ then we are done. Otherwise, consider the 1-Lipschitz orthogonal projection on the first component $\tilde{p}: \mathbb{R}^d \times \mathbb{R}^n \to \mathbb{R}^d$. One has that $\tilde{p}_x T = \Theta_T[\Sigma]$ and $\tilde{p}_x G_u = \Theta_{G_u}[\Sigma]$, with

$$\tilde{\Theta}_T(x) = \sum_{(x,v) \in \text{Gr}(u)} \Theta_T(x,v) \text{ and } \tilde{\Theta}_{G_u}(x) = \sum_{(x,v) \in \text{Gr}(u)} \Theta_{G_u}(x,v) \text{ for } H^m\text{-a.e. } x \in \Sigma.$$
In particular, for $\mathcal{H}^m$-a.e. $p \in D_Q(u)$, if $u(p) = Q[v(p)]$ then $\Theta_T(p) = \Theta_T(p, v(p))$ and $\Theta_{G_n}(p) = \Theta_{G_n}(p, v(p))$. On the other hand, by the definitions of $u$ and $T_h$ it also holds $p_u G_u = Q[\Sigma] = p_u T_h$ for every $h$. Since $T$ is the limit of (a subsequence of) the $T_h$, then necessarily $\Theta_{G_n}(p) = Q = \Theta_T(p, v(p))$ for $\mathcal{H}^m$-a.e. $p \in D_Q(u)$. This completes the proof. \hfill $\square$

Appendix B. Multi-valued push-forward of flat chains

The goal of this Appendix is to extend the definition of multiple valued push-forward to the class of integral flat chains. As already mentioned, the existence of a multi-valued push-forward operator acting on flat chains has already been investigated by Almgren in [2, Section 1.6]. In what follows, we deduce it as a rather immediate consequence of Theorem 1.8 and of the polyhedral approximation of flat chains [20, Theorem 4.2.22].

The first observation is that using similar arguments to those carried in Remark 1.6 it is not difficult to extend the results of §1.5 to multi-valued push-forwards of general integer rectifiable currents. This was already observed by De Lellis and Spadaro in [14], without going further into the details. Indeed, assume that $\Omega \subset \mathbb{R}^d$ is open and that $T \in \mathcal{P}_m(\Omega)$. Then, there exist a sequence of $C^1$ oriented $m$-dimensional submanifolds $\Sigma_j \subset \mathbb{R}^d$, a sequence of pairwise disjoint closed subsets $K_j \subset \Sigma_j$, and a sequence of positive integers $k_j$ such that $\sum_{j=1}^{\infty} k_j \mathcal{H}^m(K_j) < \infty$ and

(B.1) \[ T = \sum_{j=1}^{\infty} k_j [K_j]. \]

Now, if $u: \Omega \to A_Q(\mathbb{R}^n)$ is Lipschitz and proper, we define the push-forward of $T$ through $u$ by setting

(B.2) \[ u_T := \sum_{j=1}^{\infty} k_j T_{u_j}, \]

where $u_j := u|_{K_j}$. We record the properties of $u_T$ in the following proposition.

Proposition B.1 ($Q$-valued push-forward of rectifiable currents.). The integer rectifiable current $u_T \in \mathcal{P}_m(\mathbb{R}^n)$ defined in (B.2) is independent of the particular representation (B.1) of $T$. If $T = [B, \vec{\tau}, \theta]$, then $u_T$ acts
on forms $\omega \in \mathcal{D}^m(\mathbb{R}^n)$ as follows:

\[(u_T\omega)(\omega) = \int_B \sum_{l=1}^{Q} \langle \omega(u_l(p)), Du_l(p)\xi\tau(p) \rangle \theta(p) d\mathcal{H}^m(p).\]

Moreover, $u_T$ can be represented by $u_T\omega = \llbracket \text{Im}(u|_B), \eta, \Theta \rrbracket$, where

\[(R1)’ \text{ Im}(u|_B) = \bigcup_{j=1}^{\infty} \text{Im}(u_j) \text{ is an } m\text{-rectifiable set in } \mathbb{R}^n; \]

\[(R2)’ \eta \text{ is a Borel unit } m\text{-vector field orienting } \text{Im}(u|_B); \text{ moreover, if } K_j = \bigcup_{i\in\mathbb{N}} K_j^i \text{ is a countable partition of } K_j \subset \Sigma_j \text{ in measurable subsets associated to a Lipschitz selection } u|_{K_j} = \sum_i [[u_j^i]] \text{ of } u \text{ as in Proposition 1.2, then for } \mathcal{H}^m\text{-a.e. } y \in \text{Im}(u|_B) \text{ one has that }\]

\[(B.4) \quad \frac{D(u_j^i)^l(p)\xi\tau(p)}{|D(u_j^i)^l(p)\xi\tau(p)|} = \pm \eta(y) \quad \text{for all } j, i, l, p \text{ such that } (u_j^i)^l(p) = y; \]

\[(R3)’ \text{ for } \mathcal{H}^m\text{-a.e. } y \in \text{Im}(u|_B), \text{ the (Borel) multiplicity function } \Theta \text{ equals }\]

\[(B.5) \quad \Theta(y) = \sum_{j, i, l, p : (u_j^i)^l(p) = y} \theta(p) \left\langle \eta(y), \frac{D(u_j^i)^l(p)\xi\tau(p)}{|D(u_j^i)^l(p)\xi\tau(p)|} \right\rangle.\]

**Notation B.2.** In the rest of this Appendix, we will use the symbol $u_T$ to denote the push-forward of a current $T \in \mathcal{D}_m(\Omega)$ through a multiple valued function $u : \Omega \rightarrow A_Q(\mathbb{R}^n)$ whenever such a push-forward is defined. The symbol $T_u$ may be still used when it is understood that the push-forward operator is acting on the whole domain of $u$. In particular, if $\Sigma \subset \mathbb{R}^d$ is an $m$-dimensional Lipschitz submanifold and $u : \Sigma \rightarrow A_Q(\mathbb{R}^n)$ then the writings $T_u$ and $u_T[\Sigma]$ are equivalent.

We are now in the position to define $u_T$ when $T \in \mathcal{F}_m(\Omega)$. Let us fix the following hypotheses.

**Assumption B.3.** We will consider:

- a Lipschitz $Q$-valued function $u : \Omega \rightarrow A_Q(\mathbb{R}^n)$ defined in an open subset $\Omega \subset \mathbb{R}^d$;
- a compact subset $K \subset \Omega$;
- an integral flat $m$-chain $T \in \mathcal{F}_m(\mathbb{R}^d)$ with $\text{spt}(T) \subset \text{int}\, K$. 

Given $K$ and $T$ as in Assumptions [B.3] by [20] Theorem 4.2.22 there exists a sequence $\{P_j\}_{j=1}^{\infty}$ of integral polyhedral $m$-chains supported in $K$ such that

\begin{equation}
F_K(T - P_j) \leq \frac{1}{j} \quad \text{and} \quad M(P_j) \leq M(T) + \frac{1}{j}.
\end{equation}

Now, integral polyhedral chains are a subclass of the class of integer rectifiable currents, as any $P_j$ can be written as the linear combination $P_j = \sum_{i=1}^{k_j} \beta_{ji} [\sigma_{ji}]$ of a finite number of oriented simplexes $[\sigma_{ji}]$ with coefficients $\beta_{ji} \in \mathbb{Z}$. Since we have a well defined notion of multi-valued push-forward of an integer rectifiable current, we can consider the currents

\begin{equation}
u_z P_j = \sum_{i=1}^{k_j} \beta_{ji} u_z[\sigma_{ji}].
\end{equation}

We also know that the mass of $u_z P_j$ can be estimated by

\begin{equation}
M(u_z P_j) \leq CM(P_j),
\end{equation}

where $C$ is a constant depending on $\text{Lip}(u)$, and Theorem 1.8 guarantees that

\begin{equation}
\partial(u_z P_j) = u_z(\partial P_j).
\end{equation}

Clearly, $\{P_j\}$ is a Cauchy sequence with respect to the flat distance $F_K$, and in fact for any $j, h \in \mathbb{N}$ one can explicitly estimate

\begin{equation}
F_K(P_j - P_h) \leq F_K(P_j - T) + F_K(T - P_h) \leq \frac{1}{j} + \frac{1}{h}.
\end{equation}

Now, we have the following

**Theorem B.4 (Push-forward of a flat chain).** Let $u$, $K$ and $T$ be as in Assumptions [B.3]. Then, for any open subset $W \Subset \Omega$ with $K \subset W$, for any compact $K' \subset \mathbb{R}^n$ containing $\text{Im}(u|_W) = \bigcup_{p \in W} \text{spt}(u(p))$, and for any sequence $\{P_j\}_{j=1}^{\infty}$ of integral polyhedral $m$-chains converging to $T$ with respect to $d_{F_K}$, the sequence $\{u_z P_j\}_{j=1}^{\infty}$ is Cauchy with respect to $d_{F_{K'}}$. Therefore, there exists an integral flat $m$-chain $Z \in \mathcal{F}_{m,K'}(\mathbb{R}^n)$ such that $F_{K'}(Z - u_z P_j) \to 0$ as $j \to \infty$. Such a $Z$ does not depend on the approximating sequence $P_j$ converging to $T$. 
Definition B.5. The current $Z \in \mathcal{F}_m(\mathbb{R}^n)$ given by Theorem B.4 is the push-forward of $T$ through $u$. Coherently with Notation B.2, we will set $Z = u_\sharp T$.

The proof of Theorem B.4 is a simple consequence of the following lemma, the proof of which can be found in [20, Lemma 4.2.23].

Lemma B.6. If $K \subset W \subset \mathbb{R}^d$ with $K$ compact, $W$ open, and $P \in \mathcal{P}_m(\mathbb{R}^d)$ with $\text{spt}(P) \subset K$, then the quantity

\begin{equation}
G(P) := \inf \left\{ M(P - \partial S) + M(S) : S \in \mathcal{P}_{m+1}(\mathbb{R}^d) \text{ with } \text{spt}(S) \subset W \right\}
\end{equation}

does not exceed $F_K(P)$.

Proof of Theorem B.4. Fix any open set $W \Subset \Omega$ with $K \subset W$, let $K' \subset \mathbb{R}^n$ be any compact set containing $\text{Im}(u|_W)$, and let $\{P_j\}_{j=1}^\infty$ be any sequence of integral polyhedral $m$-chains supported in $K$ and satisfying (B.6). For any $j, h \in \mathbb{N}$, consider the current $P_j - P_h \in \mathcal{P}_m(\mathbb{R}^d)$, and notice that $\text{spt}(P_j - P_h) \subset K$. For any choice of polyhedral currents $R \in \mathcal{P}_m(\mathbb{R}^d), S \in \mathcal{P}_{m+1}(\mathbb{R}^d)$ with $\text{spt}(R) \cup \text{spt}(S) \subset W$ such that

\begin{equation}
P_j - P_h = R + \partial S,
\end{equation}

Theorem 1.8 guarantees that

\begin{equation}
u_\sharp P_j - u_\sharp P_h = u_\sharp R + \partial (u_\sharp S).
\end{equation}

Since $u_\sharp R$ and $u_\sharp S$ are rectifiable currents supported in $K'$, one has

\begin{equation}
F_{K'}(u_\sharp P_j - u_\sharp P_h) \leq M(u_\sharp R) + M(u_\sharp S) \\
\leq C(M(R) + M(S)),
\end{equation}

for some constant $C$ depending on $\text{Lip}(u)$. Taking the infimum among all integral polyhedral currents $R$ and $S$ supported in $W$ such that (B.12) holds, we immediately conclude from Lemma B.6 that

\begin{equation}
F_{K'}(u_\sharp P_j - u_\sharp P_h) \leq CG(P_j - P_h) \leq CF_{K'}(P_j - P_h) \leq \frac{C}{j} + \frac{C}{h}.
\end{equation}

This proves that the sequence $\{u_\sharp P_j\}_{j=1}^\infty$ is Cauchy with respect to $d_{F_{K'}}$, and, thus, has a limit $Z \in \mathcal{F}_{m,K'}(\mathbb{R}^n)$. In order to see that the limit does not depend on the approximating sequence $\{P_j\}$, consider two sequences
of integral polyhedral $m$-currents $\{P_j\}$ and $\{\tilde{P}_j\}$ both approximating $T$ in the $F_K$ distance, and assume that $u_T P_j$ and $u_T \tilde{P}_j$ flat converge to $Z$ and $\tilde{Z}$ respectively. For any $\varepsilon > 0$, let $j_0 \in \mathbb{N}$ be such that both $F_K(T - P_{j_0}) + F_K(T - \tilde{P}_{j_0}) < \varepsilon$ and $F_{K'}(Z - u_T P_{j_0}) + F_{K'}(\tilde{Z} - u_T \tilde{P}_{j_0}) < \varepsilon$. Then, we can estimate:

$$F_{K'}(Z - \tilde{Z}) \leq F_{K'}(Z - u_T P_{j_0}) + F_{K'}(u_T P_{j_0} - u_T \tilde{P}_{j_0})$$

\[ \leq \varepsilon + F_{K'}(u_T P_{j_0} - u_T \tilde{P}_{j_0}) \]  

(B.16)

On the other hand, applying the same argument that we have used above to prove (B.15) to $P_{j_0} - \tilde{P}_{j_0} \in \mathcal{P}_m(\mathbb{R}^d)$ shows that

$$F_{K'}(u_T P_{j_0} - u_T \tilde{P}_{j_0}) \leq C F_K(P_{j_0} - \tilde{P}_{j_0}) \leq C \varepsilon.$$ 

Combining (B.16) and (B.17), and letting $\varepsilon \downarrow 0$ yields that $Z = \tilde{Z}$. \hfill \Box

**Corollary B.7.** Let $u$, $K$ and $T$ be as in Assumption B.3. If $Z = u_T T$, then $\partial Z = u_T(\partial T)$.

**Proof.** Let $W \Subset \Omega$ and $K' \subset \mathbb{R}^n$ be as in Theorem B.4 and let $\{P_j\}_{j=1}^{\infty}$ be any sequence of integral polyhedral $m$-chains $F_K$-converging to $T$. Then, by Theorem B.4 $Z$ is the $F_{K'}$-limit of the currents $u_T P_j$. Hence, since in general $F_K(\partial T) \leq F_K(T)$, we also have that $\partial Z$ is the $F_{K'}$-limit of the currents $\partial(u_T P_j) = u_T(\partial P_j)$ by Theorem 1.8. On the other hand, since the $\partial P_j$’s are a sequence of integral polyhedral $(m-1)$-chains which $F_K$-approximates $\partial T$, the sequence $u_T(\partial P_j)$ necessarily $F_{K'}$-converges to $u_T(\partial T)$. The claim follows by uniqueness of the limit. \hfill \Box
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