Regularity and compactness for stable codimension 1 CMC varifolds
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Abstract. According to the Allard regularity theory, the set of singular points (i.e. non $C^{1,\alpha}$-embedded points) of an integral $n$-varifold with generalized mean curvature locally in $L^p$ for some $p > n$ is a nowhere dense (closed) subset of the support of the varifold. A well-known codimension 1 example due to Brakke shows that not much can be said about the Hausdorff measure of the singular set; it need not have zero $n$-dimensional measure. We survey recent work that shows nonetheless, that in codimension 1, all is well whenever those parts of the varifold that are regular (in certain specific ways) satisfy further hypotheses, namely: (a) that the orientable portions of the $C^{1,\alpha}$ embedded part and the $C^2$ immersed part are respectively stationary (or equivalently CMC) and stable with respect to the area functional for volume preserving deformations, and (b) that there is appropriate control on two types of singularities—called classical and touching singularities—that are formed by $C^{1,\alpha}$ embedded pieces of the varifold coming together in a regular fashion. This work builds on and extends the recent codimension 1 theory for zero mean curvature stable varifolds with no classical singularities, and the earlier fundamental curvature estimates of Schoen–Simon–Yau and of Schoen–Simon. We include a brief discussion of these previous works and their role in (different approaches to) the existence theory for minimal hypersurfaces in compact Riemannian manifolds. The main focus of the survey is on the novel aspects of the CMC regularity and compactness theory and the associated curvature estimates.
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1. Introduction

Let $N$ be a smooth $(n + 1)$-dimensional Riemannian manifold and let $k \in \{1, 2, \ldots, n\}$. A basic geometric functional on the space of $k$-dimensional submanifolds (with or without boundary) of $N$ is the $k$-dimensional area, i.e. the mapping $A : M \mapsto \mathcal{H}^k(M)$, where $\mathcal{H}^k$ is the $k$-dimensional...
Hausdorff measure on $N$ induced by the Riemannian metric. It is of interest to study critical points of $A$, sometimes restricted to families of submanifolds satisfying additional topological or geometric constraints such as fixed genus, fixed relative homology class or, when it is meaningful, fixed enclosed volume. For certain large families of submanifolds whose typical elements may exhibit little geometric control, finding a critical point of a functional such as $A$ (restricted to the family) provides a way of choosing a geometrically well-behaved representative whose special properties may be exploited in applications.

Critical points of $A$ have geometric properties that can be described in terms of their mean curvature in some way. For instance, submanifolds that are critical points of $A$ for unconstrained ambient space (infinitesimal) deformations away from their boundary—which we shall call stationary submanifolds of $N$—are characterized by the simple condition that they are minimal submanifolds, i.e. they have zero mean curvature. When $k = 1$, these critical points are geodesics of $N$, so minimal submanifolds are a higher dimensional analogue of geodesics. In a similar vein, in case $k = n$ a critical point of $A$ among oriented hypersurfaces that enclose a region of fixed volume, or equivalently, an oriented hypersurface that is an unconstrained critical point of the functional

$$J(M) = A(M) + \lambda vol(M)$$

for some constant $\lambda$ where $vol$ is the volume enclosed by $M$, is a CMC hypersurface, i.e. one that has constant scalar mean curvature relative to a continuous unit normal on $M$. In fact an oriented hypersurface is stationary with respect to $J$ if and only if its scalar mean curvature with respect to an appropriate choice of unit normal is $\lambda$. More generally, if $g : N \to \mathbb{R}$ is a smooth function, then an oriented hypersurface is a critical point of the functional

$$J_g(M) = A(M) + vol_g(M),$$

where $vol_g$ is the relative enclosed $g$-volume (see [BelWic-1]), if and only if its scalar mean curvature with respect to a choice of unit normal is equal to $g$ everywhere.

1.1. Existence of critical points of area. Little is known concerning the general question of when one can find a $k$ dimensional properly embedded smooth submanifold that is a critical point of $A$, with or without other constraints, in a given smooth compact Riemannian manifold $N$ of dimension $> k$. What is known in several instances of this question is that there are critical points that are smoothly embedded away from a possible (closed) singular set of lower Hausdorff dimension that can be bounded from above by an integer depending only on $k$ (and in particular independent of $N$ and the metric on $N$). Except in the case of hypersurfaces in low dimensional manifolds, not much is known about how typical it is (e.g. with respect to metrics on $N$) that such a singular set cannot be avoided. There are however various explicit examples and constructions that do exhibit singular
behaviour in stationary submanifolds (see Sect. 2.2 for a brief discussion on this); these examples show in particular that the known existence results yield solutions that are “optimally regular,” meaning that the dimension upper bounds on their singular sets are the best possible general bounds independent of the ambient space.

In line with a widely utilised strategy in PDE theory, a fruitful approach to proving existence of optimally regular $k$-dimensional critical points of $A$ starts with a construction, in the first instance, of “weak (or generalized) solutions” belonging to a space of generalized $k$-dimensional submanifolds whose general elements are allowed to be highly singular. This is followed by an independent study of regularity of the weak solutions to bound the size of their (essential) singular set. The space of generalised $k$-dimensional submanifolds to work in in this process needs to be chosen with care. On the one hand, construction of weak solutions involves taking limits of generalized submanifolds, and hence requires choosing a topology on the space of generalized submanifolds with respect to which appropriate closure properties hold for the space. On the other hand, in order to be able to do analysis on the weak solutions to prove their regularity (starting with extending the first variation formula—a first order computation—to obtain an analytically useful characterizaton of weak solution), it is necessary that the generalized $k$-dimensional submanifolds correspond to objects having $k$-dimensional tangent spaces $\mathcal{H}^k$ a.e., i.e. $k$-rectifiable sets. Compatibility between these two competing requirements necessitates allowing multiplicities on the rectifiable sets, and consequently also extending the functional $A$ to the $k$-dimensional mass functional—i.e. $k$-dimensional Hausdorff measure weighted by multiplicity. Powerful theorems in Geometric Measure Theory guarantee that in so far as establishing existence of weak solutions is concerned it suffices to consider positive integer multiplicities. Having to allow multiplicity $\geq 2$ however leads to very serious difficulties concerning regularity of the weak solutions.

The pioneering work of Federer–Fleming published in 1960 ([FedFle60]) implemented the construction-of-weak-solution part of this approach for $k$-th relative homology classes of $N$, by establishing a fundamental closure theorem for integer multiplicity $k$-rectifiable currents (roughly speaking, $k$-rectifiable sets with positive integer-valued multiplicity functions and oriented tangent spaces), taken with the topology induced by weak convergence of $k$-dimensional currents. The Federer–Fleming theorem implies the existence, in any given relative homology class, of an integer multiplicity rectifiable current that is mass minimizing within the class; in the absence of boundary, this result gives an absolutely mass minimizing cycle in its integral homology class.

When the $k$-th homology is trivial (e.g. when $N$ is an $n$-dimensional topological sphere with a Riemannian metric), there are of course no non-trivial absolutely mass minimizing $k$-cycles. Thus in that case the Federer–Fleming compactness theorem is inadequate to produce non-trivial station-
ary $k$-cycles. A few years later, Almgren ([Alm65]) developed a deep Morse theoretic alternative applicable in such situations that is designed to capture $k$-cycles that are unstable critical points. Almgren’s work vastly extended the ideas in the earlier work of Birkhoff ([Bir17]) on the existence of closed geodesics in 2-spheres. For this approach it is important that the mass functional is continuous with respect to the topology on the space of generalised submanifolds. Since mass is only lower semicontinuous with respect to weak convergence of currents, Almgren’s theory required an alternative topology. Giving up the orientation on the tangent spaces, it uses the more general space of integral $k$-varifolds, i.e. the space of integer multiplicity $k$-rectifiable sets with the topology of measure theoretic convergence (induced by the weak convergence of Radon measures on $\{((x,S): x \in N, \ S \in G_k(T_x N))\}$ where $G_k(T_x N)$ is the space of $k$-dimensional subspaces of the tangent space $T_x N$, rather than the weak convergence of Radon measures on $N$, so as to ensure that not only the mass functional but also the first variation is well-behaved). A key outcome of Almgren’s theory of varifolds is the existence of a non-trivial stationary integral $k$-cycle in $N$ when $N$ is compact, which arises as a min-max critical point of the mass functional. Almgren’s method, strengthened further in the subsequent work of Pitts ([Pit77]), has come to be known as the Almgren–Pitts min-max theory. In the hypersurface case, with the help of the regularity theory for locally area minimizing hypersurfaces and the compactness theories of Schoen–Simon–Yau ([SSY75]) and of Schoen–Simon ([SchSim81]) for stable minimal hypersurfaces, it gave the first proof of the existence of an optimally regular critical point in any given compact manifold. The Almgren–Pitts min-max theory has recently attracted much attention since the beautiful work of Marques–Neves ([MarNev14a]) applying it to resolve the Willmore conjecture. It has been extended in various ways in the hypersurface case (see e.g. [MarNev16] [IMN18], [ChaLio16], [ZhoZhu17]), including in the recent work of Song ([Son18]) that proves, building on [MarNev14b], Yau’s conjecture in low dimensions: there are infinitely many minimal hypersurfaces in any compact Riemannian manifold.

Also in recent years, a fundamentally different, PDE theoretic alternative to the Almgren–Pitts existence theory has emerged. This is the result of the combined work of Guaraco ([Gua15]), Hutchinson–Tonregawa ([HutTon00]), Tonegawa ([Ton05]) and Tonegawa–Wickramasekera ([TonWic12]), and it relies on the regularity theory of [Wic14a] (discussed below) extending the Schoen–Simon theory. In this method, the basic idea is to obtain a minimal hypersurface as a weak limit of level sets of solutions $u_j$ to a sequence of singularly perturbed (elliptic) Allen–Cahn equations with perturbation parameter $\epsilon_j \to 0^+$. The key difference in this approach is that it uses, in place of the varifold min-max construction of Almgren–Pitts for the area functional, a more elementary and abstract min-max existence theorem for critical points of functionals, on Hilbert spaces, satisfying the Palais–Smale compactness condition. This theorem applied to the Allen–
Cahn functional on $W^{1,2}(N)$ produces $u_j$ as above with uniformly bounded Allen–Cahn energy and uniformly bounded Morse index with respect to the Allen–Cahn energy ([Gua15]). This amounts to a dramatic simplification on the part of the min-max construction. An optimally regular minimal hypersurface is obtained from the $u_j$'s by first establishing that in the varifold limit as $j \to \infty$, the level sets of $u_j$ concentrate on a codimension 1 stationary integral varifold ([HutTon00]), and then applying a general varifold regularity theorem ([Wic14a]) to the limit ([TonWic12]). Thus, in this approach the existence of minimal hypersurfaces is a fairly direct, clean corollary of PDE principles and GMT regularity and compactness principles of broader significance. We shall present a more detailed discussion of this method in Sect. 5.2 below.

1.2. Regularity theory: a brief overview. The justification of a variational approach to the existence question for minimal or related submanifolds ultimately rests, of course, on the strength of the regularity results that can be applied to the weak solutions. Although much still remains to be understood in this direction, there has been a great deal of progress in the regularity theory in the period spanning the past seven or so decades. This body of work has lead to several optimal theorems concerning various classes of minimal submanifolds. Equally importantly, the work has lead to the discovery of a number of powerful general tools and techniques of far reaching significance beyond their immediate utility for minimal submanifolds. Indeed, these techniques have had a profound impact on several other areas of Geometric Analysis and PDE including harmonic maps, free boundary problems, geometric flows and general relativity, to name just a few.

A brief summary of known regularity results that imply optimal regularity of the Federer–Fleming mass minimizing cycles, the codimension 1 Almgren–Pitts min-max stationary varifolds or the codimension 1 stationary varifolds arising from the Allen–Cahn approximation is as follows: (1) the regularity theory for mass minimizing integer multiplicity currents when $k = n$ (i.e. in the hypersurface case); this asserts the embeddedness of minimizers away from the boundary and away from a closed singular set of Hausdorff dimension at most $(n - 7)$—a result that has been achieved in a step by step fashion over a decade or so starting with the pioneering work of De Giorgi ([DeG61]) and of Reifenberg ([Rei60]) establishing almost everywhere regularity followed by successively better control on the singular set established in the work of Federer ([Fed70]), Fleming ([Fle62]), Almgren ([Alm66]) and finally of Simons ([JSim68]) that established the optimal $n - 7$ Hausdorff dimension bound; (2) the regularity theory of Almgren ([Alm83]) for mass minimizing integer multiplicity currents of dimension $k < n$ establishing embeddedness of the minimizers away from the boundary and away from a closed singular set of Hausdorff dimension $\leq (k - 2)$ which again is the optimal dimension bound (see also
The combination of the Schoen–Simon compactness theory and the regularity theory for codimension 1 mass minimizing integer multiplicity currents yields embeddedness of the Almgren–Pitts min-max solutions of dimension $k = n \geq 2$ away from a closed set of Hausdorff dimension $\leq n - 7$.

The optimal regularity of the stationary varifolds arising in the Allen–Cahn approach is obtained by applying a recently developed optimal regularity theory for stable, stationary codimension 1 integral varifolds ([Wic14a]). This theory replaces the a priori singular set size hypothesis of the Schoen–Simon theory with a milder (necessary) structural hypothesis that just requires ruling out a very specific type of singularity—called classical singularities (see the definition in Sect. 1.3 below or Definition 4.1). This condition is readily checked in the context of the the limit varifolds arising from the Allen–Cahn solutions ([TonWic12], [Gua15]) as well as in other applications, e.g. as in [Wic14b]. (Incidentally, since locally area minimizing hypersurfaces cannot have classical singularities, this theory also subsumes the aforementioned regularity theory for codimension 1 area minimizing integer multiplicity currents). A further generalisation of this theory to CMC varifolds, summarised below in Sect. 1.3 and discussed in more detail in Sects. 3–10, shall be our primary focus in this article.

To finish this quick overview of regularity theories, we mention the fundamental regularity theory of Allard ([All72]) which implies that a stationary integral $k$-varifold, or more generally any integral $k$-varifold (of any codimension) with generalised mean curvature locally summable to a power $p > k$, is regular (i.e. smoothly embedded in the stationary case, or $C^{1,\alpha}$ embedded in the general case for $\alpha = 1 - \frac{k}{p}$ with $p < \infty$) on a dense (open) subset of its support. In particular, the Almgren–Pitts min-max stationary cycles of higher codimension in compact manifolds are smoothly embedded on an open dense subset of the support of the cycle. Beyond this, no further regularity of these min-max stationary varifolds is known, even in the two dimensional case.

### 1.3. Codimension 1 regularity theory: recent developments.

In a series of works over the past several years, beginning with [Wic14a] and continued with the work [BelWic18] (of C. Bellettini and the author) and the work [BCW18] (of C. Bellettini, O. Chodosh and the author), the compactness theories of Schoen–Simon ([SchSim81]) and of Schoen–Simon–Yau ([SSY75]) have been strengthened and extended. This recent work...
considers the class of codimension 1 integral $n$-varifolds whose generalized mean curvature is locally summable to a power $p > n$. The Allard regularity theory implies that the $C^1$ embedded part of such a varifold is a dense subset of its support. However, no useful control of the dimension of the singular set can follow from the $L^p$ hypothesis on the mean curvature alone, even when $p = \infty$, as shown by an example due to Brakke ([Bra78]) (refined recently by Menne–Kolasiński [KolMen15]) which has a singular set of positive $n$-dimensional measure.

The work [BelWic18] makes (additional) variational hypotheses on the regular parts of such a varifold requiring (slightly imprecisely speaking) that the regular parts are stationary and stable with respect to the mass functional for volume preserving deformations supported away from the singular set. (The earlier work [Wic14a] assumed stationarity everywhere and stability on the regular part for unconstrained compactly supported deformations). The main new discovery in [Wic14a], [BelWic18] is that for integral codimension 1 varifolds with generalized mean curvature in $L^p_{\text{loc}}$ for some $p > n$ and satisfying these variational hypotheses, certain structural conditions involving only the parts of the varifold that are made up of regular (i.e. $C^{1,\alpha}$) embedded pieces coming together in a regular fashion, in contrast to a more stringent assumptions on the size of the entire singular set such as in [SchSim81], are sufficient (and necessary) for the same sharp $n - 7$ bound on the Hausdorff dimension of the (genuine) singular set. (Most recently, this work has been generalised even further to allow stability and stationarity to hold for deformations that are constrained in a more general way, or equivalently, to allow the mean curvature of the regular part to be prescribed in a more general way ([BelWic-1])).

Thus, this regularity theory has the advantage that control on the size of the singular set is not a hypothesis but is entirely a conclusion. With less to check a priori on the singular set, it can be applied in a wider variety of situations. Indeed, the main results of [Wic14a], in combination with the work of Ilmanen ([Ilm96]) and of Solomon–White ([SW89]), have lead to a strong maximum principle and a unique continuation theorem for stationary codimension 1 integral varifolds ([Wic14b]), providing an optimal answer to a long studied question on which several partial results had previously been known ([Mir67], [Mos77], [Sim87], [SW89], [Ilm96]). More relevant to the themes of the present article is its application, mentioned above, to the regularity question for minimal submanifolds arising as limit-interfaces corresponding to sequences of stable (or more generally, bounded Morse index) solutions of the singularly perturbed Allen–Cahn equation ([TonWic12], [Gua15]). The latter application in turn has made way for a considerably simpler and streamlined PDE theoretic alternative to the Almgren–Pitts existence theory for minimal hypersurfaces. We shall discuss this new existence theory briefly in Sect. 5.2 below.

In the remainder of this introduction we wish to describe the main content of the sharp regularity theory in more detail, for which we need the
following definitions:

1. A classical singularity of a set \( S \subset N \) is a point \( Y \in S \) such that, for some \( \alpha \in (0, 1) \) and some small \( \rho > 0 \), \( S \cap B_\rho(Y) \) is the union of a finite number of at least three \( C^{1,\alpha} \) embedded hypersurfaces-with-boundary \( M_j \) that meet pairwise, with at least one pair transversely, only along a \( C^{1,\alpha} \) free boundary containing \( Y \) and common to all \( M_j \).

2. A touching singularity of a set \( S \subset N \) is a point \( Y \in S \) that is not a classical singularity of \( S \) and near which \( S \) is not a \( C^1 \) embedded hypersurface but for some \( \alpha \in (0, 1) \) and some small \( \rho > 0 \), \( S \cap B_\rho(Y) = M_1 \cup M_2 \) for precisely two distinct embedded \( C^{1,\alpha} \) hypersurfaces \( M_1, M_2 \) of \( B_\rho(Y) \).

3. If \( Y \) is a touching singularity of a set \( S \subset N \) and \( \rho, M_1, M_2 \) are as in (2) above, then the coincidence set of \( S \) in \( B_\rho(Y) \) is the set \( M_1 \cap M_2 \).

Any local hypothesis concerning classical or touching singularities of a (singular) hypersurface \( S \) should be viewed as a structural condition on \( S \) since by definition, the entire hypersurface near such a singularity has a “\( C^{1,\alpha} \) regular structure;” in verifying such a hypothesis one is thus allowed to assume (a form of) regularity of the hypersurface. Therein lies the advantage of theorems (such as those described below) in which control of classical or touching singularities are the only hypotheses on the singular set.

The main content of the works [Wic14a], [BelWic18] and [BCW18] can now be described as follows:

(i) The work [Wic14a] concerns stationary hypersurfaces (i.e. codimension 1 integral varifolds with zero generalized mean curvature) that are stable on every orientable portion of their regular part. Subject to the (necessary) condition that the hypersurface has no classical singularities,\(^1\) it gives embeddedness of the hypersurfaces away from a closed set of Hausdorff dimension \( \leq n - 7 \).

(ii) The work [BelWic18] builds on and generalises the regularity theory of [Wic14a]. It concerns the class of weakly stable CMC hypersurfaces of an open subset of a Euclidean space\(^2\) having no classical singularities and satisfying an additional (necessary) structural condition involving touching singularities. More precisely, this work considers codimension 1 integral \( n \)-varifolds of an open set \( U \subset \mathbb{R}^{n+1} \) having generalized mean curvature locally in \( L^p \) for some fixed \( p > n \) and:

(a) having any orientable portion of the \( C^1 \) embedded part (a dense set by the Allard regularity theory [All72]) stationary

---

\(^1\)In [Wic14a], the no-classical-singularities condition was called the \( \alpha \)-structural hypothesis.

\(^2\)The generalisation to Riemannian ambient spaces (and to mean curvature prescribed more generally) is discussed in [BelWic-1].
with respect to the mass functional for deformations preserving enclosed volume relative to a choice of orientation on that portion;

(b) having any orientable portion\(^3\) of the \(C^2\) immersed part (a classical CMC immersion by assumption (a), elliptic regularity and the denseness of the embedded part) stable with respect to deformations preserving enclosed volume relative to a choice of orientation on that portion;

(c) having no classical singularities and

(d) satisfying the condition that the coincidence set in a neighborhood of each of its touching singularities is \(\mathcal{H}^n\)-null.

In view of the De Giorgi structure theory ([DeG61]), the structural condition (ii)(d) is automatically satisfied in the important special case when the varifold corresponds to the reduced boundary (taken with multiplicity 1) of a Caccioppoli set.

The main regularity theorem of [BelWic18] is that if a varifold satisfies the above conditions, then there is a closed set \(\Sigma \subset U\) with Hausdorff dimension \(\leq n - 7\) such that away from \(\Sigma\), its support is a classical CMC immersion that is quasi-embedded; this means that either it is an embedded \(C^2\) minimal hypersurface away from \(\Sigma\), or locally away from \(\Sigma\) it is either a single \(C^2\) embedded CMC disk or the union of precisely two \(C^2\) embedded CMC disks each lying on one side of the other and intersecting only tangentially along a set contained in an \((n - 1)\)-dimensional embedded submanifold. And moreover, in case the mean curvature is non-zero, away from \(\Sigma\) the hypersurface is an orientable immersion with a continuous choice of unit normal with respect to which the value of the scalar mean curvature is equal to the same constant everywhere. Both structural hypotheses (ii)(c) and (ii)(d) are necessary for these regularity conclusions.

The work [BelWic18] also provides an associated compactness theorem which says that any sequence of hypersurfaces in \(U\) which intersect a fixed compact subset of \(U\) and satisfy the above assumptions together with a locally uniform mass bound and a uniform mean curvature bound has a subsequence that converges in the varifold topology to a hypersurface in \(U\) satisfying the same assumptions as above (and hence also regularity conclusions as above).

(iii) The work [BCW18] establishes curvature estimates for weakly stable CMC hypersurfaces considered in [BelWic18], making the compactness theorem of [BelWic18] a posteriori effective; in particular, these curvature estimates imply that the convergence in the preceding compactness statement, in addition to being in the

\(^3\)In case the (constant) mean curvature of the \(C^1\) embedded part is non-zero, the entire \(C^2\) immersed part is orientable.
varifold topology in $U$, is locally in the $C^m$ topology for every $m$ away from the “genuine” singular set $\Sigma$ (of Hausdorff dimension $\leq n - 7$) of the limit hypersurface.

The structural conditions ii(c) and ii(d) are both implied by the assumption $H^{n-1}(\text{sing } V) = 0$, but this size restriction is not preserved under taking limits. See the opening paragraphs of Sect. 6 for a more detailed discussion on the singular set assumptions (including perils of allowing $H^{n-1}(\text{sing } V) > 0$ with no further conditions).

Beyond the implication of Allard’s regularity theorem that the singular set is nowhere dense, no previously known regularity theorem implies any control of the singular set of a varifold satisfying the hypotheses listed in (ii) (or even in (i)). In particular, in the theorems described above, the regular part a priori could be very small in measure and thus in particular the stability hypothesis a priori is valid only on an (open) set of potentially very small measure; this is in contrast to the setting of [SchSim81] where the small-singular-set hypothesis implies the validity of the stability inequality a priori over the entire hypersurface including the singular set, and hence in particular $L^2$ boundedness on the second fundamental form locally uniformly in the ambient space $U$.

Indeed, one of the central analytic difficulties overcome by the methods developed in the above works (i), (ii) is the one arising from the lack of information a priori on the behaviour of the second fundamental form of the regular set on approach to the (a priori potentially large) singular set. The analytic machinery developed in the works (i)–(iii) taken together establishes a key pointwise bound on the second fundamental form which can be described follows: if an integral $n$-varifold in an $(n + 1)$-dimensional ball satisfying a mass bound has generalized mean curvature sufficiently small in $L^p$ for some $p > n$, if the varifold lies sufficiently close to an $n$-dimensional plane, and if it further satisfies the two structural conditions (ii)(c) and (ii)(d) above and the first and second variation hypotheses (ii)(a) and (ii)(b) on its regular parts, then it is a properly immersed smooth CMC hypersurface in the interior which is embedded except possibly on a set of touching singularities contained in a smooth $(n - 1)$-dimensional submanifold; moreover, its second fundamental form in the interior is uniformly bounded from above by a fixed constant times the sum of its $L^2$ distance to the hyperplane and the absolute value of the (constant) mean curvature.

In particular, this result rules out branch point singularities, i.e. non-immersed points where one tangent cone is supported on a hyperplane, in varifolds satisfying the hypotheses as in (ii) above.

Estimates of this nature had previously been established in instances where either the mass of the varifold is close to the mass of the unit $n$-dimensional ball ([All72]) (in which case the structural conditions (ii)(c), (ii)(d) as well as the variational hypotheses (ii)(a), (ii)(b) are all unnecessary, the conclusion is a $C^{1,\alpha}$ estimate as opposed to a $C^2$ estimate, and the result
holds in arbitrary codimension) or where the singular set is a priori assumed to be sufficiently small ([SSY75], [SchSim81]) (a condition stronger than the two structural conditions (ii)(c), (ii)(d) combined). Easy examples show that a curvature estimate as above does not hold if we remove any one of the stated hypotheses (see Sect. 6.2), including the codimension 1 hypothesis.

The theorems established in [Wic14a], [BelWic18], [BCW18] are built upon a wide circle of ideas and results developed in previous works in regularity theory over a period spanning six decades. These include the work of De Giorgi ([DeG61]) on regularity of area minimizing hypersurfaces; the work of De Giorgi ([DeG54], [DeG55]) on the structure of sets of locally finite perimeter; the work of Allard ([All72]) on regularity of integral varifolds with appropriately summable generalized mean curvature; the work of Schoen–Simon–Yau ([SSY75]) and of Schoen–Simon ([SchSim81]) on compactness for stable minimal hypersurfaces with small singular sets; the work of Simon ([Sim93]) on asymptotic behaviour near singularities of minimal submanifolds in multiplicity 1 classes; the work of Hardt–Simon ([HarSim79]) on boundary regularity for area minimizing hypersurfaces; the work of Simons ([JSim68]) on classification under curvature conditions of embedded minimal hypercones of Euclidean space, including stable hypercones in low dimensions; the work of Almgren ([Alm83]) on parametrization of mean curvature controlled integral varifolds via multiple-valued Lipschitz functions; the work of Almgren ([Alm83]) on generalized stratification of singular sets of integral varifolds with appropriately controlled generalized mean curvature; the work of Cheng–Cheung–Zhou ([CCZ08]) on the structure of weakly stable minimal hypersurfaces at infinity and the work of White ([Whi87]) on curvature estimates for stationary surfaces.

2. First variation, stationarity and the mean curvature

2.1. The smooth setting. Let $N$ be a smooth, $(n + 1)$-dimensional Riemannian manifold, $k \in \{1, 2, \ldots, n\}$ and let $M$ be an embedded $k$-dimensional $C^1$ submanifold of $N$ with locally finite mass in $N$ (i.e. with $\mathcal{H}^k(M \cap K) < \infty$ for each compact set $K \subset N$). To define the notion of (unconstrained) critical point of the $k$-dimensional area functional on $N$, we start with a smooth compactly supported vector field $X$ on $N$, and note that we can use $X$ to deform $M$ in the following way: choose $\epsilon > 0$ and a smooth map $\varphi : (\epsilon, -\epsilon) \times N \to N$ such that: (i) $\varphi(0, x) = x$ for each $x \in N$; (ii) $\varphi(t, x) = x$ for every $x \in N \setminus \text{spt } X$ and every $t \in (-\epsilon, \epsilon)$; (iii) $\frac{d}{dt}|_{t=0} \varphi(t, x) = X(x)$ for every $x \in N$; (iv) the map $\varphi_t : N \to N$ given by $\varphi_t(x) = \varphi(t, x)$ is a diffeomorphism of $N$ for each $t \in (-\epsilon, \epsilon)$. Corresponding to any given $X$, there are many such maps $\varphi$, and each gives rise to a 1-parameter family of submanifolds $\varphi_t(M)$, $t \in (-\epsilon, \epsilon)$, with $\varphi_0(M) = M$. 
The *first variation* of $M$ with respect to the area functional in the direction $X$, denoted $\delta M(X)$, is defined by

$$\delta M(X) = \left. \frac{d}{dt} \right|_{t=0} \mathcal{H}^k(\varphi_t(M \cap \text{spt } X)),$$

where $\varphi_t$ denotes the flow of $X$, and $\mathcal{H}^k$ is the $k$-dimensional Hausdorff measure.

The first variation of $M$ depends only on $X$, and not on the choice of $\varphi$. In fact, a calculation (see [Sim83, Sect. 9]) shows that

$$\delta M(X) = \int_M \text{div}_M X \, d\mathcal{H}^k$$

where $\text{div}_M X$ denotes the tangential divergence of $X$ on $M$, given, at a point $x \in M$, by

$$\text{div}_M X(x) = \sum_{j=1}^k <\tau_j, \nabla_{\tau_j} X(x) >$$

for any orthonormal basis $\{\tau_1, \tau_2, \ldots, \tau_k\}$ for the tangent space $T_x M$ (and is independent of the choice of the orthonormal basis). The identity (1) is known as the *first variation formula*. The submanifold $M$ is said to be *stationary* in $N$ if

$$\delta M(X) = 0$$

for every compactly supported vector field $X$ on $N$.

Now suppose $M$ is of class $C^2$. The second fundamental form of $M$ assigns to any pair of tangent vector fields $v_1, v_2$ to $M$ the vector field

$$A(v_1, v_2) = (\nabla_{v_1} v_2)^\perp,$$

where $\perp$ denotes the component of a vector normal to $M$. This is a symmetric bilinear map, and for any $x \in M$, $A(v_1, v_2)(x)$ depends only on the values $v_1(x)$ and $v_2(x)$. The trace of $A$ is called the mean curvature of $M$, denoted $H_M$. So for $x \in M$, $H_M(x)$ is a vector normal to $M$ at $x$, given by

$$H_M(x) = \sum_{i=1}^k A(\tau_i, \tau_i)$$

for any orthonormal basis $\{\tau_1, \ldots, \tau_k\}$ for $T_x M$. The submanifold $M$ is said to be *minimal* of its mean curvature vanishes everywhere. If $M$ is 1-dimensional, this condition means that $M$ is a geodesic of $N$.

With the vector field $X$ as above, for each $x \in M$, we can write $X(x) = X^\perp(x) + X^\perp(x)$, the sum of components of $X(x)$ tangential and normal to $M$ at $x$. It follows from the definition of $H_M$ that $\text{div}_M X^\perp = -<H_M, X>$. If $\overline{M}$ is a submanifold (of class $C^2$) with boundary $\partial M = \overline{M} \setminus M$, then by applying the divergence theorem we obtain that

$$\int_M \text{div}_M X \, d\mathcal{H}^k = -\int_M <H_M, X> \, d\mathcal{H}^k + \int_{\partial M} <X, \nu> \, d\mathcal{H}^{k-1}$$

where $\nu$ is the outward pointing unit vector normal to $\partial M$ and tangential to $M$. Thus for $C^2$ submanifolds $\overline{M}$ such that $\overline{M}$ is a submanifold possibly
with boundary of class $C^2$, the \textit{variational property} of being stationarity in $N$ with respect to the area functional is characterized by the absence of boundary together with the simple \textit{geometric property} of being minimal, i.e. having vanishing mean curvature. This is analogous to the equivalence, for $C^2$ functions on a domain, of the variational property of being stationary (away from the boundary of the domain) with respect to the Dirichlet energy and the analytic property of being harmonic; it sparks nonetheless a degree of surprise at first sight.

2.2. Some explicit singular and non-singular examples. 1-dimensional minimal submanifolds are geodesics. Among the simplest 2-dimensional embedded examples in $\mathbb{R}^3$ are the plane, Catenoid, Helicoid and Scherk surfaces which for centuries have been known to be minimal. There are a number of other known explicit examples in $\mathbb{R}^3$, some discovered relatively recently such as the gyroid and the family of Costa surfaces.

Let $S^m(r) = \{ x \in \mathbb{R}^{m+1} : |x| = r \}$. The Clifford torus $T_{1,1} = S^1(1/\sqrt{2}) \times S^1(1/\sqrt{2}) \subset S^3(1) \subset \mathbb{R}^4$ is an embedded minimal surface in the round 3-sphere $S^3(1)$. More generally, the product of spheres $T_{p,q} = S^p \left( \sqrt{\frac{p}{p+q}} \right) \times S^q \left( \sqrt{\frac{q}{p+q}} \right) \subset S^{p+q+1}(1) \subset \mathbb{R}^{p+q+2} \equiv \mathbb{R}^{p+1} \times \mathbb{R}^{q+1}$ is a minimal hypersurface of the round sphere $S^{p+q+1}(1)$ for any pair of positive integers $p$ and $q$.

It is easy to check that $\Sigma$ is a minimal submanifold of $S^n(1)$ if and only if the cone over $\Sigma$, given by $C(\Sigma) = \{ \lambda x : x \in \Sigma, \lambda > 0 \}$, is a minimal submanifold of $\mathbb{R}^{n+1}$. This fact provides the simplest examples of \textit{singular} stationary submanifolds in Euclidean spaces. Of course $C(\Sigma)$ is smooth if $\Sigma$ is, and by the preceding assertion if $\Sigma$ is minimal in $S^n$, $C(\Sigma)$ satisfies $\delta_X (C(\Sigma)) = 0$ for every vector field $X$ with compact support $\subset \mathbb{R}^{n+1} \setminus \{0\}$. If $n \geq 2$, then $C(\Sigma)$ is in fact stationary in $\mathbb{R}^{n+1}$ i.e. $\delta_X (C(\Sigma)) = 0$ for every compactly supported vector field $X$ in $\mathbb{R}^{n+1}$ (with $X$ not necessarily vanishing near the origin). Thus, stationarity of $C(\Sigma)$ holds even for deformations that move its singularity at the origin.

There are no known examples of two dimensional stationary varifolds with isolated singularities in $\mathbb{R}^3$. Whether such examples can be ruled out is in fact a major open problem of central importance in the regularity theory of stationary varifolds. For $n \geq 3$, the work of Caffarelli–Hardt–Simon [CHS84] gives a general construction of non-conical stationary hypersurfaces with isolated singularities in $\mathbb{R}^{n+1}$, providing a large family of such examples; each of these hypersurfaces has a single singular point and is asymptotic, at the singularity, to a given singular minimal cone with an isolated singularity.

If $M$ is stationary in $\mathbb{R}^n$, then $M \times \mathbb{R}$ is stationary in $\mathbb{R}^{n+1}$. This fact and the aforementioned connection between the stationary cones in a Euclidean space and the minimal submanifolds of the unit sphere show that $(C(T_{p,q}) \times \mathbb{R}) \cap S^{p+q+2}(1)$ is a singular stationary hypersurface of $S^{p+q+2}(1)$,
providing simple examples in compact manifolds of non-totally geodesic singular stationary hypersurfaces.

Another large family of explicit examples of singular stationary varifolds of codimension $>1$ is provided by (singular) holomorphic subvarieties of $\mathbb{C}^n$ which are in fact locally area minimizing. In particular, some of these examples contain branch point singularities, i.e. non-immersed points at which the varifold has a planar tangent cone. A simple (real) 2-dimensional example of this type of singularity is the origin in $\{(z,w) : z^2 = w^3\} \subset \mathbb{C} \times \mathbb{C} \cong \mathbb{R}^4$. Branched minimal surfaces also arise as the image of certain almost conformal harmonic maps of two dimensional manifolds, which may be of codimension 1 or higher. A PDE theoretic construction of a large family of $n$-dimensional branched minimal immersions in $\mathbb{R}^{n+1}$ is given in [SimWic07]. This construction has been streamlined and generalised to arbitrary codimension in [Krum].

2.3. Varifolds. While the pointwise meaning of the integrand on the right hand side of identity (3) requires the submanifold $M$ to be of class $C^2$, the integrand on the left hand side of (3) makes sense pointwise when $M$ is of class $C^1$. Recall that the integral on the left hand side of (3) is the first variation of $M$ with respect to area. A close look at the derivation of the first variation formula (1) shows that it holds under far less regularity requirements on $M$ than $C^1$; all that is necessary is that $M$ is a $\mathcal{H}^k$ measurable subset with locally finite $\mathcal{H}^k$ measure, and that a (unique) measure-theoretic tangent plane $T_x M$ to $M$ at $x$ exists for $\mathcal{H}^k$ a.e. $x \in M$, i.e. that $M$ is a $k$-rectifiable subset of $N$. In that case (1) holds with $\text{div}_M X(x)$ given by the same expression (2) for $\mathcal{H}^k$ a.e. $x \in M$ ([Sim83]).

A $k$-rectifiable set can of course be extremely singular and need not correspond to a $C^1$ submanifold anywhere. In analogy with various PDE contexts, the fact that the first variation carries over to such a singular setting is extremely helpful in many situations including for establishing existence of stationary submanifolds. It is necessary, in fact, for existence theorems for stationary submanifolds and other applications, to consider first variation in an even more general setting: namely, in the space of rectifiable $k$-varifolds. This is the space of ordered pairs $V = (M, \theta)$ where $M$ is a (countably) $k$-rectifiable set in $N$ and $\theta : M \to \mathbb{R}^+$ is a locally $\mathcal{H}^k$-integrable function on $M$. The area functional extends to the space of rectifiable varifolds as the mass functional given by $\mathbb{M}(V \bigcap K) = \int_{M \cap K} \theta \, d\mathcal{H}^k$ for each compact set $K \subset N$. (Since $k$-rectifiable sets and locally $\mathcal{H}^k$ integrable functions on them are defined only up to sets of $\mathcal{H}^k$ measure zero, a rectifiable $k$-varifold is in fact an equivalence class of pairs $(M, \theta)$ as above, where the equivalence relation is $(M, \theta) \sim (M', \theta')$ whenever $\mathcal{H}^k ((M \setminus M') \cup (M' \setminus M)) = 0$ and $\theta(x) = \theta'(x)$ for $\mathcal{H}^k$ a.e. $x \in M \cap M'$. ) For $X$ a $C^1$ vector field on $N$ with compact support, the first variation of the rectifiable varifold $V = (M, \theta)$ with respect to the mass functional in the direction $X$ is defined by $\delta V(X) = \left. \frac{d}{dt} \right|_{t=0} \mathbb{M}(\varphi_t \# V \bigcap X)$ where $\varphi_t \# V = (\varphi_t(M), \theta \circ \varphi_t^{-1})$ and
ϕt is as in Sect. 2.1. This leads to a first variation formula generalizing (1) which we shall discuss in the Sect. 2.4.

For the purpose of taking limits of sequences of rectifiable varifolds in a way that facilitates closure theorems for stationary and other classes of varifolds, it is important to take an even more general point of view, namely, to embed the rectifiable k-varifolds defined in this way into the space \( \mathcal{V}_k(N) \) of non-negative Radon measures on

\[
G_k(N) = \{(x, S) : x \in N, \ S \text{ is a } k\text{-dimensional subspace of } T_xN\}
\]

(equipped with the metric induced by the usual product metric on \( N \times G(k, n) \) where \( G(k, n) \) is the space of \( k \) dimensional subspaces of \( \mathbb{R}^{n+1} \)). This is done by assigning, to any given rectifiable varifold \( V = (M, \theta) \), the unique Radon measure on \( G_k(N) \) which we shall continue to call \( V \), whose action on \( C^0_c(G_k(N)) \) is given by

\[
(4) \quad V(\phi) = \int_M \phi(x, T_x M) \theta(x) \, d\mathcal{H}^k(x) \quad \forall \phi \in C^0_c(G_k(N)).
\]

Thus in full generality we define a \( k\)-dimensional varifold (or a \( k\)-varifold for short) on \( N \) simply as a non-negative Radon measure on \( G_k(N) \). We equip the space \( \mathcal{V}_k(N) \) of \( k\)-varifolds on \( N \) with the topology of weak convergence of Radon measures on \( G_k(N) \). A \( k\)-varifold \( V \) is rectifiable if (4) holds for some \( k\)-rectifiable set \( M \) and a locally \( \mathcal{H}^k \) integrable function \( \theta : M \to \mathbb{R}^+ \); \( V \) is integral if \( V \) is rectifiable and the multiplicity function \( \theta \) takes (positive) integer values \( \mathcal{H}^k \) almost everywhere on \( M \). The space of integral \( k\)-varifolds on \( N \) is denoted by

\( \mathcal{I}V_k(N) \).

Integral varifolds in fact suffice for many applications including the existence theory for stationary submanifolds.

A \( k\)-varifold \( V \) on \( N \) naturally induces a Radon measure on \( N \), called the weight measure or the mass measure associated with \( V \), denoted \( \|V\| \) (\( \mu_V \) in [Sim83]) and defined by

\[
\|V\|(A) = V(A \times G(k, n))
\]

for \( A \subset N \). If \( V \) is rectifiable, \( \|V\|(K) = \mathbb{M}(V \sqcap K) \) for each compact set \( K \subset N \), where \( \mathbb{M} \) is the mass functional defined before.

We define the regular set

\( \text{reg} V \)

of a \( k\)-varifold \( V \) on \( N \) to be the set of points \( x \in \text{spt} \|V\| \) such that there exists \( \rho > 0 \) with the property that \( \text{spt} \|V\| \cap \text{clos} B^N_\rho(x) \) is a smooth, embedded, compact, connected \( k\)-dimensional submanifold of \( B^N_\rho(x) \) with boundary \( \subset \partial B^N_\rho(x) \). Here and subsequently, \( B^N_\rho(x) \) denotes the open geodesic ball in \( N \) with center \( x \) and radius \( \rho \), and \( \text{clos} \) denotes the closure of a set in \( N \).
The singular set

\[ \text{sing } V \]

is the set of points \( x \in \text{spt } \| V \| \cap N \) with \( x \notin \text{reg } V \).

2.4. First variation of a varifold and generalized mean curvature. Let \( \Gamma_c(N) \) denote the space of \( C^1 \) vector fields on \( N \) with compact support. The first variation of a \( k \)-varifold \( V \) on \( N \) with respect to mass is the linear map \( \delta V : \Gamma_c(N) \to \mathbb{R} \) given by

\[
\delta V(X) = \frac{d}{dt} \bigg|_{t=0} \| \varphi_{t} \# V \| \text{spt } X \| (N)
\]

where for a given vector field \( X \in \Gamma_c(N) \), \( \varphi_t(x) = \varphi(x, t) \) with \( \varphi : N \times (-\epsilon, \epsilon) \to N \) any map as in Sect. 2.1, and \( \varphi_{t} \# \) is the mapping induced on \( k \)-varifolds on \( N \) by \( \varphi_{t} \) (see [Sim83, Sect. 39]). By the same calculation as in the \( C^1 \) submanifold case ([Sim83, Sect. 9]), we then have the first variation formula which says that

\[
\delta V(X) = -\int_{G_k(N)} \text{div}_S X(x) d\nu(x, S)
\]

for every \( X \in \Gamma_c(N) \), where for \( x \in N \) and \( S \) a \( k \)-dimensional subspace of \( T_x N \), \( \text{div}_S X = \sum_{j=1}^{k} < \tau_j, \nabla \tau_j X > \) where \( \{ \tau_1, \ldots, \tau_k \} \) is any orthonormal basis for \( S \).

\( V \) is stationary in \( N \) (with respect to mass) if

\[
\delta V(X) = 0 \quad \text{for each } X \in \Gamma_c(N).
\]

More generally, we say that a function \( H_V \in L^1_{\text{loc}}(\| V \|) \) with \( H_V(x) \in T_x N \) for \( \| V \| \) almost all \( x \in N \) is the generalized mean curvature vector of \( V \) if

\[
\delta V(X) = -\int < H_V(x), X(x) > d\| V \| (x)
\]

for all \( X \in \Gamma_c(N) \). Thus \( V \) is stationary if and only if the generalized mean curvature of \( V \) is zero. It is clear that the generalized mean curvature of \( V \), if it exists, is uniquely defined (as an \( L^1_{\text{loc}}(\| V \|) \) section of \( TN \)). Moreover, from the formula (3) it follows that when \( V \) is the multiplicity 1 varifold associated with a \( C^2 \) submanifold \( M \) with locally finite mass in \( N \), the generalized mean curvature of \( V \) agrees with the classical mean curvature of \( M \) a.e. on \( M \).

2.5. Compactness and regularity: the Allard theory. Let \( V \) be an integral \( k \)-varifold with generalized mean curvature \( H_V \in L^p_{\text{loc}}(\| V \|) \) for some \( p \geq 1 \). Recall that by definition (of integral varifold), there is a \( k \)-rectifiable set \( M \) together with a positive integer valued, locally \( \mathcal{H}^k \)-integrable multiplicity function \( \theta \) on \( M \) such that \( V \) is given by (4). It is a well-known fact that \( k \)-rectifiability of an \( \mathcal{H}^k \) measurable set \( M \) is equivalent to the fact that \( M \) has locally finite \( \mathcal{H}^k \) measure and \( \mathcal{H}^k \) almost all of \( M \) is
contained in a countable union of $C^1$ embedded $k$-dimensional submanifolds ([Sim83]).

By way of regularity, what more can we infer from the assumption that $H_V \in L^p_{\text{loc}}(\|V\|)$? First, the assumption that $H_V \in L^p_{\text{loc}}(\|V\|)$, $p \geq 1$ does not imply any “$k$-manifold like” property for $\text{spt} \|V\|$. In fact for any $\epsilon > 0$, there are simple examples of multiplicity 1 $k$-varifolds $V$ with $H_V \in L^p_{\text{loc}}(\|V\|)$ for $p = k - \epsilon$ for which $\text{spt} \|V\|$ is equal to all of the ambient space. For instance one can take a union $\bigcup_{q \in \mathbb{Q}} \bigcup_{j \in \mathbb{N}} S_{qj}$ with multiplicity 1, where $\mathbb{Q}$ is the set of rational points in an open subset of $\mathbb{R}^n$, $n \geq 3$, and $S_{qj}$ is a round sphere of dimension $k \geq 2$ centered at $q$ with appropriate radius $\rho_{qj}$ with $\rho_{qj} \to 0$ as $j \to \infty$ for each $q \in \mathbb{Q}$. If $p \geq k$ on the other hand, this behavior does not occur (and in fact we have that $H^k \setminus \text{spt} \|V\| \leq \|V\|$ in this case ([All72]).

If $p > k$, the monotonicity formula ([Sim83]) implies that $H^k((\text{spt} \|V\| \setminus M) \cup (M \setminus \text{spt} \|V\|)) = 0$, so $\text{spt} \|V\|$ is $k$-rectifiable. Thus in this case there is a closed rectifiable set representing $V$. Moreover, in this case the celebrated work of Allard ([All72]) gives an embryonic level of regularity for $V$, and a compactness theorem under uniform mass and $L^p$ mean curvature bounds. The Allard regularity theorem implies that if $V \in TV_k(N)$ and $H_V \in L^p_{\text{loc}}(\|V\|)$ for some $p > k$, then there is a dense open subset $\text{reg}_1 V$ of $\text{spt} \|V\|$ near each point of which $\text{spt} \|V\|$ is an embedded $k$-dimensional $C^1$ submanifold. In fact $\text{reg}_1 V$ is of class $C^{1,1-\frac{1}{p}}$ if $n < p < \infty$ and is of class $C^{1,\alpha}$ for any $\alpha \in (0, 1)$ if $p = \infty$. Allard’s integral varifold compactness theorem implies that any family of varifolds $V \in TV_k(N)$ satisfying locally uniform mass bounds in $N$ and locally uniform $L^p(\|V\|)$ bounds on $H_V$ for some fixed $p > k$ is compact in the topology of varifold convergence (i.e. convergence as Radon measures on $G_k(N)$).

Although no regularity for $\text{spt} \|V\|$ follows from the existence of generalized mean curvature, a remarkably general theorem of Menne ([Men13], see [Sch04] for earlier partial results) implies that an integral varifold $V = (M, \theta)$ with generalized mean curvature is $C^2$-rectifiable, i.e. $H^k$ almost all of $M$ is contained in a countable union of $C^2$ submanifolds $M_j$, $j = 1, 2, 3, \ldots$, and moreover, for each $j$, the classical mean curvature of $M_j$ agrees with $H_V$ at $H^k$ a.e. point on $M_j$.

2.6. The Brakke example. The conclusion of Allard’s regularity theorem—that $\text{reg}_1 V$ is a dense open subset of $\text{spt} \|V\|$ if $V \in TV_k(N)$ with $H_V \in L^p_{\text{loc}}(\|V\|)$ for some $p > k$—cannot be improved to $H^k$ a.e. regularity of $\text{spt} \|V\|$ under the same hypotheses. There is an explicit example due to Brakke ([Bra78]) of a 2-dimensional integral varifold $W$ in $\mathbb{R}^3$ with $H_W \in L^\infty_{\text{loc}}(\|W\|)$, $\text{reg}_1 W = \text{reg} W$ and $H^2(\text{sing} W) > 0$.

A refinement of this example, due to Kolasiński–Menne ([KolMen15]), ensures that $W$ has the additional property that $\int_{\text{reg} W \cap K} |A| < \infty$ for each compact set $K \subset \mathbb{R}^3$ but there is a set $\Sigma \subset \text{sing} W$ with $\|W\|(\Sigma) > 0$ such
that \( \int_{\text{reg } W \cap B_\rho(y)} |A|^q = \infty \) for each \( q > 1, \rho > 0 \) and \( y \in \Sigma \). Here \( A \) denotes the second fundamental form of \( \text{reg } W \).

3. Second variation and stability

3.1. Second variation formula. Let \( M \) be a \( k \)-dimensional embedded \( C^2 \) minimal submanifold of \( N \) with locally finite mass in \( N \). Consider a deformation of \( M \), as described in Sect. 2.1, by a smooth compactly supported vector field \( X \) in \( N \). The second variation of \( M \) with respect to the area functional in the direction \( X \), denoted \( \delta^2 M(X,X) \), is defined by

\[
\delta^2 M(X,X) = \left. \frac{d^2}{dt^2} \right|_{t=0} \mathcal{H}^k(\varphi_t(M))
\]

where \( \varphi_t, t \in (-\epsilon, \epsilon) \) is a family of diffeomorphisms of \( N \) as described in Sect. 2.1. \( \delta^2 M(X,X) \) is a quadratic expression in \( X \), and if \( X \perp M \) is normal to \( M \) with \( \text{spt } X \subset M \) a compact subset of \( M \), we obtain the following formula:

\[
(8) \quad \delta^2 M(X,X) = \int_M \left( |\nabla^\perp X|^2 - \sum_{i,j=1}^k (\langle A(\tau_i, \tau_j), X \rangle)^2 - \sum_{j=1}^k \text{Riem}^N(\tau_j, X, \tau_j, X) \right) d\mathcal{H}^k
\]

where \( \nabla^\perp \) denotes the covariant derivative on the normal vector fields, \( \{\tau_1, \ldots, \tau_k\} \) is any local orthonormal frame for \( M \), \( A \) denotes the second fundamental form of \( M \) and \( \text{Riem}^N \) denotes the Riemannian curvature of \( N \). If \( \delta^2 M(X,X) \geq 0 \) for all such compactly supported normal vector fields \( X \), we say that \( M \) is stable. Stability of \( M \) is equivalent to non-negativity of the Dirichlet eigenvalues of a linear elliptic operator, called the Jacobi operator, acting on normal vector fields.

In case \( M \) is a two-sided hypersurface and \( X \perp M \) is normal to \( M \) with compact support, we can write \( X \perp M = \zeta \nu \) where \( \zeta \) is a smooth function on \( M \) with compact support and \( \nu \) is choice of continuous unit normal to \( M \). In this case, the above formula (with \( \delta^2 M(\zeta \nu, \zeta \nu) \) denoted \( \delta^2 M(\zeta, \zeta) \)) reduces to

\[
\delta^2 M(\zeta, \zeta) = \int_M \left( |\nabla^M M|^2 - (|A|^2 + \text{Ric}^N(\nu, \nu))^2 \right) d\mathcal{H}^n
\]

where \( \text{Ric}^N \) is the Ricci curvature of \( N \). Thus stability of \( M \) in this case is the requirement that

\[
(9) \quad \int_M \left( |\nabla^M M|^2 - (|A|^2 + \text{Ric}^N(\nu, \nu))^2 \right) d\mathcal{H}^n \geq 0
\]
for all $\zeta \in C_c^\infty(M)$. Furthermore, the Jacobi operator $\mathcal{L}$ in this case acts on smooth functions on $M$ and has the simple form

$$\mathcal{L}\zeta = -\left(\Delta_M \zeta + (|A|^2 + \text{Ric}^N(\nu,\nu))\right)\zeta$$

where $\Delta_M$ is the Laplace–Beltrami operator on $M$.

### 3.2. Schoen–Simon–Yau and Schoen–Simon a priori estimates.

Let $M$ be an $n$-dimensional embedded stable minimal hypersurface $M \subset N$ with locally finite mass in $N$. An immediate consequence of the stability inequality (9) above is that if the singular set $\text{sing} M = M \setminus M$ is sufficiently small ($H_n(\text{sing} M \cap K) < \infty$ for each compact $K \subset N$ suffices), then the norm of the second fundamental form $A$ of $M$ satisfies a mass-dependent uniform interior $L^2$ bound. That is to say, for each open set $U \subset N$ with $\overline{U}$ compact, each compact set $K \subset U$ and each $\Lambda > 0$, there is a constant $C = C(K, U, \Lambda)$ such that if $H^n(M \cap U) \leq \Lambda$, then

$$\int_{K \cap M} |A|^2 \leq C.$$

The fundamental work of Schoen–Simon–Yau ([SSY75]) and of Schoen–Simon ([SchSim81]) improved this, subject to further hypotheses, to an interior pointwise curvature bound:

$$\sup_{X \in M \cap K} |A|(X) \leq C.$$

The Schoen–Simon–Yau result ([SSY75, Theorem 3]) holds in dimensions $n \leq 5$ for properly immersed $M$. The Schoen–Simon curvature estimate ([SchSim81, Theorem 1]) is for embedded $M$ with a small singular set, and is valid either when $n \leq 6$ or (if $n \geq 7$) on regions of $M$ that are sufficiently flat in a certain weak sense. In fact for any $n$, given an appropriate “area-like” functional $F$ on hypersurfaces of an open ball $B^{n+1}_\rho(0)$ in the Euclidean space $\mathbb{R}^{n+1}$ and a number $\Lambda > 0$, the Schoen–Simon theorem says that the above pointwise estimate is valid with $K = \overline{B^{n+1}_{\rho/2}(0)}$ and $C = C(n, \rho, \Lambda, F)$ for $C^2$ embedded hypersurfaces $M$ of $B^{n+1}_\rho(0)$ with $0 \in \overline{M}$ provided that $M$ is stationary and stable with respect to $F$, $M$ is Hausdorff close to a hyperplane, $\mathcal{H}^n(M) \leq \Lambda \rho^n$ and that

$$\text{dim}_\mathcal{H}(\text{sing} M) \leq n - 7.$$  

In particular, given any $X_0 \in N$, $F$ may be taken to be the pull back, to the tangent space $T_{X_0} N \approx \mathbb{R}^{n+1}$ via the exponential map, of the Riemannian area functional on hypersurfaces in a sufficiently small neighborhood of $X_0$ in $N$. In that case, it is part of the conclusion that $\overline{M}$ is embedded near the origin.

The curvature estimate of [SSY75] implies strong compactness, i.e. compactness with respect $C^m_{\text{loc}}$ convergence for any $m$, of any locally uniformly mass bounded family of properly immersed stable minimal hypersurfaces of dimension $n \leq 5$. This follows from general PDE arguments. In dimension $n = 6$, by the curvature estimate of [SchSim81], this continues to hold for
properly embedded hypersurfaces. In dimensions \( n \geq 7 \) such strong compactness fails ([HS85]), but the curvature estimate of [SchSim81], which is conditional upon a flatness assumption as described above, implies by standard Geometric Measure Theory principles compactness with respect to the varifold topology of any locally uniformly mass bounded family of stable minimal hypersurfaces satisfying (11).

Remark 3.1. The Schoen–Simon curvature estimate in fact holds subject to a weaker a priori size bound on the singular set than (11). However all of the key difficulties in its proof are present under hypothesis (11); moreover, the recent work (to be described in the remainder of this article) establishing a general codimension 1 varifold theory—which makes no size hypothesis on the singular set and gives, subject to appropriate variational and structural hypotheses, the sharp conclusion that the “genuine” singular set has Hausdorff dimension \( \leq n - 7 \)—depends on the Schoen–Simon estimate but only in the form where the singular set hypothesis is (11).

Thus the Schoen–Simon estimate can be viewed as providing a key first step—an a priori estimate subject to the sharp size bound (11) on the singular set—of a general regularity and compactness theory for stable varifolds which uses the a priori estimate to remove the assumption on the size of the singular set altogether. Seen in this light, the overall approach to the regularity theory for codimension 1 stable varifolds parallels a well known strategy in PDE theory of proving regularity of solutions based on a priori estimates for smooth solutions. In the PDE setting the argument usually involves a regularization scheme to approximate the (a priori singular) solution and an application of priori estimates to the approximations to pass to their limit. In the geometric setting there is no direct approximation of the varifold by stable hypersurfaces with small singular sets; however, the proof does involve a certain indirect approximation via a higher multiplicity linearization scheme. The Schoen–Simon estimate is a key ingredient in establishing this linear theory. See [Wic14c, Sect. 7] for a discussion of its role in the linear theory corresponding to stable stationary (i.e. zero mean curvature) varifolds, and [BelWic18, Sect. 4] for the extension of the procedure to the CMC setting.

4. Special structures: Classical and touching singularities

In the remainder of this article we shall describe the series of recent works [Wic14a], [BelWic18], [BCW18] that has lead to a general, sharp regularity and compactness theory that extends the Schoen–Simon–Yau and Schoen–Simon theories. This work concerns a class of codimension 1 integral \( n \)-varifolds with generalised mean curvature locally in \( L^p \) for some \( p > n \). The varifolds in this class are required to satisfy two structural conditions and appropriate variational hypotheses on the regular parts. Each of the
two structural conditions involves a special type of singularity (called respectively a classical singularity or a touching singularity) that is formed when regular pieces of the varifold come together in a regular fashion.

**Definition 4.1.** A classical singularity of a set $Y \subset N$ is a point $p \in Y$ such that for some $\sigma > 0$ and some $\alpha \in (0, 1)$, $Y \cap B^N_\sigma(p)$ is the union of three or more embedded $C^{1,\alpha}$ hypersurfaces-with-boundary meeting only along their common boundary $\Gamma$, with $p \in \Gamma$ and with at least one pair meeting transversely (along $\Gamma$).

A classical singularity of a varifold $V$ in $N$ is defined to be a classical singularity of $\text{spt} \|V\|$; we shall denote by $\text{sing}_C V$ the set of all classical singularities of $V$.

**Definition 4.2.** A touching singularity of a set $Y \subset N$ is a point $p \in Y$ such that $p$ is not a classical singularity of $Y$ and there exist $\sigma > 0$ and $\alpha \in (0, 1)$ such that $Y \cap B^N_\sigma(p) = M_1 \cup M_2$ where $M_1, M_2$ are distinct embedded $C^{1,\alpha}$ hypersurfaces of $B^N_\sigma(p)$ with $\partial M_j \cap B^N_\sigma(p) = \emptyset$ and $p \in M_1 \cap M_2$.

If $p$ is a touching singularity of $Y$ and $\sigma, M_1, M_2$ are as above, then the coincidence set of $Y$ in $B^N_\sigma(p)$ is the set $M_1 \cap M_2$.

A touching singularity of a varifold $V$ in $N$ is defined to be a touching singularity of $\text{spt} \|V\|$; we shall denote by $\text{sing}_T V$ the set of all touching singularities of $V$.

For a varifold $V$ and for $p \in \text{sing}_T V$, the coincidence set of $V$ in a ball $B^N_\sigma(p)$ is the coincidence set of $\text{spt} \|V\|$ in $B^N_\sigma(p)$.

**Remark 4.1 (Graph structure near a touching singularity).** If $p$ is a touching singularity of a set $Y \subset \mathbb{R}^{n+1}$, then each of the two distinct $C^{1,\alpha}$-hypersurfaces $M_1, M_2$ corresponding to $p$ (as in Definition 4.2) are tangential to each other at $p$ (because $p$ is not a classical singularity). Let $L$ be the common tangent plane to $M_1$ and $M_2$ at $p$. Upon possibly choosing a smaller $\sigma$ we then have that

$$Y \cap B^N_\sigma(p) = (\text{graph } u_1 \cup \text{graph } u_2) \cap B^N_\sigma(p)$$

for functions $u_1, u_2 : (B^{n+1}_\sigma(p) \cap L) \rightarrow L^\perp$ of class $C^{1,\alpha}$ such that $u_1(p) = u_2(p)$ and $Du_1(p) = Du_2(p) = 0$. Note that $u_1 \neq u_2$ since $M_1$ and $M_2$ are distinct.
**Remark 4.2 (terminology).** More generally, for any integer \( \ell \geq 2 \) one may speak of an \( \ell \)-fold touching singularity of a set \( Y \subset N \): a point \( p \in Y \) is an \( \ell \)-fold touching singularity of \( Y \) if there exists \( \sigma > 0 \) such that
\[
Y \cap B^N_\sigma(p) = \bigcup_{i=1}^{\ell} M_i
\]
where \( M_i \) are distinct \( C^{1,\alpha} \) embedded hypersurfaces of \( B^N_\sigma(p) \) with \( \partial M_i \cap B_\sigma(p) = \emptyset \), \( X \in M_i \) for every \( i \in \{1, \ldots, \ell\} \) and with \( T_p M_i = T_p M_j \) for any \( i, j \in \{1, \ldots, \ell\} \).

Denote by \( \text{sing}_T^\ell V \) the set of all \( \ell \)-fold touching singularities of a varifold \( V \). For the varifolds in the theorems described below (as well as those in [BelWic-1] concerning prescribed-mean-curvature hypersurfaces), the only type of touching singularities on which we need to make any assumption are those in \( \text{sing}_T^2 V \), and we will in fact a posteriori rule out the occurrence of \( \ell \)-fold touching singularities in \( V \) for \( \ell \geq 3 \). For this reason, we will just refer to a 2-fold touching singularity simply as a “touching singularity” and write \( \text{sing}_T V \) for \( \text{sing}_T^2 V \).

The theory developed in [Wic14a], [BelWic18], [BCW18] gives conditions on a codimension 1 integral \( n \)-varifold \( V \) that imply that the (genuine) singular set of \( V \) has Hausdorff dimension \( \leq n-7 \). A key advantage of this theory is that it requires no hypothesis on the singular set beyond verification of the following two structural conditions: (i) absence of classical singularities, and (ii) the \( \mathcal{H}^n \)-nullity of the coincidence set near every touching singularity. These conditions are in fact necessary and sufficient for the conclusions. In particular, singular behaviour such as that exhibited by the Brakke example discussed above, where the singularities form a set of positive \( n \)-dimensional measure, is not a priori controlled in any way but is ruled out as part of the main conclusions.

5. **Regularity and compactness for stable codimension 1 stationary integral varifolds**

5.1. **Main theorem.** The first part of the recent general theory is the work [Wic14a] which concerns the case of stationary (i.e. zero mean curvature), stable codimension 1 integral varifolds \( V \). In this case it is easy to see by the Hopf boundary point lemma that if \( V \) has no classical singularities then \( V \) has no touching singularities.
Subject to the condition that $V$ has no classical singularities, the work [Wic14a] shows that the singular set of $V$ has codimension 7.

**Theorem 5.1 ([Wic14a]).** If a stationary codimension 1 integral $n$-varifold $V$ has no classical singularities and if any orientable part of its regular set $\text{reg} V$ is stable, then its support is smoothly embedded except on a (closed) set of Hausdorff dim $\leq n - 7$. Furthermore, any uniformly area bounded subfamily of such varifolds is compact in the topology of varifold convergence.

**Remark 5.1.** In verifying the no-classical-singularities assumption, one may leave out any set of zero $(n - 1)$-dimensional Hausdorff measure. More precisely, if there is a subset $Z \subset \text{spt} \Vert V \Vert$ (not assumed closed) with $\mathcal{H}^{n-1}(Z) = 0$ such that no point $Y \in \text{spt} \Vert V \Vert \setminus Z$ is a classical singularity of $V$, then $V$ has no classical singularities anywhere. This follows directly from the definition of classical singularity. This is a very useful feature of the theorem, and in one application—namely, the PDE approach to the existence theory for minimal hypersurfaces based on the Allen–Cahn equation (discussed below)—this observation is capitalised on very directly.

We refer the reader to the survey article [Wic14c] dedicated to a discussion of the main aspects of the proof of Theorem 5.1 as well as some applications of Theorem 5.1, some questions arising from it and background related to it. One key application (seen completion since publication of [Wic14c]) is a PDE theoretic alternative to the Almgren–Pitts existence theory for minimal hypersurfaces. We discuss this briefly below.

**5.2. A PDE-based approach to existence of minimal hypersurfaces.** This new approach to the existence of minimal hypersurfaces in Riemannian manifolds is the outcome of the combined work of Guaraco, Hutchinson, Tonegawa and the author ([Gua15], [HutTon00], [Ton05], [TonWic12], [Wic14a]). The basic idea of this approach is to obtain a minimal hypersurface as a weak limit of level sets of a sequence of functions $u_j = u_{\epsilon_j} : N \to \mathbb{R}, j = 1, 2, 3, \ldots$ solving the (elliptic) Allen–Cahn equation, i.e. the equation

$$
\epsilon \Delta u - \epsilon^{-1} W'(u) = 0
$$

with $\epsilon = \epsilon_j$ where $\epsilon_j \to 0^+$. Here $W : \mathbb{R} \to \mathbb{R}$ is a fixed non-negative double-well potential with precisely two non-degenerate minima at $\pm 1$ with $W(\pm 1) = 0$, one local maximum at a point between $-1$ and 1 and no other critical points. One standard choice is $W(t) = \frac{1}{4}(t^2 - 1)^2$. The equation (12) is the Euler–Lagrange equation of the Allen–Cahn energy functional

$$
E_{\epsilon}(u) = \int_N \frac{\epsilon}{2} |\nabla u|^2 + \epsilon^{-1} W(u).
$$

The first step (chronologically the last step) is an elegant, simple and clean min-max construction due to Guaraco ([Gua15]). This construction produces for each small $\epsilon > 0$ a solution $u_\epsilon$ to (12) with $\sup_N |u_\epsilon| \leq 1,$
Morse index (with respect to $E_{\epsilon}$) of $u_{\epsilon} \leq 1$ and satisfying uniform upper and (positive) lower bounds on $E_{\epsilon}(u_{\epsilon})$ independent of $\epsilon$.

The key to this construction is the fact that for each fixed $\epsilon$ the functional $E_{\epsilon}$ satisfies the Palais–Smale compactness condition. This enables application of a general mountain-pass theorem to give a critical point $u_{\epsilon}$ of $E_{\epsilon}$ attaining the min-max value over continuous paths in $W^{1,2}(N)$ connecting the constant functions 1 and $-1$, the two global minima of $E_{\epsilon}$, i.e. a solution $u_{\epsilon}$ to (12) with

$$E_{\epsilon}(u_{\epsilon}) = \inf_{\gamma} \max_{t \in [0,1]} E(\gamma(t))$$

where $\gamma : [0,1] \to W^{1,2}(N)$ is continuous with $\gamma(0) = -1$ and $\gamma(1) = 1$. The general theorem also guarantees that Morse index of $u_{\epsilon}$ is $\leq 1$. Moreover, by a simple truncation, we can also arrange that $\sup_N |u_{\epsilon}| \leq 1$. The uniform positive lower bound on $E_{\epsilon}(u_{\epsilon})$ is based on the fact that any continuous path in $W^{1,2}(N)$ connecting the constant functions $-1, 1$ must pass through a function $u$ with $\int_N u = 0$, and that any such $u$ must have high energy. The uniform upper bound on $E_{\epsilon}(u_{\epsilon})$ follows from showing that there is an $\epsilon$-independent upper bound on the energy $E_{\epsilon}(\gamma(t))$ along a certain explicit path $\gamma$ in $W^{1,2}(N)$ between the constant functions $-1, 1$; this path is constructed, roughly speaking, by composing signed distance to an appropriate sweepout of $N$ by hypersurfaces with a scaled solution to the 1-dimensional Allen–Cahn equation. See [Gua15] for details.

As discussed below, the Morse index bound on $u_{\epsilon}$ is the key advantage in this construction compared to the Almgren–Pitts varifold min-max method. In the latter, serious difficulties need to be overcome because of the lack of clear analogues of Palais–Smale condition or Morse index in the limiting process.

To produce a minimal hypersurface from the solutions $u_{\epsilon}$, the method appeals to several earlier works concerning the limiting behaviour of $u_{\epsilon}$ as $\epsilon \to 0$. The first of these is a result of Hutchinson–Tonegawa ([HutTon00]) which implies that along some subsequence $\epsilon_{j'}$, the level sets of $u_{\epsilon_{j'}}$ converge measure-theoretically to a stationary codimension 1 integral varifold $V_{ac}$; moreover, the Allen–Cahn energy along the subsequence converges, after normalizing by a fixed constant, to the mass $\|V_{ac}\|(N)$. (The Hutchinson–Tonegawa theorem in fact holds for general uniformly bounded, energy-bounded sequences of critical points that are not required to have uniformly bounded Morse index. It is the elliptic analogue of the pioneering work of Ilmanen ([Ilm93]) in the parabolic case, and is a generalisation of the earlier work of Modica ([Mod87]) and Sternberg ([Ste88]) that studied convergence properties of energy minimizers.) In particular, $V_{ac}$ is non-trivial because of the uniform positive lower bound on $E_{\epsilon}(u_{\epsilon})$.

Regularity of $V_{ac}$ is obtained by appealing to Theorem 5.1. The reason why Theorem 5.1 is applicable to $V_{ac}$ are the combined results of [Ton05] (with modifications to suit Riemannian ambient spaces as discussed in [FSV13], [Gua15]) and [TonWic12], which can be summarised as follows:
for some open set $U \subset N$ and all $j$, if $u_{\epsilon_j}$ is stable in $U$ (with respect to $E_{\epsilon_j}$), then $\text{reg } V_{ac}$ is stable in $U$ ([Ton05], [FSV13], [Gua15]) and moreover, there is a set $Z \subset \text{spt } V_{ac} \cap U$ with $\dim_H(Z) \leq n-2$ such that $V_{ac}$ has no classical singularities in $U \setminus Z$ ([TonWic12]), and hence (see Remark 5.1) $V_{ac}$ has no classical singularities in $U$.

This set $Z$ should be thought of as the “$L^2$ concentration set” of the second fundamental form of the level sets of $u_{\epsilon_j}$ as $j \to \infty$ (see [TonWic12, Sect. 4]). A simple scaling argument gives that $\dim_H(Z) \leq n-2$. It is also not difficult to see that $V_{ac}$ has no classical singularities in $U \setminus Z$ for if a point $Y \in \text{spt } V_{ac} \setminus Z$ is a classical singularity, then for each sufficiently large $j$, the (embedded) level sets of $u_{\epsilon_j}$ must bend significantly near $Y$, contradicting non-concentration of the second fundamental form of the level sets at any point in $\text{spt } V_{ac} \setminus Z$ (see [TonWic12] for details). The stability of $M = \text{reg } V_{ac}$ is verified by showing that the stability inequality (9) holds, which in turn is obtained by taking $\varphi = |\nabla u_{\epsilon_j}|^2$ in the second variation inequality $\frac{d^2}{dt^2} \bigg|_{t=0} E_{\epsilon_j}(u_{\epsilon_j} + t\varphi) = \int_N \epsilon_j \nabla \varphi \cdot \nabla \varphi - \epsilon_j^{-1}W''(u_{\epsilon_j})\varphi^2 \geq 0$ and passing to the limit as $j \to \infty$ ([Ton05], [FSV13], [Gua15]).

Now, since the Morse index of $u_\epsilon$ constructed in [Gua15] is $\leq 1$, by a well-known general observation following directly from the definition of Morse index, it follows that for any given open set $U \subset N$, there is a subsequence $\epsilon_j \to 0$ such that $u_{\epsilon_j}$ are all stable in $U$ or in $N \setminus \overline{U}$. By this fact and (*) above, it follows that either (i) for each $y \in \text{spt } V_{ac}$ there is $\rho_y > 0$ and such that in $B_{\rho_y}(y)$, $\text{reg } V_{ac}$ is stable and $V_{ac}$ has no classical singularities or (ii) there is a point $y_0 \in \text{spt } V_{ac}$ such that in $(N \setminus \{y_0\})$, $\text{reg } V_{ac}$ is stable and $V_{ac}$ has no classical singularities. If (i) holds, it follows from Theorem 5.1 that $\dim_H(\text{sing } V_{ac}) \leq n-7$. If (ii) holds then since $n \geq 2$, it follows that $\text{reg } V_{ac}$ is stable everywhere, and that $V_{ac}$ has no classical singularities anywhere, so again by Theorem 5.1 we see that $\dim_H(\text{sing } V_{ac}) \leq n-7$.

Thus, compared to the Almgren–Pitts approach, in this method the burden of proof shifts more to the regularity side making way for considerable simplicity on the min-max construction part. This PDE method has subsequently been extended to a multi-parameter min-max construction in the work of Gaspar–Guaraco ([GasGua1], [GasGua2]). Furthermore, the work of Le ([Le11], [Le15]), Hiesmayr ([Hie]) and Gaspar ([Gas]) have established upper semi-continuity of the eigenvalues of the Jacobi operator and lower semi-continuity of the Morse index with respect to the measure-theoretic convergence of level sets of $u_{\epsilon_j}$ to the minimal hypersurface. This provides Morse index bounds for the limit minimal hypersurface, again more straightforwardly than in the Almgren–Pitts method (for which Morse index bounds have been obtained by Marques–Neves ([MarNev16])).

With additional work aimed at better understanding the convergence of the level sets of the Allen–Cahn solutions, one can expect to gain more information about the limit minimal hypersurface and make the existence theory even more PDE theoretic. For the case $n = 2$, this has been achieved in the
very recent work of Chodosh–Mantoulidis ([ChoMan]). Building on the work of Wang–Wei ([WanWei]) and a theorem of Ambrosio–Cabré (resolving the De Giorgi conjecture concerning entire solutions of the Allen–Cahn equation on $\mathbb{R}^3$, [AmbCab00]), they show $C^{2,\alpha}$ convergence of the level sets if $u_{c_j}$ are stable with respect to the Allen–Cahn energy. This provides an entirely PDE theoretic proof of the existence and regularity of the limit, as well as a number of new results on the multiplicity, Morse index and the area of the limit, at least for certain ambient metrics forming a dense set in $C^\infty$. We mention that still in the case $n = 2$, different but again PDE theoretic min-max approaches giving existence of branched minimal immersions have been developed in the works of Colding–Minicozzi ([ColMin08-1], [ColMin08-2]), Riviére ([Riv15]) and Pigati–Riviére ([PigRiv17]), the latter two being for general codimension.

6. A more general regularity and compactness theory: weakly stable codimension 1 CMC integral varifolds

We now begin to discuss a generalization of the regularity theory of [Wic14a] (discussed in Sect. 5) to the CMC setting, following [BelWic18] and [BCW18]. Just as in [BelWic18], [BCW18], we will restrict attention to the case where the ambient Riemannian manifold is an open subset of the Euclidean space $\mathbb{R}^{n+1}$.

In [BelWic-1] the theory has been further extended to general Riemannian ambient spaces and to the case where the mean curvature (of the regular part of the varifold) is prescribed by an arbitrary ambient function $g$ of class $C^{1,\alpha}$. It is natural to address both these generalizations simultaneously, as done in [BelWic-1], because of the way the enclosed volume functional on hypersurfaces of a Riemannian manifold $N$ transforms, locally near a point $X_0 \in N$ under the exponential map, to a functional on hypersurfaces of a ball in the tangent space $T_{X_0} N \approx \mathbb{R}^{n+1}$. We shall not discuss this further generalization here except to say that in that generality, when $g$ vanishes on a large set but not everywhere, there are some additional subtleties—of a topological nature—that need to be addressed. All of the key analytic difficulties of the problem are however present in the case when $g$ is constant.

The hypotheses of the main theorems discussed here are guided by the well-known variational characterization of the CMC condition on an oriented hypersurfaces $M$ of class $C^2$ as stationarity of $M$ with respect to the hypersurface-area functional for compactly supported deformations that preserve the volume enclosed by $M$. This in turn is equivalent to stationarity of $M$ with respect to the functional $\mathcal{J}(M) = \mathcal{A}(M) + \lambda \mathcal{V}(M)$ for some constant $\lambda$ for arbitrary compactly supported deformations, where $\mathcal{A}$ and $\mathcal{V}$ are the area and enclosed volume functionals. There is a vast literature on CMC hypersurfaces in the classical (i.e. $C^2$) setting. The varifold regularity
theory in the stable zero mean curvature case and its various applications including the PDE approach to the existence theory for minimal hypersurfaces described in the preceding section motivate developing a CMC (and more generally prescribed mean curvature) regularity theory for codimension 1 integral varifolds.

Such a theory would be most useful if it is a local theory, with hypotheses and conclusions that concern a varifold only in a neighborhood of a point. The first difficulty one faces in aiming for a local varifold CMC theory is related to the above variational characterization of the CMC condition. Specifically, the notion of volume preserving deformations does not have a clear meaning for a varifold in a neighborhood of an arbitrary point. For an oriented $C^1$ hypersurface, regardless of whether it bounds a region of the ambient space, this notion makes sense (for instance in case of Euclidean ambient space, the enclosed volume is given by the explicit formula (15)) but the absence of an orientation prevents its extension to varifolds.

Concerning the hypotheses on the singular set, we wish the spirit of the minimal hypersurface theory (discussed in the preceding section) to carry over to the CMC case, i.e. to make no hypothesis on the singular set beyond easy-to-check conditions on specific types of singularities that are formed when regular pieces come together in a regular fashion. This is indeed possible, as it turns out. This aspect of the theory is preferable to an a priori size hypothesis on the entire singular set because the latter may be more difficult to check. A more fundamental reason why it is (more) important in the CMC case is compactness. Even the weakest possible size restriction on the singular set, namely $\mathcal{H}^{n-1}(\text{sing } V) = 0$, that would, as it turns out, imply “good” regularity need not be preserved under taking limits. For instance, consider two disjoint unit cylinders with parallel axes that come together to form a singular set of positive $(n-1)$-dimensional measure in the limit. (If we were to allow the possibility that $\mathcal{H}^{n-1}(\text{sing } V) > 0$ with no other assumptions but stationarity and stability, then the singular behavior can be quite complicated as branch points may occur. What can be said in full generality concerning the singular set in this case remains a serious open question. Some partial results are obtained in [Wic]). The desire to keep the singular set hypotheses to the weakest that would imply both compactness and good regularity, and the presence of higher multiplicity (also necessitated by compactness considerations) combine to create considerable additional difficulties in the CMC case.

Nonetheless, the work [BelWic18], [BCW18] in the end shows that there is indeed a satisfactory regularity and compactness theory under a surprisingly mild set of hypotheses. On the variational side, the requirement is that stationarity and stability (with respect to area for volume preserving deformations) need only be checked on the orientable portions of the regular parts (respectively, on the $C^{1,\alpha}$ embedded part and on the $C^2$ immersed part) of the varifold, where these conditions make sense classically. Concerning the singular set, all that is required is that there are no classical
singularity (definition 4.1) and that the coincidence set near any touching singularity (definition 4.2) is $\mathcal{H}^n$-null. Thus each of these hypotheses need only be verified in regions of the varifold where regularity (at least of class $C^{1,\alpha}$ in some form) is known. The only assumption that concerns the varifold in its entirety is that its generalized mean curvature is locally in $L^p$ for some $p > n$, which guarantees, by the Allard theory, that the $C^{1,\alpha}$ regular part is non-empty. Subject to these hypotheses, the work provides sharp regularity conclusion that the support of the varifold is a classical CMC immersion away from a closed set of Hausdorff dimension $\leq n - 7$, together with compactness and curvature estimates (analogous to the Schoen–Simon–Yau and Schoen–Simon estimates) under uniform area and mean curvature bounds.

6.1. Definitions and the statements of the main results. To describe this theory more precisely, let $U \subset \mathbb{R}^{n+1}$ be open, and let $V$ be an integral $n$-varifold on $U$. We shall continue to denote by $\|V\|$ the weight measure associated with $V$, by $\text{reg} V$ the smoothly embedded part of $\text{spt} V$, by $\text{sing} V$ the singular set (spt $\|V\| \setminus \text{reg} V) \cap U$, by $\text{sing}_C V$ the set of classical singularities of $V$ and by $\text{sing}_T V$ the set of touching singularities of $V$.

**Definition 6.1 ($C^1$-regular set $\text{reg}_1 V$).** Let $\text{reg}_1 V$ to be the set of points $X \in \text{spt} \|V\|$ with the property that there is $\sigma > 0$ such that $\text{spt} \|V\| \cap B^{n+1}_\sigma (X)$ is a smoothly embedded hypersurface of $B^{n+1}_\sigma (X)$ of class $C^1$.

We now precisely state other necessary hypotheses (items labeled (I)-(V) below) on $V$ together with some comments related to them:

(I): The first variation of $V$ is locally bounded in $U$ and is absolutely continuous with respect to $\|V\|$, and the generalized mean curvature of $V$ is in $L^p_{loc}(\|V\|)$ for some $p > n$.

Under the conditions (I) the monotonicity formula [Sim83, 17.6] holds and implies that the density $\Theta(\|V\|, X) := \lim_{\rho \to 0} \frac{\|V\|(B^{n+1}_\rho (X))}{\omega_n \rho^n}$ exists for every $X \in U$, is upper-semi-continuous and that $\Theta(\|V\|, X) \geq 1$ for every $X \in \text{spt} \|V\|$. Moreover, Allard’s regularity theorem [All72] gives an embryonic level of regularity, namely, the existence of a dense open subset of $\text{spt} \|V\|$ in which $\text{spt} \|V\|$ agrees with an embedded $C^1$ hypersurface (which in fact is of class $C^{1,\alpha}$ where $\alpha = 1 - \frac{n}{p}$ if $p \in (n, \infty)$ and $\alpha$ is any number $\in (0, 1)$ if $p = \infty$). This $C^{1,\alpha}$-embedded part of $\text{spt} \|V\|$ coincides with the set $\text{reg}_1 V$ as in Definition 6.1. The density $\Theta(\|V\|, X)$ is a locally constant integer for $X \in \text{reg}_1 V$ ([BelWic18, Lemma A1]).

(II): $\text{sing}_C V = \emptyset$, i.e. $V$ has no classical singularities (see Definition 4.1).

(III): For each $X \in \text{sing}_T V$ there exists $\rho > 0$ such that the coincidence set of $V$ in $B^{n+1}_\rho (X)$ (see Definition 4.2) has zero $\mathcal{H}^n$-measure.

**Remark 6.1.** Note that by a standard covering argument, hypothesis (III) implies that

$$\mathcal{H}^n(\text{sing}_T V) = 0.$$
Let us now discuss the first and second variation hypotheses.

**Stationarity.** By the divergence theorem, in the case that $M$ is a compact embedded $C^1$ hypersurface that bounds a region, the volume enclosed by $M$ is given by $\frac{1}{n+1} \int_M \bar{\nu} \cdot \nu \, d\mathcal{H}^n$, where $\bar{\nu} = (x_1, \ldots, x_{n+1})$ and $\nu$ is the outward unit normal on $M$. For $M$ not necessarily a boundary but merely orientable, we take this as the definition of enclosed volume. For a varifold $V \in IV_n(U)$ and open set $O \subset U \setminus (\text{spt } \|V\| \setminus \text{reg}_1 V)$ such that $\text{spt } \|V \cap O\| \subset \text{reg}_1 V$, if $\text{reg}_1 V \cap O$ is orientable, we define the enclosed volume of $V \cap O$ as

\begin{equation}
\text{vol}_O(V) = \frac{1}{n+1} \int_{\text{reg}_1 V \cap O} \bar{\nu} \cdot \nu \, d\|V\|,
\end{equation}

where $\bar{\nu} = (x_1, \ldots, x_{n+1})$ and $\nu$ is a continuous choice of unit normal on $\text{reg}_1 V \cap O$. Note that this is a signed volume: a change of sign in the choice of $\nu$ induces a change in the sign of the enclosed volume. (Geometrically, for a $C^1$ embedded hypersurface $D$ of small size, $|\text{vol}(D)|$ is the volume of the cone on $D$ and vertex at the origin).

We can now specify the stationarity assumption that we will need. Given a vector field $X \in C_c^1(O)$ (where, as above, $\text{spt } \|V \cap O\| \subset \text{reg}_1 V$ and $\text{reg}_1 V \cap O$ is orientable), choose $\epsilon > 0$ and a $C^1$ map $\Psi : (-\epsilon, \epsilon) \times O \to O$ such that $\Psi(0,x) = x$ for $x \in O$, $\Psi(t,x) = x$ for $(t,x) \in (-\epsilon, \epsilon) \times (O \setminus \text{spt } X)$, $\frac{d}{dt} |_{t=0} \Psi(t,x) = X(x)$ for $x \in O$ and $\Psi_t(\cdot) = \Psi(t, \cdot)$ is a diffeomorphism of $O$ for $t \in (-\epsilon, \epsilon)$. Such a map $\Psi$ is called a variation. The variation $\Psi$ is called volume-preserving if additionally $\text{vol}_O ((\Psi_t)_\# V)$ is constant for $t \in (-\epsilon, \epsilon)$. The stationarity condition on $V$ is the requirement that $V$ is a critical point of the area functional for volume-preserving variations, i.e. $\frac{d}{dt} |_{t=0} ((\Psi_t)_\# V) = 0$ for any $X \in C_c^1(O; \mathbb{R}^{n+1})$ and any associated variation $\Psi$ that is volume-preserving. A natural condition on $X$ that guarantees the existence of an associated volume-preserving variation is $\int_{\text{reg}_1 V \cap O} X \cdot \nu \, d\|V\| = 0$ (see [BarDoC84, Lemma 2.4] the proof of which, notice, only requires $C^1$-regularity of the hypersurface; note also that multiplicity is constant, by [BelWic18, Lemma A1], on each connected component of $\text{reg}_1 V$). As explained in [BarDoC84] the first variation depends only on $X$ and not otherwise on the choice of variation $\Psi$.

Equivalently, we can encode the fixed-enclosed-volume constraint by introducing a Lagrange multiplier [BarDoC84]: for $W \in IV_n(U)$ and $\lambda \in \mathbb{R}$, we consider the functional

\[ J_O(W) = A_O(W) + \lambda \text{vol}_O(W), \]

where $A_O(W) = \|W\|(O)$, and require that $V \cap O$ is stationary for $J_O$ with respect to arbitrary deformations, i.e. $\frac{d}{dt} |_{t=0} J_O((\Psi_t)_\# V) = 0$ for every $X \in C_c^1(O)$. Again the first variation depends only on $X$. Thus our stationarity assumption is the following:
(IV): Whenever $$O \subset (\mathcal{U} \setminus (\text{spt} \parallel V \parallel \setminus \text{reg}_1 V))$$ is such that $$\text{reg}_1 V \cap O$$ is orientable, there exists an orientation $$\hat{\nu}$$ on $$\text{reg}_1 V \cap O$$ such that

$$\frac{d}{dt} \bigg|_{t=0} \| (\Psi_t) \# V \| = 0$$

for every $$X \in C^1_c(O)$$ with $$\int_{\text{reg}_1 V \cap O} X \cdot \hat{\nu} \, d\|V\| = 0$$ and every variation $$\Psi$$ with $$\frac{d}{dt} \bigg|_{t=0} \Psi_t = X$$, or equivalently, there exists $$\lambda \in \mathbb{R}$$ such that

$$\frac{d}{dt} \bigg|_{t=0} J_\mathcal{O}((\Psi_t) \# V) = 0$$

for every $$X \in C^1_c(O)$$ and every variation $$\Psi$$ with $$\frac{d}{dt} \bigg|_{t=0} \Psi_t = X$$.

**Discussion.** Let us now analyse the local and global consequences of hypothesis (IV). Since the multiplicity on each connected component of $$\text{reg}_1 V$$ is constant by [BelWic18, Lemma A1], every connected component of $$\text{reg}_1 V$$ can locally be expressed as a graph of a $$C^{1,\alpha}$$ function $$u$$ (over a tangent plane) which, taken with multiplicity 1, is stationary for $$J_\mathcal{O}$$; this yields that $$u$$ satisfies, in a weak sense, the CMC equation

$$\text{div} \left( \frac{Du}{\sqrt{1 + |Du|^2}} \right) = \lambda$$

for a constant $$\lambda$$, where $$u \in C^{1,1-\frac{n}{p}}(B^n_R(0))$$. Standard elliptic theory yields that $$u$$ is of class $$C^\infty$$, and therefore that $$\text{reg}_1 V$$ is a smooth hypersurface and thus $$\text{reg}_1 V = \text{reg} V$$. Moreover the equation is equivalent to the condition that $$\vec{H} = \lambda \hat{\nu}$$, where $$\vec{H}$$ is the mean curvature of $$\text{reg} V$$, i.e. graph $$u$$ is a smooth CMC hypersurface with scalar mean curvature $$h_0 := \lambda$$. Note that at this stage the value $$h_0$$ of the mean curvature, while constant on each connected component, might still depend on the chosen connected component of $$\text{reg}_1 V = \text{reg} V$$. Note also that, unless the mean curvature is zero, the fact that the mean curvature vector $$\vec{H}$$ is parallel implies that each connected component of $$\text{reg}_1 V$$ is orientable. (We wish to emphasise that the preceding derivation only requires the local orientability of $$\text{reg}_1 V$$, which is always true, and that either of the two possible choices of orientation leads to the same conclusion.)

Let us next discuss the presence of distinct connected components. Note that the volume preserving condition, without a preferred orientation for the varifold, is ambiguous when we are dealing with two distinct connected components of $$\text{reg}_1 V = \text{reg} V$$. However, as we have seen, local considerations imply the existence of a (non-zero) parallel mean curvature vector on $$\text{reg} V$$ and hence a canonical global orientation. This allows us to choose $$\mathcal{O}$$ to cover multiple connected components of $$\text{reg} V$$.

[Note: This text is a direct transcription of the original document. The addition of a superscript 4 indicates a footnote or an abbreviation that may require further clarification or definition.]
We will next show that assumption (IV) implies that \( \hat{\nu} = +\frac{H}{|H|} \) and \( \hat{\nu} = -\frac{H}{|H|} \) are the only choices of orientation for which that assumption can possibly hold; moreover, there exists a constant \( h \) such that \( H = h\hat{\nu} \).

By the previous discussion \( \text{reg}_1 V = \text{reg} V \) and moreover, for the chosen \( \hat{\nu} \), on each connected component \( \mathcal{R} \) of \( \text{reg}_1 V \), \( H = h\mathcal{R} \hat{\nu} \) for a constant \( h\mathcal{R} \in \mathbb{R} \).

Now consider a volume-preserving variation (with respect to the chosen orientation \( \hat{\nu} \)) that is supported on the union of two distinct connected components \( \mathcal{R}_1 \) and \( \mathcal{R}_2 \) of \( \text{reg}_1 V = \text{reg} V \) and not separately volume-preserving on each of them. As we recalled earlier, such a volume-preserving variation can be induced by any \( \zeta \in C^1_c(\mathcal{R}_1 \cup \mathcal{R}_2) \) such that \( \int_{\mathcal{R}_1} \zeta \theta_1 d\mathcal{H}^n + \int_{\mathcal{R}_2} \zeta \theta_2 d\mathcal{H}^n = 0 \), where \( \theta_1, \theta_2 \in \mathbb{N} \) denote respectively the (constant) density on \( \mathcal{R}_1 \) and on \( \mathcal{R}_2 \), and such that \( \int_{\mathcal{R}_1} \zeta \theta_1 d\mathcal{H}^n \neq 0, \int_{\mathcal{R}_2} \zeta \theta_2 d\mathcal{H}^n \neq 0 \). Then by [Sim83, §16] the first variation of area \( \delta V \) evaluated on the vector field \( \zeta \hat{\nu} \) is given by

\[
\delta V(\zeta \hat{\nu}) = \int H \cdot \zeta \hat{\nu} d\|V\| \\
= \int_{\mathcal{R}_1} h_{\mathcal{R}_1} \zeta \theta_1 d\mathcal{H}^n + \int_{\mathcal{R}_2} h_{\mathcal{R}_2} \zeta \theta_2 d\mathcal{H}^n \\
= h_{\mathcal{R}_1} \int_{\mathcal{R}_1} \zeta \theta_1 d\mathcal{H}^n + h_{\mathcal{R}_2} \int_{\mathcal{R}_2} \zeta \theta_2 d\mathcal{H}^n.
\]

This implies that \( h_{\mathcal{R}_1} = h_{\mathcal{R}_2} \) and hence there exists a constant \( h \in \mathbb{R} \) such that \( H = h\hat{\nu} \). Thus the assertion holds.

**Stability and stability inequalities.** Let us now discuss the stability hypothesis, i.e. non-negativity for the second variation of \( V \) with respect to the area functional for volume-preserving deformations. In our theorems, the stability assumption will be made only on the smoothly immersed part of \( V \), which we shall call the “generalized regular set” of \( V \):

**Definition 6.2 (Generalized regular set).** Let \( V \in IV_n(U) \). A point \( X \in \text{spt} \|V\| \) is a generalized regular point if either (i) \( X \in \text{reg} V \) or (ii) \( X \in \text{sing}_T V \) and we may choose smooth functions \( u_1 \) and \( u_2 \) corresponding to \( X \) (as in Definition 4.2) such that \( u_1 \geq u_2 \). The set of generalised regular points will be denoted by \( \text{gen-reg} V \).

**Remark 6.2.** Under assumption (II) \( \text{gen-reg} V \) is open in \( \text{spt} \|V\| \). By definition \( \text{gen-reg} V \) can be realised as a smooth immersion in \( U \) of an abstract \( n \)-dimensional manifold (possibly with many connected components).

**Remark 6.3.** It is important to note the following. Assume (I), (II) and (IV). Locally near any point \( X \in \text{gen-reg} V \) we have that \( \text{spt} \|V\| \) is a smooth embedded hypersurface or the union of exactly two smooth embedded hypersurfaces. By Allard’s regularity theorem, \( \text{reg} V \) is dense in \( \text{spt} \|V\| \) and in particular any \( y \in \text{sing} V \) is a limit point of \( \text{reg} V \). Therefore the mean curvature is necessarily constant on each smooth embedded hypersurface describing \( \text{gen-reg} V \); in other words \( \text{gen-reg} V \) is a \( C^2 \) CMC immersion. This
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condition is equivalent [BarDoC84, Proposition 2.7] to the fact that the immersion is stationary for the (multiplicity 1) area measure under volume preserving variations. The definition of enclosed volume can be given for any oriented immersion [BarDoC84, (2.2)] and we will discuss it in detail after Remark 6.4.

**Remark 6.4 (Maximum principle and the measure of gen-reg \( V \setminus \text{reg } V \)).**

At any \( y \in \text{gen-reg } V \setminus \text{reg } V \) by definition \( \text{spt } \| V \| \) is locally given by the union of two smooth CMC hypersurfaces that intersect tangentially at \( y \). Set coordinates such that \( y = (0, 0) \) and \( u_j : B^n_\sigma(0) \to \mathbb{R} \) are smooth and satisfy the CMC equation and describe \( \text{spt } \| V \| \) around \( y \), with \( u_1 \leq u_2 \), \( u_1(0) = u_2(0) \) and \( Du_1(0) = Du_2(0) = 0 \); here each function \( u_1 \) and \( u_2 \) solves one of the following PDEs

\[
\text{div} \left( \frac{Du}{\sqrt{1 + |Du|^2}} \right) = +|h| \quad \text{or} \quad \text{div} \left( \frac{Du}{\sqrt{1 + |Du|^2}} \right) = -|h|.
\]

If the mean curvature is 0 then \( \text{gen-reg } V \setminus \text{reg } V = \emptyset \) by the maximum principle. When \( h \neq 0 \), analysing case by case and considering the possibilities for the signs on the right-hand side of the equation and writing the PDE for the difference \( v = u_1 - u_2 \) we conclude, again by the maximum principle, that \( u_1 \) must necessarily solve the PDE with \( -|h| \) on the right-hand side and \( u_2 \) must solve it with \( +|h| \) on the right-hand side. This means, in other words, that the mean curvature vector \( \vec{H} \) of graph \( u_1 \) is such that \( \vec{H} \cdot \hat{e}_{n+1} < 0 \) and the mean curvature vector \( \vec{H} \) of graph \( u_2 \) is such that \( \vec{H} \cdot \hat{e}_{n+1} > 0 \). Moreover, observing the Hessian of \( v \), there must exist an index \( \ell \in \{1, \ldots, n\} \) such that \( D_{\ell \ell}^2 v(0) \neq 0 \) (because of the non-vanishing of the mean curvature). The implicit function theorem then gives that the set \( \{ Du_1 = Du_2 \} \) is contained in the set \( \{ Dv = 0 \} \subset \{ D_{\ell \ell} v = 0 \} \). This implies in particular the the set \( \text{gen-reg } V \setminus \text{reg } V \) has locally finite \( H^{n-1} \) measure.

Since \( \text{gen-reg } V \) is a \( C^2 \) CMC immersion (possibly with many connected components), it is orientable and is stationary (as an immersion) for volume-preserving variations, where the enclosed volume for an oriented immersion \( i : M^n \to U \) is given by the formula [BarDoC84, (2.2)]

\[
\text{vol}(i) = \frac{1}{n+1} \int_{M^n} \vec{i} \cdot \hat{\nu} \, dM,
\]

where \( dM \) is the metric induced on \( M^n \) by the immersion into \( U \), \( \hat{\nu} \) is the unit normal chosen by the orientation and \( \vec{i} \) is the vector \((i_1, \ldots, i_{n+1})\). (For the varifold \( V \) under study this quantity is equal to

\[
\text{vol}_{\mathcal{H}^n}(\text{sing } V \setminus \text{gen-reg } V)(\| \text{reg } V \|) = \frac{1}{n+1} \int_{\text{reg } V} \vec{i} \cdot \hat{\nu} \, d\mathcal{H}^n;
\]
note that $H^n (\text{gen-reg} V \setminus \text{reg} V) = 0$.) We stress that, when we consider volume-preserving variations of gen-reg $V$ as an immersion, we allow a one-parameter family $i_t : M^n \to U$ of immersions, $t \in (-\varepsilon, \varepsilon)$, with $i_0 = i$, $i_t(x) = i_0(x)$ for $x$ outside a fixed compact subset of $M$ and $\text{vol}(i_t) = \text{vol}(i_0)$. Such a deformation is not necessarily induced by an ambient vector field in $U$: in a neighbourhood of a point in gen-reg $V \setminus \text{reg} V$ the two touching sheets will generally be moved independently of each other by such variations (while preserving $\text{vol}(i_t)$). We will not require the stability for all possible volume-preserving variations as an immersion, but only for those induced by an ambient test function; more precisely, we only need to test the stability for variations with initial normal speed given by $\phi \nu$, where $\nu$ is the chosen unit normal and $\phi$ is an arbitrary ambient smooth function compactly supported in $U \setminus (\text{sing} V \setminus \text{gen-reg} V)$ such that $\int_{\text{gen-reg} V} \phi dH^n = 0$ (as we will discuss below, the last integral condition is necessary and sufficient for the existence of a volume-preserving variation with initial normal speed $\phi \nu$).

Our stability assumption precisely is as follows:

$$(\text{V}): \text{For } V \text{ as above and for every } \phi \in C^1_c(U \setminus (\text{sing} V \setminus \text{gen-reg} V)) \text{ that satisfies}$$

$$\int_{\text{gen-reg} V} \phi dH^n = 0,$$

let $i_t : M^n \to U$, with $t \in (-\varepsilon, \varepsilon)$, be a smooth one-parameter family of immersions such that $\frac{\partial}{\partial t} \big|_{t=0} i_t = \phi \nu$, $i_0(M^n) = \text{gen-reg} V$, $i_t = i_0$ outside a fixed compact set for every $t \in (-\varepsilon, \varepsilon)$ and $\text{vol}(i_t) = \text{vol}(i_0)$ for $t \in (-\varepsilon, \varepsilon)$. Then

$$\frac{d^2}{dt^2} \bigg|_{t=0} a(\dot{i}_t) \geq 0,$$

where $a(\dot{i}_t) = \int_{M^n} dM_t$ and $dM_t$ is the metric induced on $M^n$ by the immersion $i_t$.

**Discussion.** Let us now discuss hypothesis (V) and its consequences. First of all we recall some facts from [BarDoC84]. Given a $C^2$ CMC immersion $i : M = M^n \to U$ and $\zeta \in C^1_c(M)$ such that $\int_M \zeta dg = 0$, where $g$ is the metric induced on $M$ by $U$ via the immersion, there exists a volume-preserving (normal) variation $\dot{i}$ whose variation vector $\frac{d}{dt} \big|_{t=0} \dot{i} = \zeta \dot{\nu}$, where $\dot{\nu}$ is a ($C^1$) choice of the unit normal vector on $M$ [BarDoC84, Lemma(2.4)]. Using this fact it is straightforward to show that (see [BarDoC84, Proposition 2.10]) stability with respect to volume-preserving variations implies the inequality

$$(16) \quad \int_M |A|^2 |\zeta|^2 dg \leq \int_M |\nabla \zeta|^2 dg \quad \text{for any } \zeta \in C^1_c(M) \text{ such that } \int_M \zeta dg = 0,$$

where $A$ denotes the second fundamental form on $M$ induced by the immersion and $\nabla$ is the gradient on $M$. This is called the **weak stability inequality**. The terminology is used to distinguish it from the **strong stability inequality**,
i.e. the same inequality for arbitrary $\zeta \in C^1_c(M)$ (that are not required to satisfy the condition $\int_M \zeta \,dg = 0$). In fact [BarDoC84, Proposition(2.10)] shows that, given an immersed $C^2$ CMC hypersurface, stability with respect to volume-preserving variations and the validity of the weak stability inequality are actually equivalent. Let us outline this argument below.

Given an oriented immersion $i : M = M^n \to U$ with constant mean curvature $h_0\hat{\nu}$, consider the functional
\begin{equation}
J(i) = a(i) + h_0 \nu_0(i),
\end{equation}
where $\nu_0(i)$ is the enclosed volume and $a(i)$ is the area defined above. For any one-parameter variation $i_t : M \to U$ with $i_0(M^n) = \text{gen-reg} V$, $i_t = i_0$ for all $t \in (-\varepsilon, \varepsilon)$ outside a fixed compact set, and $\nu_0(i_t) = \nu_0(i_0)$ for $t \in (-\varepsilon, \varepsilon)$, we let $f = \hat{\nu} \cdot \left( \frac{d}{dt} \big|_{t=0} i_t \right)$. Then writing $J(t) = J(i_t), a(t) = a(i_t)$ and $\nu_0(t) = \nu_0(i_t)$ we have, by the constancy of the mean curvature and [BarDoC84, Proposition(2.7)], that $J'(0) = 0$. Moreover by [BarDoC84, Lemma(2.8)] $J''(0)$ depends only on $f$ and
\begin{equation}
J''(0) = \int_M (-|A|^2 f^2 + |\nabla f|^2) dg.
\end{equation}
(See [BarDoC84, Appendix] for the computation; the difficulty in the preceding statement is that the same $f$ can be associated to many distinct variations, not necessarily normal variations.) Once this is established, [BarDoC84, Proposition(2.7)] completes the proof of the implication “weak stability inequality $\Rightarrow$ stability for $a$ under volume-preserving variations” as follows: given any volume-preserving variation $i_t$, it easily follows that its normal component $f\hat{\nu}$ is such that $\int_M f dM_0 = 0$ and so by the weak stability inequality (taken with $\zeta = f$) we have $J''(0)(f) \geq 0$. On the other hand $J''(0) = a''(0) + h_0 \nu_0''(0) = a''(0)$ because $i_t$ preserves $\nu_0$, and hence $a''(0) \geq 0$.

In light of this discussion, assumption (V) can be equivalently phrased by requiring that the weak stability inequality
\begin{equation}
\int_{\text{gen-reg} V} |A|^2 \phi^2 \,d\mathcal{H}^n \leq \int_{\text{gen-reg} V} |\nabla \phi|^2 \,d\mathcal{H}^n
\end{equation}
holds for every $\phi \in C_0^\infty(U \setminus (\text{sing} V \setminus \text{gen-reg} V))$ such that $\int_{\text{gen-reg} V} \phi \,d\mathcal{H}^n = 0$, where $\nabla$ stands for the gradient on gen-reg $V$.

Let us now come to an additional result (Remark 6.6 below) that will be important for our later purposes. First we need the following:

**Remark 6.5** (weak stability inequality $\Rightarrow$ strong stability inequality at smaller scales). Let $\mathcal{M} = i(M)$ be a $C^2$ immersed CMC hypersurface in the open set $\mathcal{U}$ and $g$ is the metric induced on $M$ by the immersion. Assume that it satisfies $\int_M |A|^2 \zeta^2 \,dg \leq \int_M |\nabla \zeta|^2 \,dg$ for all $\zeta \in C^1_c(M)$ with $\int_M \zeta \,dg = 0$. Then whenever $\mathcal{V}_1$ and $\mathcal{V}_2$ are disjoint non-empty open subsets of $M$ it must be true that it (at least) one of them the inequality $\int_{\mathcal{V}_j} |A|^2 \zeta^2 \,dg \leq \int_{\mathcal{V}_j} |\nabla \zeta|^2 \,dg$ holds for all $\zeta \in C^1_c(\mathcal{V}_j)$ without the zero-average restriction.
Indeed, if this fails in both $\mathcal{V}_1$ and $\mathcal{V}_2$, then we can find $\zeta_1$ and $\zeta_2$ compactly supported respectively in $\mathcal{V}_1$ and $\mathcal{V}_2$ such that $\int_{\mathcal{V}_j}|A|^2|\zeta_j^2| > \int_{\mathcal{V}_j} |\nabla \zeta_j|^2$ for $j \in \{1,2\}$. Then we can find constants $c_1, c_2 \in \mathbb{R}$ such that $c_1 \zeta_1 + c_2 \zeta_2$ satisfies the zero average condition on $M$, i.e. $c_1 \int_{\mathcal{V}_1} \zeta_1 = -c_2 \int_{\mathcal{V}_2} \zeta_2$, and since the supports of $\zeta_1$ and $\zeta_2$ are disjoint we then have $(c_1 \zeta_1 + c_2 \zeta_2)^2 = c_1^2 \zeta_1^2 + c_2^2 \zeta_2^2$ from which it follows that $\int_M |A|^2 (c_1 \zeta_1 + c_2 \zeta_2)^2 > \int_M |\nabla (c_1 \zeta_1 + c_2 \zeta_2)|^2$, contradicting the assumption. Thus the weak stability inequality implies the strong one in at least one of two arbitrary disjoint subsets.

By using this fact we can see now that the weak stability inequality assumed on $i(M) \subset U$ with $p \in i(M)$ actually implies that there exists an ambient open ball $B$ around $p$ in which the strong stability holds (i.e. without the restriction of the zero-average on the test function $\zeta \in C^1_c(B \setminus (\text{sing} V \setminus \text{gen-reg} V)))$. To see this, consider, for $R > 0$ fixed such that $B_R^{n+1}(p) \subset U$ and $0 < r < R$, the ball $B_r^{n+1}(p)$ and the annulus $B_R^{n+1}(p) \setminus B_r^{n+1}(p)$. By the previous discussion, the strong stability inequality must hold in at least one of the disjoint open sets $i^{-1}(B_R^{n+1}(p) \setminus B_r^{n+1}(p))$ and $i^{-1}(B_r^{n+1}(p))$. We have either (i) for some $r$ the strong stability inequality holds for all $\zeta \in C^1_c(B_R^{n+1}(p) \setminus (\text{sing} V \setminus \text{gen-reg} V))$ or (ii) the strong stability holds with any $\zeta \in C^1_c(B_R^{n+1}(p) \setminus (\text{sing} V \setminus \text{gen-reg} V) \setminus \{p\})$. In the latter case the inequality can be shown to hold for an arbitrary $\zeta$ supported in $B_R^{n+1}(p) \setminus (\text{sing} V \setminus \text{gen-reg} V)$ by a standard capacity argument, since $n \geq 2$. In either case we reach the same conclusion: there is a ball $B$ around $p$ such that the strong stability inequality holds for all $\zeta \in C^1_c(B \setminus (\text{sing} V \setminus \text{gen-reg} V))$.

 Remark 6.6 (assumption (V) $\Rightarrow$ local strong stability for $J$). Remark 6.5 says that the requirement that an immersed CMC hypersurface is variationally stable (as an immersion) in an open set with respect to volume-preserving variations induced by ambient test functions (which is equivalent, as mentioned earlier, to the validity of the weak stability inequality in the same open set) implies the validity of the strong stability inequality in a neighbourhood of every point and therefore it gives the non-negativity of $J''(0)$ for any variation supported in that neighbourhood (non necessarily volume preserving) that is induced by an ambient test function. Therefore the (geometrically natural) variational stability of a CMC hypersurface for volume-preserving variations implies that the hypersurface is locally a stable critical point for the functional $J$, for the variations that we allowed. The importance of this observation lies in the fact that $J$ is an admissible functional for the validity of the results in [SchSim81].

This concludes the discussion on the “CMC stable” assumptions and we are now ready to state the main regularity result.

Theorem 6.1 (regularity of (weakly) stable CMC integral varifolds). Let $n \geq 2$ and let $V$ be an integral $n$-varifold on an open set $U \subset \mathbb{R}^{n+1}$ such that the hypotheses (I)-(V) above hold; specifically:
(1) the first variation of $V$ with respect to the area functional is locally bounded in $U$ and is absolutely continuous with respect to $\|V\|$, and the generalized mean curvature $\vec{H}$ of $V$ is in $L^p_{\text{loc}}(\|V\|)$ for some $p > n$;

(2) $\text{sing}_C V = \emptyset$;

(3) whenever $X \in \text{sing}_T V$ there exists $\rho > 0$ such that the coincidence set of $V$ in $B^\rho_{n+1}(X)$ has zero $\mathcal{H}^n$-measure;

(4) if an open set $O \subset (U \setminus (\text{spt} \|V\| \setminus \text{reg}_1 V))$ is such that $\text{reg}_1 V \cap O$ is orientable, then, relative to one choice of orientation on $\text{reg}_1 V \cap O$, $V \bigcirclearrowleft O$ is stationary with respect to the area functional under volume-preserving variations;

(5) for every $\phi \in C^\infty_c(U \setminus (\text{sing} V \setminus \text{gen-reg} V))$ that satisfies $\int_{\text{gen-reg} V} \phi d\mathcal{H}^n = 0$, gen-reg $V$ is stable with respect to the area functional under (volume-preserving) variations with initial normal speed $\phi \nu$.\footnote{Of course locally on $\text{reg}_1 V$ there is always an orientation; by the discussion following (IV) all of $\text{reg}_1 V$ is orientable (and smooth) whenever (IV) holds.}

Then $\text{sing} V \setminus \text{sing}_T V$ is empty if $n \leq 6$, discrete if $n = 7$ and is a closed set of Hausdorff dimension at most $n - 7$ if $n \geq 8$. Moreover $\text{sing}_T V \subset \text{gen-reg} V$ (see Definition 6.2 above) and $\text{sing}_T V$ is locally contained in a smooth submanifold of dimension $(n - 1)$, and gen-reg $V$ is a smooth CMC immersion.

**Remark 6.7.** It follows directly from the definition of classical singularity that the no-classical-singularities assumption (hypothesis 2) is equivalent to the following: there exists a set $Z \subset \text{spt} \|V\|$ with $\mathcal{H}^{n-1}(Z) = 0$ (not assumed closed) such that $\text{sing}_C V \cap (\text{spt} \|V\| \setminus Z) = \emptyset$.

**Remark 6.8.** The preceding regularity result is of local nature, so it suffices to prove it locally around any point of $\text{spt} \|V\|$, i.e. taking $U$ to be a small open ball around any given point in $\text{spt} \|V\|$. On the other hand, in view of Remark 6.6, around any $X \in \text{spt} \|V\|$ we can find a ball such that gen-reg $V$ is, in that ball, a $C^2$ CMC immersion that is strongly stable with respect to the functional $J = a + h_0 \nu \phi$ (i.e. stable with respect to $J$ for variations induced by arbitrary ambient test functions not necessarily having zero average), where $h_0$ is the constant value for the scalar mean curvature (implied by assumption 4, see the discussion after (IV) above).

In view of Remark 6.8 we see that Theorem 6.1 will be implied by the following theorem in which strong stability is assumed. It turns out that, for the proof, we only need to require the stability with respect to variations with initial speed $f \nu$ where $f$ is a non-negative ambient test function.

\footnote{The fact that gen-reg $V$ is a CMC $C^2$-immersion (possibly with several connected components) is not an assumption here, it is an immediate consequence of assumption 4, in view of Remark 6.3. Only the stability is an assumption.}
Theorem 6.2 (regularity for strongly stable CMC integral varifolds). Let \( n \geq 2 \) and let \( V \) be an integral \( n \)-varifold on an open set \( U \subset \mathbb{R}^{n+1} \) that satisfies the following assumptions:

1. the first variation of \( V \) with respect to the area functional is locally bounded and is absolutely continuous with respect to \( \|V\| \), and the generalized mean curvature \( \vec{H} \) of \( V \) is in \( L^p(\|V\|) \) for some \( p > n \);
2. \( \text{sing}_C V = \emptyset \);
3. whenever \( X \in \text{sing}_T V \) there exists \( \rho > 0 \) such that the coincidence set of \( V \) in \( B^n_{n+1}(X) \) has zero \( H^n \)-measure;
4. \( \text{reg}_1 V = \text{reg} V \) and there exists a continuous choice of unit normal \( \hat{\nu} \) on \( \text{reg} V \) and a constant \( h \in \mathbb{R} \) such that \( \vec{H} = h\hat{\nu} \) everywhere on \( \text{reg} V \);
5. for each \( f \in C^1_c(U \setminus (\text{sing} V \setminus \text{gen-reg} V)) \) with \( f \geq 0 \), \( \text{gen-reg} V \) is stable with respect to the functional \( J \) defined in (17) under variations (as an immersion) with initial normal speed \( \nu_f \); equivalently,
\[
\int_{\text{gen-reg} V} |A|^2 f^2 \, dH^n \leq \int_{\text{gen-reg} V} |\nabla f|^2 \, dH^n \quad \text{for all such } f,
\]
with notation as in (19).

Then \( \text{sing} V \setminus \text{sing}_T V \) is empty for \( n \leq 6 \), discrete for \( n = 7 \) and for \( n \geq 8 \) it is a closed set of Hausdorff dimension at most \( n - 7 \). Moreover \( \text{sing}_T V \subset \text{gen-reg} V \), in the sense of Definition 6.2 and \( \text{sing}_T V \) is locally contained in a smooth submanifold of dimension \( (n - 1) \), and \( \text{gen-reg} V \) is a classical CMC immersion.

Remark 6.9 (the case \( H = 0 \)). For the minimal case \( (H = 0) \) Theorem 6.1 provides the same result as [Wic14a] but with weaker assumptions, namely the fact that \( H \) is identically 0 is replaced by the requirements (assumption 1) that \( H \in L^p(\|V\|) \) and (assumption 3) that \( H = 0 \) on \( \text{reg}_1 V \). The global vanishing of \( H \), which is an assumption in [Wic14a], is for us a conclusion. Assumption 2 becomes redundant in the minimal case, as it follows from the remaining assumptions and from the maximum principle that \( \text{sing}_T V = \emptyset \). Moreover the variational stability (assumption 5) only needs to be assumed for volume preserving variations rather than for arbitrary ones; note, to this end, that a complete minimal hypersurface in an open ball is always orientable by [Sam69], and the argument extends to the case of a singular set having codimension at least 7 (it will be clear from the proof that this is all that is needed).

The class of varifolds in Theorem 6.1 is moreover compact under mass and mean curvature bounds:

Theorem 6.3 (compactness for stable CMC integral varifolds). Let \( n \geq 2 \), \( \Lambda, H_0 \in \mathbb{R} \) be constants and let \( p > n \). Let \( U \subset \mathbb{R}^{n+1} \) be open, and let \( K \subset U \) be compact. The family of integral \( n \)-varifolds \( V \) in \( U \) with \( K \cap \text{spt} \|V\| \neq \emptyset \) and satisfying the hypotheses (1)-(5) of Theorem 6.1 and the
Figure 1. The 1-dimensional varifold $V$ depicted here consists of two quarters-of-circle with equal radii joined together in a $C^{1,1}$ fashion, taken with multiplicity 1. Every point of the varifold is in $\text{reg}_1 V$ but $V$ is not of class $C^2$. Although all of $V$ is orientable, $V$ is not stationarity (for volume preserving deformations) with respect to either choice of orientation; $V$ is stationary only away from the point where the two circular arcs meet

$\text{bounds } \|V\|(U) \leq \Lambda$ and $\|\tilde{H}_V\|_{L^p(\|V\|)} \leq H_0$ (where $\tilde{H}_V$ is the generalized mean curvature of $V$ as in assumption 3) is compact in the topology of varifold convergence.

Remark 6.10. In the presence of touching singularities one could consider a stronger stability assumption, namely one that allows variations that move the two $C^{1,\alpha}$ hypersurfaces independently at the touching set. Such an assumption would make it possible to employ techniques similar to those used in [Caf98] for the so-called obstacle problem, and in particular it would permit the regularity improvement from $C^{1,\alpha}$ to $C^{1,1}$. Note that we are not allowing these variations; we impose only the weaker, classical assumption that stability holds when we already know that the hypersurface is $C^2$.

6.2. Optimality of the theorems: some examples.

Remark 6.11. The stationarity assumption must be fulfilled on any orientable portion of $\text{reg}_1 V$ for $C^2$ regularity of $\text{reg}_1 V$ to follow, see Fig. 1.

Remark 6.12. In the absence of hypothesis 3, the $C^2$ regularity conclusion of Theorem 6.1 away from a codimension 7 set cannot hold. This is easily seen by the following 1-dimensional example $V$ in $\mathbb{R}^2$ which satisfies hypotheses 1, 2, 4, 5 but not hypothesis 3 of Theorem 6.1, and has one point where it is not $C^2$ (but is $C^{1,1}$) immersed. (Of course, an $n$-dimensional example is obtained, with an $(n - 1)$-dimensional set where the varifold is not $C^2$ immersed, by taking the cartesian product of $V$ with $\mathbb{R}^{n-1}$). In this example, $V$ is supported on the set $S \subset \mathbb{R}^2$ defined, with $(x, y) \in \mathbb{R}^2$, by

$$S = \{y \leq 1, x^2 + (y - 1)^2 = 1\} \cup \{y \geq -1, x \leq 0, x^2 + (y + 1)^2 = 1\}$$
and has multiplicity 2 on the portion \( \{(x, y) \in \mathbb{R}^2 : y \leq 1, x \geq 0, x^2 + (y - 1)^2 = 1\} \) and multiplicity 1 on the rest. See Fig. 2. Observe that the origin is a touching singularity and the mean curvature is constant on \( \text{reg}_1 V = S \setminus \{(0, 0)\} \). The stability is also true on \( S \setminus \{(0, 0)\} \) since we have graphical portions of a CMC curve. However writing the support \( S \) at this touching singularity as the union of two graphs on the line \( \{y = 0\} \) we are forced to use, for one of the graphs, the function \( u_1 \) on \([-1, 1]\) that takes the value \( \sqrt{1 - x^2} + 1 \) for \( x \geq 0 \) and the value \( \sqrt{1 - x^2} - 1 \) for \( x \leq 0 \), which is \( C^{1,1} \) and enjoys no better regularity (the other graph is the one of the function \( u_2 = \sqrt{1 - x^2} + 1 \), that is \( C^2 \)).

**Remark 6.13.** If we drop assumption 2 (absence of classical singularities) we have the examples of two spheres of equal radii crossing along an equator or two transversely intersecting graphical pieces of spheres of equal radii. Both these examples have stable regular parts, and in fact satisfy assumptions 1, 3, 4, 5, but clearly do not satisfy the regularity conclusion. Moreover, once classical singularities are allowed, branch point singularities may develop (as limit points of classical singularities).

**Remark 6.14 (jumps in the multiplicities at the touching points).** We wish to stress that the stability condition is given only on \( \text{spt} \|V\| \), i.e. we neglect multiplicities: indeed, with the notation from Definition 6.2 and implicitly restricting to a neighbourhood of \( p \in \text{gen-reg} V \cap \text{sing}_T V \), we do not generally have that \( V = q_1|\text{graph} \ u_1| + q_2|\text{graph} \ u_2| \) for some constants \( q_1, q_2 \in \mathbb{N} \), as the following examples show. Consider the 1-dimensional integral varifold \( V \) (higher dimensional examples follow by a trivial product with a linear subspace) whose support is given by (see Fig. 3) the set \( D \subset \mathbb{R}^2 \) defined by (here \( (x, y) \in \mathbb{R}^2 \))

\[
D = \{y \geq -1, x^2 + (y + 1)^2 = 1\} \cup \{y \leq 1, x^2 + (y - 1)^2 = 1\}
\]

with multiplicity 2 on the portions \( \{(x, y) \in \mathbb{R}^2 : -1 \leq y \leq 0, x \leq 0, x^2 + (y + 1)^2 = 1\} \) and \( \{(x, y) \in \mathbb{R}^2 : 0 \leq y \leq 1, x \geq 0, x^2 + (y - 1)^2 = 1\} \), and multiplicity 1 on the rest. The support of \( V \) agrees with \( \text{gen-reg} V \), the origin is a touching singularity and all assumptions of Theorem 6.2 are satisfied.
Note that each of the two sheets \{y = \sqrt{1-x^2}-1\} and \{y = \sqrt{1-x^2}+1\}, taken separately with the assigned multiplicity, is not stationary for the variational problem, as it does not even have generalized mean curvature in \(L^p\), due to the multiplicity jump (the origin belongs to the so-called varifold boundary). For this reason the stability assumption \((V)\) is stated for \(spt\|V\|\).

We can turn the preceding example, which is of local nature, into a global one in the standard sphere \(S^2\), where the support of the varifold is given by the union of four tangential circles of radius \(\sqrt{2}/2\), as follows. Let \(S^2 = \{(x, y, z) : x^2 + y^2 + z^2 = 1\}\) and

\[C_1 = \left\{ x^2 + y^2 = \frac{1}{2}, \ z = \frac{\sqrt{2}}{2} \right\}, \quad C_2 = \left\{ x^2 + z^2 = \frac{1}{2}, \ y = \frac{\sqrt{2}}{2} \right\}, \]

\[C_3 = \left\{ x^2 + y^2 = \frac{1}{2}, \ z = -\frac{\sqrt{2}}{2} \right\}, \quad C_4 = \left\{ x^2 + z^2 = \frac{1}{2}, \ y = -\frac{\sqrt{2}}{2} \right\}.\]

We set multiplicities as follows: on the half-circles \(C_1 \cap \{x > 0\}\), \(C_2 \cap \{x < 0\}\), \(C_3 \cap \{x > 0\}\) and \(C_4 \cap \{x < 0\}\) we set the multiplicity equal to 2 and on the remaining four half-circles we set it equal to 1.

**Remark 6.15.** In view of Remark 6.14 it is natural to consider the restricted class of varifolds that satisfy the assumptions of Theorem 6.1 with the extra constraint that for \(p \in \text{sing}_T V \cap \text{gen-reg} V\) the two embedded hypersurfaces going through \(p\) have separately constant multiplicity. It will follow from the proof of Theorem 6.3 that this class also enjoys the same compactness result (it is immediate that the regularity theorem holds for this restricted class as well).

**Remark 6.16.** The possibility, allowed in the conclusion of Theorems 6.1 and 6.3, that a codimension-7 singular set \(\Sigma\) may be present for \(n \geq 7\) is not surprising, in view of the analogous statements for stable minimal hypersurfaces, shown to be optimal by the example of Simons’ cone. The recent work [Irv17] constructs, based on the construction in [CHS84], examples of CMC hypersurfaces with an isolated singularity that are asymptotic to...
a singular minimal cone. These hypersurfaces are stable when the minimal cone is strictly stable (e.g. Simon’s cone), showing the optimality of our conclusion.

6.3. Consequences for Caccioppoli sets. In this subsection we focus on a special class of integral varifolds, namely multiplicity 1 varifolds associated to the reduced boundary of Caccioppoli sets. The latter is a natural class for the variational problem of minimizing boundary area for a fixed enclosed volume, indeed the literature on the subject in the minimizing case is rich and fairly complete, see e.g. [GMT83] for the Euclidean case and [Mor03] for the extension to Riemannian manifolds. For “stationary Caccioppoli sets” and for “stationary-stable Caccioppoli sets” there is not even a partial local theory available for the variational problem under consideration and the notion of stationarity/stability itself is not immediately clear. In the following we point out that there is a very natural stationarity condition (on a Caccioppoli set) for ambient deformations that fits well with hypotheses 1 and 3 of Theorem 6.1, making Theorem 6.1 also suited to the context of Caccioppoli sets.

Remark 6.17 (stationarity for ambient deformations ⇒ hypothesis 1). Any Caccioppoli set $E$ admits a natural notion of enclosed volume, namely $\int \chi_{E}$, where $\chi_{E}$ denotes the characteristic function of $E$. In order to make sense of this notion when the enclosed volume is not necessarily finite, one restricts to an arbitrary open set with compact closure. For $O \subset \subset \mathbb{R}^{n+1}$ we consider the functional (for a certain $\lambda \in \mathbb{R}$)

\begin{equation}
J_{O}(E) = \|\partial^{*}E\|(O) + \lambda \int_{O} \chi_{E},
\end{equation}

where $\|\partial^{*}E\|(O)$ denotes the total mass of the boundary measure $\partial^{*}E = D\chi_{E}$ in $O$, and impose the stationarity condition for the varifold $|\partial^{*}E|$ as follows. For any one-parameter family of deformations $\psi_{t}$ for $t \in (-\varepsilon, \varepsilon)$ with initial velocity $X \in C^{1}_{c}(O; \mathbb{R}^{n+1})$ we obtain a one-parameter family of Caccioppoli sets $\{E_{t} = \psi_{t}(E)\}_{t \in (-\varepsilon, \varepsilon)}$ such that $E_{0} = E$ and $E_{t} \setminus O = E \setminus O$ for $t \in (-\varepsilon, \varepsilon)$; we require

\begin{equation}
\frac{d}{dt} \bigg|_{t=0} J_{O}(E_{t}) = 0.
\end{equation}

This is a stronger hypothesis compared to assumption (IV) above (we are allowing variations not necessarily supported on $\text{reg}_{1}$). In this case the stationarity implies automatically that the generalised mean curvature of the multiplicity 1 $n$-varifold $|\partial^{*}E|$ associated to the reduced boundary is a constant multiple of the unit normal with no singular part, as we will show now. The first variation of $\int_{O} \chi_{E_{t}}$ is equal to $\int_{\partial^{*}E_{t} \cap O} \nu \cdot X d\mathcal{H}^{n} \setminus \partial^{*}E$ by the divergence theorem on $E$, where $\nu$ denotes the outer normal on $\partial^{*}E$. The first variation of $\|\partial^{*}E_{t}\|(O) = |\mathcal{H}^{n} \setminus (\partial^{*}E_{t} \cap O)|$ is, on the other hand, by the first variation formula, given by $\delta_{\partial^{*}E}(X) = \int_{\partial^{*}E_{t} \cap O} \text{div}_{\partial^{*}E}X d\mathcal{H}^{n} \setminus \partial^{*}E$
and is by definition a continuous linear functional on $C^1_c(\Omega; \mathbb{R}^{n+1})$. The stationarity assumption implies that
\[
\delta_{\partial^* E}(X) - \lambda \int \nu \cdot X(d\mathcal{H}^n \bigcap \partial^* E) = 0
\]
for every $X \in C^1_c(\Omega; \mathbb{R}^{n+1})$, i.e. $\delta_{\partial^* E}$ and the vector measure $\lambda(d\mathcal{H}^n \bigcap \partial^* E)\nu$ are equal as elements of the dual of $C^1_c(\Omega; \mathbb{R}^{n+1})$. The fact that $(d\mathcal{H}^n \bigcap \partial^* E)\nu$ is a measure implies therefore that $\delta_{\partial^* E}(X) \leq C_E \lambda |X|_{\mathcal{C}^0}$ for every $X \in C^1_c(\Omega; \mathbb{R}^{n+1})$, for some constant $C_E$, in other words the varifold $\partial^* E$ has locally bounded first variation in the sense of [Sim83, §39] and $\delta_{\partial^* E}$ extends to a continuous linear functional on $X \in C^0_c(\Omega; \mathbb{R}^{n+1})$: this extension necessarily agrees with $\lambda(d\mathcal{H}^n \bigcap \partial^* E)\nu$. The latter is absolutely continuous with respect to the varifold measure $\mathcal{H}^n \bigcap \partial^* E$ and we conclude that the generalized mean curvature of $\partial^* E$ in $\Omega$ is $\tilde{H} = \lambda \nu$ for the constant $\lambda$, in particular it is $L^\infty$. We point out that the stationarity for $J_{\partial^* E}$ for arbitrary ambient deformations is equivalent to the stationarity of the perimeter under volume-preserving ambient deformations, see [Mag12].

**Remark 6.18 (hypothesis 1 ⇒ hypothesis 3).** When $V$ is the multiplicity 1 varifold naturally associated to the reduced boundary $\partial^* E$ of Caccioppoli set $E \subset \mathbb{R}^{n+1}$, hypothesis 3 in Theorems 6.1 and 6.2 is automatically satisfied in the presence of assumption 1. Indeed, let $\|V\| = \mathcal{H}^n \bigcap \partial^* E$; the assumption that the generalized mean curvature is in $L^p(\|V\|)$ for $p > n$ implies, by the monotonicity formula [Sim83, 17.6], that the density $\Theta(\|V\|, x)$ exists everywhere and is $\geq 1$ on spt $\|V\|$. Moreover by [Sim83, Theorem 3.15] we have that $\Theta(\|V\|, x) = 0$ for $\mathcal{H}^n$-a.e. $x \in \text{spt} \|V\| \bigcap \partial^* E$, so we must have $\mathcal{H}^n(\text{spt} \|V\| \bigcap \partial^* E) = 0$. De Giorgi’s rectifiability theorem further gives that, for $x \in \partial^* E$, $\Theta(\|V\|, x) = 1$. Since, by the definition of $\text{sing}_TV$, for any $p \in \text{sing}_TV$ we have $\Theta(\|V\|, p) \geq 2$, it follows that hypothesis 3 of Theorem 6.1 holds.

Remarks 6.18 and 6.17 imply immediately the validity of the following corollary of Theorem 6.1. It is worthwhile pointing out that, to our knowledge, proving this corollary alone is not easier than proving the more general Theorem 6.1; the only slight simplification lies in the fact that the jumps in multiplicities on gen-reg $V \setminus \text{reg} V$ described in Remark 6.14 would be prevented, as the multiplicity is necessarily 1 on reg $V$, but this would not contribute significantly to shortening the arguments.

**Corollary 6.1 (stable CMC Caccioppoli sets).** Let $n \geq 2$ and let $|\partial^* E|$ be the multiplicity 1 integral $n$-varifold associated to the reduced boundary $\partial^* E$ of a Caccioppoli set $E \subset \mathbb{R}^{n+1}$. Let $\Omega \subset \subset \mathbb{R}^{n+1}$ and assume that:

(i) $\text{sing}_C|\partial^* E| \cap \Omega = \emptyset$;
(ii) the set $E$ is stationary with respect to the functional $J_{\partial^* E}$ as in (20), i.e. the condition (21) holds (for ambient deformations $\psi_t$ as specified in (21));
(iii) $\text{gen-reg} | \partial^* E | \cap O$ is stable as an immersion with respect to the functional $J$ in (17), written with $h_0 = \lambda$ and $O$ instead of $U$, for all volume-preserving variations with initial speed $f \nu$, where $f \in C^1_c (O \setminus (\text{sing} | \partial^* E | \setminus \text{gen-reg} | \partial^* E |))$ and $\int_{\text{gen-reg} | \partial^* E |} f d\mathcal{H}^n = 0$. Then $O \cap (\text{sing} | \partial^* E | \setminus \text{sing}_T | \partial^* E |)$ is empty for $n \leq 6$, closed and discrete for $n = 7$ and for $n \geq 8$ it is a closed set of Hausdorff dimension at most $n - 7$. Moreover $O \cap \text{sing}_T | \partial^* E | \subset \text{gen-reg} | \partial^* E |$ and $\text{sing}_T | \partial^* E | \cap O$ is locally contained in a smooth submanifold of dimension $(n - 1)$.

Remark 6.19. The regularity conclusion in the preceding corollary is sharp, as shown by the examples constructed in [Irv17]. Very recent remarkable work by Delgadino–Maggi [DelMag17] classifies Caccioppoli sets in $\mathbb{R}^{n+1}$ with finite volume that are stationary with respect to the perimeter for volume-preserving ambient deformations, showing that they are unions of balls. Even in the Euclidean case, a local analogue of this regularity result does not hold under stationarity only, in view of [Irv17].

Remark 6.20. At first sight the stability assumption (iii) of Corollary 6.1 might seem unsuited to the context of Caccioppoli sets, since we are requiring variations as an immersion of $\text{gen-reg} | \partial^* E |$ and, in doing so, we may exit the class of Caccioppoli sets. We wish to point out however that assumption (iii) can be rephrased as requiring non-negativity at $t = 0$ of the second variation of the perimeter measure computed along a deformation within the class of Caccioppoli sets that enclose the same volume and that are close to the initial one with respect to the $L^1_{\text{loc}}$-topology. In particular is satisfied under the area-minimizing assumption in Gonzales–Massari–Tamanini [GMT83].

Remark 6.21. The notion of stability with respect to the $L^1_{\text{loc}}$-topology on Caccioppoli sets, as discussed in Remark 6.20, leads to the natural question of what can be said in the case when both stationarity and stability hold with respect to the $L^1_{\text{loc}}$-topology (rather than assuming stationarity for ambient deformations, as in Corollary 6.1). This is discussed in the next subsection. Under such variational assumptions a stronger result can be obtained. In fact, subject to this stationarity assumption, a weaker stability assumption, namely, stability of the embedded part, suffices. See Corollary 6.2.

6.3.1. Stationarity among $L^1_{\text{loc}}$-close Caccioppoli sets. In Corollary 6.1 we required the stationarity condition for deformations induced by ambient vector fields and the stability of $\text{gen-reg} | \partial^* E |$ as an immersion. Depending on the application of the regularity theory, there might be more or less suited stationarity and stability conditions. Much effort has been devoted to the case in which the Caccioppoli set is minimizing for the isoperimetric problem ([GMT83], [Mor03]): this assumption can be viewed as sitting at one end of the spectrum, where we are allowed to compare with any other Caccioppoli set and we have a minimization property. A slightly weaker notion, of similar flavour, is that of locally minimizing, where the Caccioppoli
set minimizes the perimeter measure among all Caccioppoli sets that are close to it in the sense of the $L^1_{\text{loc}}$-topology. At the other end of the spectrum, we might require that stationarity and stability hold for volume-preserving deformations induced by ambient vector fields.

We give, in this subsection, a corollary of our main result that is in between these two ends. In this corollary, stationarity is required with respect to the $L^1_{\text{loc}}$-topology; somewhat surprisingly, under such a stationarity assumption (clearly stronger than the one in Corollary 6.1), we only need a very minimal stability requirement, namely only stability of the smoothly embedded part of $\partial^* E$ for volume-preserving deformations (which are therefore induced by ambient vector fields). Beyond these variational hypotheses, no further condition, structural or otherwise, is needed and we in fact obtain a stronger conclusion than in Corollary 6.1. We here prove this in the Euclidean case; the routine extension to the case of an analytic ambient metric will be included in [BelWic-1]. We conjecture that the same result should hold in a smooth Riemannian manifold.

**Definition 6.3.** Let $E$ be a Caccioppoli set and $\mathcal{O}$ be a bounded open set. A one-sided one-parameter family of deformations of $E$ in $\mathcal{O}$ is a collection $\{E_t\}_{t \in [0, \varepsilon)}$ of Caccioppoli sets, for some $\varepsilon > 0$, such that the curve

$$t \in [0, \varepsilon) \rightarrow \chi_{E_t}$$

is continuous in the $L^1_{\text{loc}}$-topology and such that $E_t = E$ in $\mathbb{R}^{n+1} \setminus \mathcal{O}$ for every $t \in [0, \varepsilon)$ and $E_0 = E$.

A one-sided one-parameter volume-preserving family of deformations of $E$ in $\mathcal{O}$ is a one-sided one-parameter family of deformations of $E$ in $\mathcal{O}$ with the additional constraint that $|E \cap \mathcal{O}| = |E_t \cap \mathcal{O}|$ for every $t \in [0, \varepsilon)$.

**Definition 6.4.** Let $E$ be a Caccioppoli set in $\mathbb{R}^{n+1}$ and $\mathcal{O}$ be a bounded open set. We say that $E$ is stationary in $\mathcal{O}$ for the perimeter measure among Caccioppoli sets that enclose the same volume when the following condition holds:

$$\left. \frac{d}{dt} \right|_{t=0^+} \|D\chi_{E_t} \mathcal{L}\mathcal{O}\| \geq 0$$

for any choice of one-sided one-parameter volume-preserving family of deformations of $E$ in $\mathcal{O}$ as in Definition 6.3 such that the map $t \rightarrow \|D\chi_{E_t} \mathcal{L}\mathcal{O}\|$ is differentiable from the right at $t = 0$.

Definition 6.4 imposes a condition that is stronger than stationarity under ambient volume-preserving deformations (i.e. those deformations that are induced by $C^1_c$ ambient vector fields). More generally, for any one-parameter volume-preserving deformation $t \in (-\varepsilon, \varepsilon) \rightarrow E_t$, continuous with respect to the $L^1_{\text{loc}}$-topology on $E_t$ and such that $t \rightarrow \|D\chi_{E_t} \mathcal{L}\mathcal{O}\|$ is differentiable $t = 0$, then the requirement in Definition 6.4 immediately implies the stationarity condition $\left. \frac{d}{dt} \right|_{t=0} \|D\chi_{E_t} \mathcal{L}\mathcal{O}\| = 0$. The purpose of the requirement in Definition 6.4 is to impose a notion of stationarity in
cases where the structure of the Caccioppoli set naturally gives rise only to one-sided deformations.\footnote{Roughly speaking, and as made clear in [BelWic18, Sect. 9], when the reduced boundary has a touching singularity or a classical singularity, then the $L^1_{\text{loc}}$-topology allows to “break the singularity apart” in one direction only. From this perspective, a Caccioppoli set with a touching singularity or a classical singularity should be thought of as sitting “at the boundary” of the space of Caccioppoli sets: its deformations are therefore naturally one-sided, and the stationarity condition must be formulated as an inequality.}

**Corollary 6.2.** Let $E$ be a Caccioppoli set in $\mathbb{R}^{n+1}$ such that $E$ is stationary in a bounded open set $\mathcal{O}$ for the perimeter measure among Caccioppoli sets with the same enclosed volume, in the sense of Definition 6.4. Moreover assume that the smoothly embedded part $\text{reg} |\partial^* E|$ is weakly stable, i.e. stable for the perimeter measure under volume-preserving ambient deformations (in the sense of hypothesis (V), but with $\phi \in C^1_c(\mathcal{O} \setminus \text{sing} |\partial^* E|)$).

Then there exists a closed set $\Sigma$ such that $\dim_H \Sigma \leq n - 7$ and $\partial^* E \cap (\mathcal{O} \setminus \Sigma)$ is a smoothly immersed CMC hypersurface (possibly with several connected components) and with the property that at every point $p \in \partial^* E \cap (\mathcal{O} \setminus \Sigma)$ at which $\partial^* E$ is not locally embedded there exists a neighbourhood $B^1_{p+1}(p)$ in which $\partial^* E$ is the union of exactly two smooth complete CMC hypersurfaces in $B^1_{p+1}(p)$ that intersect tangentially. Moreover $\text{sing}_T |\partial^* E|$ is a finite union of submanifolds of dimensions between $0$ and $n - 2$.

Corollary 6.2 generalizes the work of Gonzales–Massari–Tamanini ([GMT83]) that established regularity of boundaries that minimize area subject to the fixed enclosed volume constraint. This result is proved by reducing it to Corollary 6.1. See [BelWic18, Sect. 9]. In particular, it is shown that the stationarity condition in Corollary 6.2 rules out classical singularities and moreover forces $\text{gen-reg} V$ to have a more restrictive structure where tangential CMC sheets do not touch along a submanifold of dimension $n - 1$ (whence by analyticity the touching set has locally finite $n - 2$ dimensional Hausdorff measure). This is the reason why the stability requirement can be weakened to only involve $\text{reg} V$.

**7. Outline of the proof of the regularity and compactness theorems for CMC varifolds**

Let $H_0$ be a non-negative constant and $p > n$. We will denote by $\mathcal{S}_{H_0}$ the class of integral $n$-varifolds satisfying assumptions 1, 2, 3, 4, 5 of Theorem 6.2 with $\mathcal{U} = B^1_{n+1}(0)$ and $\|H_V\|_{L^p(\|V\|)} \leq H_0$.

Although many intermediate steps will be required, we can summarise the strategy of the proof of Theorem 6.2 with the following three main theorems, which will all be proved by simultaneous induction.

**Theorem 7.1 (Sheeting Theorem).** Let $q$ be a positive integer. There exists $\varepsilon = \varepsilon(n,p,q,H_0) \in (0,1)$ such that if $V \in \mathcal{S}_{H_0}$, $(\omega_n 2^n)^{-1} \|V\|(B^1_{2+1}(0)) < \varepsilon$.\footnote{Roughly speaking, and as made clear in [BelWic18, Sect. 9], when the reduced boundary has a touching singularity or a classical singularity, then the $L^1_{\text{loc}}$-topology allows to “break the singularity apart” in one direction only. From this perspective, a Caccioppoli set with a touching singularity or a classical singularity should be thought of as sitting “at the boundary” of the space of Caccioppoli sets: its deformations are therefore naturally one-sided, and the stationarity condition must be formulated as an inequality.}
\[ q + 1/2, q - 1/2 \leq \omega_n^{-1} \| V \| (B_1 \times \mathbb{R}^n(0)) < q + 1/2 \text{ and} \]
\[
\int_{B_1^n(0) \times \mathbb{R}} |x^{n+1}|^2 d\|V\|(X) + \frac{1}{\varepsilon} \left( \int_{B_1^n(0) \times \mathbb{R}} |h|^p d\|V\|(X) \right)^{\frac{1}{p}} < \varepsilon \text{ then} \]
\[
V \subseteq (B_{1/2}^n(0) \times \mathbb{R}) = \sum_{j=1}^{q} \text{graph } u_j \]
where \( u_j \in C^{1,\alpha}(B_{1/2}^n(0); \mathbb{R}) \) and \( u_1 \leq u_2 \leq \cdots \leq u_q \), with
\[
\|u_j\|_{C^{1,\alpha}(B_{1/2}^n(0))}^2 \leq C \left( \int_{B_1^n(0) \times \mathbb{R}} |x^{n+1}|^2 d\|V\|(X) + \left( \int_{B_1^n(0) \times \mathbb{R}} |H_V|^p d\|V\|(X) \right)^{\frac{1}{p}} \right)
\]
for some fixed constants \( \alpha = \alpha(n,p,q,H_0) \in (0,1/2) \), \( C = C(n,p,q,H_0) \in (0,\infty) \) and each \( j = 1,2,\ldots,q \).

**Theorem 7.2 (Minimum Distance Theorem).** Let \( \delta \in (0,1/2) \) and let \( C \in \mathcal{IV}_n(\mathbb{R}^{n+1}) \) be a stationary cone in \( \mathbb{R}^{n+1} \) such that \( \text{spt } \|C\| \) consists of three or more \( n \)-dimensional half-hyperplanes meeting along a common \((n-1)\)-dimensional subspace. There exists \( \varepsilon = \varepsilon(C,\delta,n,p,H_0) \in (0,1) \) such that if \( V \in S_{H_0} \) and \( (\omega_n 2^n)^{-1} \|V\|(B_2^n(0)) \leq \Theta(\|C\|,0) + \delta \) then
\[
\text{dist}_{\mathcal{H}}(\text{spt } \|V\| \cap B_1^{n+1}(0), \text{spt } \|C\| \cap B_1^{n+1}(0)) > \varepsilon .
\]

**Theorem 7.3 (Higher Regularity Theorem).** Let \( q \) be a positive integer and let \( V \in S_{H_0} \) be such that
\[
V \subseteq (B_{1/2}^n(0) \times \mathbb{R}) = \sum_{j=1}^{q} \text{graph } u_j \]
where \( u_j \in C^{1,\alpha}(B_{1/2}^n(0); \mathbb{R}) \) for some \( \alpha \in (0,1/2) \), and \( u_1 \leq u_2 \leq \cdots \leq u_q \). Then
\[
\text{spt } \|V\| \cap (B_{1/2}^n(0) \times \mathbb{R}) = \bigcup_{j=1}^{\tilde{q}} \text{graph } \tilde{u}_j
\]
for some \( \tilde{q} \leq q \) and distinct functions \( \tilde{u}_j : B_{1/2}^n(0) \rightarrow \mathbb{R} \) with \( \tilde{u}_1 \leq \tilde{u}_2 \leq \cdots \leq \tilde{u}_{\tilde{q}} \) where:

(i) \( \tilde{u}_j \in C^2(B_{1/2}^n(0); \mathbb{R}) \) and solves the CMC equation on \( B_{1/2}^n(0) \) (and hence by elliptic regularity \( \tilde{u}_j \in C^\infty(B_{1/2}^n(0); \mathbb{R}) \) for each \( j \in \{1,2,\ldots,\tilde{q}\} \), and the usual interior derivative estimates hold).

(ii) if \( \tilde{q} \geq 2 \), the graphs of \( \tilde{u}_j \) touch at most in pairs, i.e. if there exist \( x \in B_{1/2}^n(0) \) and \( i \in \{1,2,\ldots,\tilde{q}-1\} \) such that \( \tilde{u}_i(x) = \tilde{u}_{i+1}(x) \) then \( D\tilde{u}_i(x) = D\tilde{u}_{i+1}(x) \) and \( \tilde{u}_j(x) \neq \tilde{u}_i(x) \) for all \( j \in \{1,2,\ldots,\tilde{q}\} \setminus \{i,i+1\} \).

Thus the Higher Regularity Theorem says that the touching singularities of \( V \) are always two-fold and they are in gen-reg \( V \).
7.1. The induction scheme. The proofs of the above three theorems are all carried out simultaneously by an induction argument. Thus, let \( q \geq 2 \) be an integer, and assume by induction the following:

**Induction Hypotheses.**

(H1) Theorem 7.1 holds with any \( q' \in \{1, \ldots, q-1\} \) in place of \( q \).
(H2) Theorem 7.2 holds whenever \( \Theta(\|C\|, 0) \in \{3/2, \ldots, q-1/2, q\} \).
(H3) Theorem 7.3 holds with any \( q' \in \{1, \ldots, q-1\} \) in place of \( q \).

Completion of induction is achieved by carrying out, assuming (H1), (H2), (H3), the following four steps in the order they are listed:

(i) Prove Theorem 7.1;
(ii) prove Theorem 7.2 in case \( \Theta(\|C\|, 0) = q+1/2 \);
(iii) prove Theorem 7.2 in case \( \Theta(\|C\|, 0) = q+1 \);
(iv) prove Theorem 7.3.

The base case \( q = 1 \) of Theorem 7.1 is a direct consequence of Allard’s regularity theorem [All72], and the case \( \Theta(\|C\|, 0) = 3/2 \) of Theorem 7.2 follows from a theorem of Simon [Sim93, Theorem 4].\(^8\) We wish to point out that, within step (i), there is a large “substep” that is still part of the inductive scheme and is needed to develop the necessary “linear theory” for the Sheetig Theorem.

The case \( \Theta(\|C\|, 0) = 2 \) of Theorem 7.2 follows by taking \( q = 1 \) in the argument for step (iii) above, and using the case \( q = 1 \) of Theorem 7.1 and the case \( \Theta(\|C\|, 0) = 3/2 \) of Theorem 7.2 in place of the induction hypotheses (H1), (H2) respectively. In the case \( q = 1 \) Theorem 7.3 is void and just needs to be replaced with the consequence of Allard’s regularity theorem and the CMC assumption to obtain \( C^2 \) regularity and the validity of the CMC equation (i.e. it becomes the standard higher regularity for the base case \( q = 1 \) of Theorem 7.1).

The three theorems above will be combined with the following elementary proposition, used at a number of places in the induction argument (precisely at a number of places in the proof of the sheeting theorem and in the proof of the minimum distance theorem), in order to complete the proof of Theorem 6.1.

**Proposition 7.1.** Let \( V \in S_H(\Omega) \), where \( \Omega \) is an open subset of \( B_{2^{n+1}}(0) \), and for \( 2 \leq q \in \mathbb{N} \) let \( S_q = \{ Z : \Theta(\|V\|, Z) \geq q \} \). Assume that (H1), (H2), (H3) are satisfied and assume further that \( S_q \cap \Omega = \emptyset \): then

(i) \( (\text{sing} V \setminus \text{sing}_T V) \cap \Omega = \emptyset \) if \( n \leq 6 \), \( (\text{sing} V \setminus \text{sing}_T V) \cap \Omega \) is discrete if \( n = 7 \) and \( \dim_H((\text{sing} V \setminus \text{sing}_T V) \cap \Omega) \leq n - 7 \) for \( n \geq 8 \).

(ii) \( \text{sing}_T V \cap \Omega \) is locally contained in a smooth submanifold of dimension \( n-1 \).

---

\(^8\)Incidentally, neither of these requires the stability hypothesis, and they both hold for stationary integral varifolds of arbitrary co-dimension.
**Proof of Proposition 7.1.** Statement (i). This follows using a standard tangent cone analysis, by means of Federer stratification theorem and Simons’ stability result, see [Wic14a, Sect. 6 Remarks 2 and 3].

Statement (ii). Given two $C^2$ functions $u_1 \leq u_2$ both satisfying the CMC equation (with the same modulus for the mean curvature) and such that the set $T = \{u_1 = u_2\}$ has vanishing $\mathcal{H}^n$-measure and $u_1$ and $u_2$ are tangential at all points in $T$, then the mean curvature vector of graph $u_1$ points downwards and the mean curvature vector of graph $u_2$ points upwards. In particular the CMC equations read

$$\text{div} \left( \frac{Du_1}{\sqrt{1 + |Du_1|^2}} \right) = -h, \quad \text{div} \left( \frac{Du_2}{\sqrt{1 + |Du_2|^2}} \right) = h$$

for $h > 0$. This follows from the Hopf boundary point lemma applied to the difference $u_1 - u_2$. We want to show first that the set $\{D(u_1 - u_2) = 0\}$ is contained in a submanifold of dimension $\leq n - 1$. By the condition of opposite signs for the mean curvature, we get that for any $x \in T$ there exists $i \in \{1, \ldots, n\}$ such that $D_{ii}^2(u_1 - u_2)$ is non-zero at $x$ and therefore the implicit function theorem gives that $D_i(u_1 - u_2) = 0$ is locally around $x$ a smooth submanifold of dimension $\leq n - 1$. In particular we have that $\text{sing}_T V$ is contained, locally around any point, in a smooth submanifold of dimension $\leq n - 1$. □

In the proof of our Sheeting Theorem 7.1 we will need to make use of the following adaptation of [SchSim81, Theorem 2]. It is through the application of this result at various places in the argument that the stability assumption predominantly enters our proof.

**Theorem 7.4** (Schoen-Simon Sheeting Theorem with codimension 7 singular set). If in Theorem 7.1 we assume, in place of the hypotheses 1, 2, 3 (of Theorem 6.2), that

(i) $\text{sing} V \setminus \text{sing}_T V = \emptyset$ in case $n < 6$, $\text{sing} V \setminus \text{sing}_T V$ is discrete in case $n = 7$ or $\text{dim}_{\mathcal{H}}(\text{sing} V \setminus \text{sing}_T V) \leq n - 7$ in case $n \geq 8$

and that

(ii) $\text{sing}_T V \subset \text{gen-reg} V$,

and keep all other assumptions, then the conclusion of Theorem 7.1 holds.

**Proof of Theorem 7.4.** Let $W = \|\text{reg} V\|$, i.e. the multiplicity 1 vari-fold associated with $\text{reg} V$. Then of course $\text{spt} \|W\| = \text{spt} \|V\|$. It suffices to show that under the hypotheses of Theorem 7.4 that

$$W \subset \left( B_{1/2}^n(0) \times \mathbb{R} \right) = \sum_{j=1}^{\tilde{q}} |\text{graph} \tilde{u}_j|$$

where $\tilde{q} \leq q$, $\tilde{u}_j \in C^{1,\alpha}(B_{1/2}^n(0); \mathbb{R})$ and $\tilde{u}_1 \leq \tilde{u}_2 \leq \cdots \leq \tilde{u}_{\tilde{q}}$, with

$$\|\tilde{u}_j\|_{C^{1,\alpha}(B_{1/2}^n(0))}^2 \leq C \left( \int_{B_{1/2}^n(0) \times \mathbb{R}} |x^{n+1}|^2 d\|V\|(X) + |h| \right)$$
for some fixed constants $\alpha = \alpha(n, p, q, H_0) \in (0, 1/2)$, $C = C(n, p, q, H_0) \in (0, \infty)$ and each $j = 1, 2, \ldots, \hat{q}$.

Since gen-reg $W = \text{gen-reg} \ V$ is a smooth CMC immersion, the first variation formula
\[
\int_W \text{div}_W X d\mathcal{H}^n \big| W = -\int_W \tilde{H} \cdot X d\mathcal{H}^n \big| W
\]
holds for every $X \in C^1_c(B_2^{n+1}(0) \setminus (\text{sing} \ V \setminus \text{sing}_T V); \mathbb{R}^{n+1})$, where $\tilde{H} = h\nu$ (for a constant $h \in \mathbb{R}$) is the (classical) mean curvature of reg $V$. By (i) and (ii) $\text{sing} \ V \setminus \text{gen-reg} \ V = (\text{sing} \ V \setminus \text{sing}_T V)$ has codimension 7 or higher, therefore a standard cutoff argument (which requires only $\mathcal{H}^{n-1}(\text{sing} \ V \setminus \text{sing}_T V) = 0$ and the Euclidean volume growth for $W$) allows to check that the first variation formula
\[
\int_W \text{div}_W X d\mathcal{H}^n \big| W = -\int_W \tilde{H} \cdot X d\mathcal{H}^n \big| W
\]
holds for every $X \in C^1_c(B_2^{n+1}(0); \mathbb{R}^{n+1})$, where $\tilde{H}$ is the (classical) mean curvature of reg $V$.

The proof of the above can then be obtained by following the arguments in [SchSim81] very closely. We cannot obtain Theorem 7.4 directly from [SchSim81] because the singular set would include also $\text{sing}_T V$, which can however have dimension $(n - 

The arguments in [SchSim81, Sects. 3, 4] can now be followed to conclude the proof: we can construct a partial graph decomposition (where the partial CMC graphs are allowed to touch) and then show that the “excess”
decays, so that all of \text{spt} \parallel \mathcal{W} \parallel must be covered by the graph decomposition in the end. We stress that the arguments for the excess decay require (compare [SchSim81, proof of Lemma 3]):

(i) the use of (the analogue of) [SchSim81, Lemma 1] with ambient non-negative compactly supported test functions (of the form \( \zeta [\log (2^{1/\varepsilon} \lambda^1 \varphi_0)]^+ \), with notations as [SchSim81, p. 763]);

(ii) the use of (the analogue of) [SchSim81, Lemma 1] with a special non-ambient test function, that is compactly supported on a single sheet \( G_i \) of a (previously constructed) partial graph decomposition (of the form \( \zeta \psi \), with the notations of [SchSim81, p. 763]).

The first case has been covered in the previous discussion. In the second case, we can use Lemma 1 straight from [SchSim81], since we are dealing with a smooth CMC graph on some connected open set \( \Omega \) and [SchSim81, Lemma 1] only needs to assume the validity of the strong stability inequality on \( G_i \), which is true for arbitrary CMC graphs, as explained in [BelWic18, Appendix B]; so the second case is also covered.

The arguments described so far lead to the decay result at the origin (for the fine excess \( E \)) given by [SchSim81, Lemma 4]. We can ensure that the \( L^2 \)-excess \( \hat{E} \) is uniformly small in \( B_2(0) \) and in \( B_1(X) \) for any choice of \( X \in B_1(0) \). The functional \( J \) that we are addressing does not satisfy assumption [SchSim81, (1.6)]; on the other hand, we observe that, upon pushing-forward the given varifold \( V \) by a translation \( T_X \) (so that an arbitrary point \( X \) becomes 0) and restricting to the unit ball, we have that the translated varifold \( (T_X)_\# V \cap B_1(0) \) fulfils the same assumptions for the same functional \( J \) (indeed, the notions of being CMC and stable are independent of the choice of coordinates). Therefore we obtain the decay result at an arbitrary \( X \in B_{1/2}(0) \) and can complete the proof following [SchSim81, p. 775]. \( \square \)

### 7.2. Additional difficulties in the CMC case.

As mentioned before, the main regularity result, Theorem 6.1, is first reduced to Theorem 6.2 where “strong stability” (i.e. stability with respect to \( J \) for uncontrained deformations) of the \( C^2 \) immersed part of the varifold \( V \) can be assumed. Subsequently, the proof of Theorem 6.2 is divided into three main steps, the Sheetling Theorem (Theorem 7.1), the Minimum Distance Theorem (Theorem 7.2) and the Higher Regularity Theorem (Theorem 7.3), all proved simultaneously by induction. The Higher Regularity Theorem in the case of zero mean curvature (treated in [Wic14a]) is an immediate consequence of the Hopf boundary point lemma and the standard elliptic regularity theory. Much of the additional effort needed in [BelWic18] for the CMC case goes into the proof of the Higher Regularity Theorem, but let us first discuss the Sheetling Theorem and the Minimum Distance Theorem.

The proofs of the inductive steps of the Sheetling Theorem and the Minimum Distance Theorem follow closely the corresponding argument in [Wic14a], but with two key new aspects. One is that they make essential
inductive use of the Higher Regularity Theorem. The other is that the conclusion of the Sheeting Theorem yields, initially, a weaker Hölder exponent for the gradient (of the functions defining the sheets) than in [Wic14a]. This exponent needs to be improved (as we do in the inductive step for the Higher Regularity Theorem) by independent arguments. The reason for this initially weaker conclusion is that the key excess-decay result needed for the Sheeting Theorem in the present context is obtained for an excess \( \hat{E} \) that has, as is usual when the mean curvature \( H_V \) is non-zero, e.g. as in [All72], an extra lower order additive term (in addition to the \( L^2 \) height term) involving \( H_V \). In contrast to the multiplicity 1 setting of [All72] however, establishing excess-decay in the higher-multiplicity setting of [BelWic18] requires a priori estimates for the varifold that make crucial use of the monotonicity formula. Consequently, the best possible choice for the lower order term in \( \hat{E} \) is of the order \( \sqrt{|H_V|_{L^p}(|V|)} \); see the definition of \( \hat{E} \) in Theorem 6.1. This limitation arises precisely from the “error term” in the monotonicity formula when \( H_V \neq 0 \). Hence the excess-decay result we establish will initially only prove the Sheeting Theorem with \( C^{1,\alpha} \) sheets for a value of \( \alpha < \frac{1}{2}(1 - \frac{n}{p}) \). Although we can improve this Hölder exponent by a second run of the argument with the additional knowledge that \( H_V \) is constant in the graph region, the best value of \( \alpha \) we can get at this stage is still \( < \frac{1}{2} \). For this reason one can view the above Sheeting Theorem for the CMC case as serving more the purpose of removing topological complexity of the varifold in the interior than giving regularity; the latter is delegated to the Higher Regularity Theorem.

In [Wic14a], since \( H_V = 0 \), the value of \( \alpha \) is irrelevant and higher regularity of the sheets is immediate. This is because by the Hopf boundary point lemma, the distinct sheets making up the support of the varifold are disjoint, and hence the functions defining the individual sheets satisfy separately the minimal surface equation weakly.

In the CMC case, the sheets do not separate in this manner, and our hypotheses in fact allow an a priori optimally large set \( T \) of points where the sheets may touch each other; indeed, the only a priori control we have on \( T \) is that \( \mathcal{H}^n(T) = 0 \) (which follows from the structural hypothesis (3) of Theorems 6.1 and 6.2, a sharp condition).

Thus starting from just knowing \( C^{1,\alpha} \) regularity, for some \( \alpha < 1/2 \), of the distinct sheets of the support of the varifold which are allowed to touch on a set \( T \) of measure zero, we need to prove their \( C^2 \) regularity. The intermediate steps necessary to carry this out involve first improving the Hölder exponent \( \alpha \in (0, 1/2) \) in the Sheeting Theorem to some \( \alpha \geq \frac{1}{2} \), and then using this improved Hölder regularity of the derivatives to prove \( W^{2,2} \) estimates. This then leads to \( C^2 \) (in fact \( C^{2,\alpha} \)) regularity. These steps are detailed in [BelWic18, Sect. 7].

We remark that the stronger hypothesis \( \mathcal{H}^{n-1}(\text{spt} |V| \setminus \text{reg}_1 V) = 0 \) would lead to a substantially simpler proof of the Higher Regularity The-
orem. This is because then $\mathcal{H}^{n-1}(T) = 0$ and hence by a straightforward cutoff function argument $T$ can be shown to be removable for the PDE (the CMC equation) satisfied, in the complement of $T$, by the functions defining the sheets. This stronger hypothesis however is undesirable from the point of view of applications; for instance, it is not implied by the general structure theory of Caccioppoli sets, nor does it permit a compactness theorem for the hypersurfaces as pointed out before. In the general case, we still of course show removability of $T$ (for $C^{1,\alpha}$ functions solving the the CMC equation away from $T$) but the proof is considerably more involved.

We refer the reader to [Wic14a] for the proof of the Sheeting and Minimum Distance theorems in the case $H_V = 0$ (see the survey article [Wic] for a detailed outline), and to [BelWic18] for the necessary modifications in the CMC case. We next describe, in detail, the inductive step of the Higher Regularity Theorem.

8. Proof of the Higher Regularity Theorem

The last part simultaneous proof by induction is the completion of induction for the Higher Regularity Theorem, i.e. step (iv) listed in Sect. 7.1.

In view of this, by assumption we have that $V$ decomposes as $q$ sheets:

$$V \subseteq \left( B_{1/2}^{n}(0) \times \mathbb{R} \right) = \sum_{j=1}^{q} \left| \text{graph } u_j \right|,$$

with $u_j \in C^{1,\alpha}(B_{1/2}^{n}(0); \mathbb{R})$ and $u_1 \leq u_2 \leq \cdots \leq u_q$, $\alpha \in (0, \frac{1}{2})$. Whenever $\text{spt} \|V\|$ is embedded at $(x, u_j(x))$ then the CMC equation is valid (in weak form) for $u_j$ in a neighbourhood of $x$, implying $C^2$ regularity for $u_i$ in that neighbourhood (and even $C^\infty$ by bootstrapping). Moreover keeping in mind that for $V$ as in assumptions of Theorem 7.3 the density $\theta$ is everywhere integer-valued, we can inductively assume that $\text{spt} \|V\| \cap \{\theta \leq q - 1\} \subset \text{gen-reg } V$. Note that we cannot hope that the $u_j$’s are separately smooth and CMC, since the assumptions allow the possibility presented in example 6.14: in such a situation, we would have $u_1 \leq u_2 \leq u_3$ with $u_1$ and $u_3$ smooth and CMC but $u_2$ is only $C^{1,1}$ and it coincides partly with $u_1$ and partly with $u_3$. This is why in order to express the higher regularity result, we need to find a representation of $\text{spt} \|V\|$ by neglecting multiplicities.

8.1. Absence of $\ell$-fold touching singularities for $\ell \geq 3$. Our first claim is that, for $H \neq 0$ and $X \notin \text{reg } V$, whenever there exist (under the assumptions of Theorem 7.3) sheets touching at $X$ then exactly two sheets touch at $X$ when we discard multiplicities and moreover the mean curvature vector points upwards on the top sheet and downwards on the bottom sheet on the embedded parts. In particular three-fold, four-fold etc. touching singularities are ruled out.

**Lemma 8.1.** Under the assumptions of Theorem 7.3 and assuming the validity of $(H1)$, $(H2)$, $(H3)$, let $X = (x, X^{n+1}) \in \text{spt} \|V\|$ be a point of
density $q$ where $spt \|V\|$ is not embedded. Assume that $H \neq 0$. Then

1. $spt \|V\| = graph \ u_1 \cup graph \ u_q$ and $X = (x, X^{n+1}) \in sing_V$;
2. in a neighbourhood of $X$ and away from $sing_V$, we have that $\vec{H} \cdot \vec{e}^{n+1} > 0$ on graph $u_q$ and $\vec{H} \cdot \vec{e}^{n+1} < 0$ on graph $u_1$.

**Remark 8.1.** The same argument shows that if $H = 0$ then under the assumptions of Theorem 7.3 any two graphs $u_i, u_{i+1}$ either coincide identically (i.e. $u_i \equiv u_{i+1}$) or have empty intersection (i.e. $u_i < u_{i+1}$). Then the minimal surface PDE very directly implies that each $u_j$ is smooth.

**Proof.** Any two graphs touching must touch tangentially. Let $\pi : B^{n}_{1/2}(0) \times \mathbb{R} \rightarrow B^{n}_{1/2}(0)$ be the orthogonal projection, and let $C = \pi \{ y \in spt \|V\| : \theta(y) = q \}$ be the closed set in $B^{n}_{1/2}(0)$ above which the density of the varifold is $q$, i.e. the set of $x \in B^{n}_{1/2}(0)$ such that $u_1(x) = \cdots = u_q(x)$. If $C = B^{n}_{1/2}(0)$ then $V$ is embedded in the cylinder $B^{n}_{1/2}(0) \times \mathbb{R}$ contrary to the assumption.

Therefore $C \subsetneq B^{n}_{1/2}(0)$. Denote by $B$ the ball $B^{n}_{1/2}(0)$ and consider the open set $(B \setminus C) \times \mathbb{R}$: here we have the validity of the inductive assumption, as the density is $\leq q - 1$. Consider $x \in B$ such that $spt \|V\|$ is embedded at $(x, u_j(x))$ for every $j$. The set $U$ of such points $x$ is open and dense (by Allard’s theorem). Then we can “neglect multiplicities” and define $\tilde{q}(x)$ as the number of points without multiplicity above $x$. By embeddedness $\tilde{q}$ is locally constant on $U$, i.e. constant on each connected component of $U$. This allows to define $\tilde{u}_1 < \cdots < \tilde{u}_q$ on $U$, with $\tilde{q}$ constant on each connected component of $U$ and $spt \|V \cap (U \times \mathbb{R})\|$ described by the union of the graphs of $\tilde{u}_j$. We will however show that $\tilde{q}$ actually extends to a locally constant function on $B \setminus C$. Indeed, clearly $U \subset B \setminus C$ and on $(B \setminus C) \times \mathbb{R}$ we can use the inductive assumptions, thanks to which we know that $spt \|V \cap (B \setminus C) \times \mathbb{R}\| \subset gen-reg V$: by definition of gen-reg this means that at any point $y$ in $(B \setminus C) \times \mathbb{R}$ where $V$ is not embedded the structure of $spt \|V\|$ is, in a neighbourhood, exactly the union of two $C^2$ graphs touching tangentially on a set of 0-measure. Therefore if $\pi(y)$ is on the (topological) boundary of any two connected components of $U$, the number $\tilde{q}$ cannot change when we pass from one connected component to the other. This allows to extend uniquely the definition of the functions $\tilde{u}_1 \leq \cdots \leq \tilde{u}_q$ to $B \setminus C$ so that the union of their graphs is equal to $spt \|V \cap (B \setminus C) \times \mathbb{R}\|$ and moreover each $\tilde{u}_j$ is $C^2$ on $B \setminus C$ and satisfies the CMC PDE. In particular $\tilde{q}$ is locally constant on $B \setminus C$. The advantage in passing to the functions $\tilde{u}_1 \leq \cdots \leq \tilde{u}_q$ is that these are smooth and CMC on $B \setminus C$. Note that necessarily we have $u_1 = \tilde{u}_1$ and $u_q = \tilde{u}_q$.

Take any connected component $A$ of $B \setminus C$ on which $\tilde{q} \geq 2$ (such a component exists or else $V$ would be embedded everywhere). We will show that there exists $m \in \{1, \ldots, \tilde{q} - 1\}$ such that $\tilde{u}_1|_A = \cdots \tilde{u}_m|_A$ and $\tilde{u}_{m+1}|_A = \tilde{u}_q|_A$ ($m$ might depend on which connected component has been chosen). For $y \in A$ consider open balls centred at $x$ and contained in $A$ and pick the
supremum $R$ of the radii of such balls: then $B_R(y) \subset A$ and there exists $p \in \partial B_R(y) \cap C$. On the ball $B_R$, by the inductive assumptions, each $\tilde{u}_j$ is smooth and solves the CMC equation
\[
\text{div} \left( \frac{D\tilde{u}_j}{\sqrt{1 + |D\tilde{u}_j|^2}} \right) = |h| \text{ or } -|h|
\]
classically, with the sign on the right-hand side depending on whether the mean curvature vector $\vec{H}$ points upwards or downwards, i.e. whether respectively $\vec{H} \cdot \hat{e}^{n+1} > 0$ or $\vec{H} \cdot \hat{e}^{n+1} < 0$ on $|\text{graph}(\tilde{u}_j|_{B_R(y)})|$. For any couple $\tilde{u}_i, \tilde{u}_j$ (with $i \neq j$) we then consider the possibility that the mean curvatures on these two graphs point in the same direction. Subtracting the PDE for $\tilde{u}_{j+1}$ from the one for $\tilde{u}_j$ we find that $\tilde{u}_j - \tilde{u}_{j+1}$ is 0 on $C$ and solves an elliptic PDE on $B_R(y)$, namely (24) with the right-hand side replaced by 0. Unless $\tilde{u}_j \equiv \tilde{u}_{j+1}$ on $B_R(y)$ we can apply Hopf boundary point lemma, yielding that the derivative of $\tilde{u}_j - \tilde{u}_{j+1}$ along the outward normal to the boundary of the ball at $x$ must be strictly positive: this contradicts the vanishing of the gradient of $\tilde{u}_j - \tilde{u}_{j+1}$ on $C$ (tangentiality of the graphs, equivalently absence of classical singularities).

Summing up, we have by now that $\text{spt} ||V||$ in the cylinder $B_{1/2}^n(0) \times \mathbb{R}$ is represented by the union of the graphs of $u_1 = \tilde{u}_1$ and $u_q = \tilde{u}_q$ (since every other $\tilde{u}_j$ coincides with one of these two on $B \setminus C$ and on $C$ clearly all graphs coincide). Moreover there exists a non-empty open set $A$ on which $\tilde{u}_1 < \tilde{u}_q$. We can conclude that actually $u_1 = u_q$ only on the set $C$; on $B_{1/2}^n(0) \setminus C$ we have $u_1 < u_q$. Indeed [BelWic18, Lemma A2] forces $V = q_1(x)||\text{graph}(u_1)|| + (q - q_1(x)||\text{graph}(u_q)||$, with $q_1$ integer-valued and locally constant on the embedded part. The set $\{u_1 = u_q\}$ is therefore exactly the set $C$.

The preceding argument settles part 1 of the lemma and moreover shows that, for any two sheets touching, the mean curvature vectors must point in opposite directions. However, if the top sheet $\tilde{u}_{j+1}$ has mean curvature vector pointing downwards and the bottom sheet $\tilde{u}_j$ has mean curvature pointing upwards, then the CMC equation is solved by $\tilde{u}_j$ with right hand side $|h|$ and by $\tilde{u}_{j+1}$ with right hand side $-|h|$. So the same argument yields that $\tilde{u}_j - \tilde{u}_{j+1}$ is a subsolution of the same elliptic PDE of which it was solution before, more precisely $\tilde{u}_j - \tilde{u}_{j+1}$ solves the PDE (24) with the right-hand side replaced by $-2|h| \int \zeta$. Hopf lemma applies again, so part 2 is proved as well.

8.2. Associated PDEs. In order to complete the proof of Theorem 7.3 we need to prove $C^2$ regularity of each sheet across the touching points, i.e. we need to show that these touching points belong to gen-reg $V$. Note that we only know that the set of points where sheets touch (tangentially) is a set of $\mathcal{H}^n$-measure zero, but such an estimate is too weak to allow any capacity argument for the extension of the CMC equation to each sheet. In other words, with our knowledge so far there could still be (for a single sheet)
a singular part of the generalized mean curvature that is concentrated on
the touching set (with the mean curvature of the other sheet that annihilates
the first). In the following subsections we will rule out this possibility. By
Lemma 8.1 we only need to consider the case of two distinct sheets, so for
the sequel we will work in the following situation.

**Hypotheses 8.1.** We consider two sheets \( u_1 \leq u_2 \), each of them is
\( C^{1,\alpha}(B_1^n(0)) \) for \( \alpha < \frac{1}{2} \), they can touch tangentially (the touching singular-
ities sing\( T \) are contained in this touching set) and they cannot cross. Away
from the touching set \{\((x,u_1(x)) : u_1(x) = u_2(x)\)\} we have \( C^2 \)-regularity and
constant mean curvature in the classical sense.

**Remark 8.2.** By Lemma 8.1 on any open set \( B_{\rho}^n \times \mathbb{R} \) where there are
no singular points, the two sheets have mean curvature vectors pointing
in opposite directions, precisely the top sheet \( u_2 \) must have mean curvature
pointing upwards and the bottom sheet \( u_1 \) must have mean curvature point-
ing downwards. The varifold \( V \) is given by integration on the union of the
two sheets endowed with an integer multiplicity. The multiplicity is \( q \in \mathbb{N} \)
on the touching set, it is denoted by \( q_1(x) \) on \( u_1 \) (on the set where \( u_1 < u_2 \))
and, by [BelWic18, Lemma A2], it is \( q - q_1(x) \) on \( u_2 \) (on the set where
\( u_1 < u_2 \)). Moreover \( q_1(x) \) is locally constant on the \( C^2 \) embedded portions.

The two auxiliary functions that will play a key role in this section are
the average \( u_a := \frac{u_1 + u_2}{2} \) and the semi-difference \( v := \frac{u_2 - u_1}{2} \) of the two sheets.

**PDE for the difference.** Consider \( v = \frac{u_2 - u_1}{2} \), well-defined on \( B_1^n(0) \)
and assume without loss of generality that \((0,0) \in B_1^n(0) \times \mathbb{R} \) is a touching
singularity of the varifold. Then \( v(0) = 0 \) and \( Dv(0) = 0 \). The set
\[
T = \{ x \in B_1^n : v(x) = 0, Dv(x) = 0 \}
\]
(22)
is the projection on \( B_1^n \) of \{\((x,u_1(x)) : u_1(x) = u_2(x)\)\} (i.e. where the two
sheets agree - we know that they must be tangential there).

We are assuming that on the embedded \( C^2 \) parts the two sheets are CMC
with mean curvatures having the same absolute value \( H > 0 \). Moreover for
\( u_1 \) we have \( \vec{H} = -H \hat{\nu} \) and for \( u_2 \) we have \( \vec{H} = H \hat{\nu} \), with \( \hat{\nu} \cdot e^{n+1} > 0 \) (i.e.
normal vectors \( \hat{\nu} \) to the sheets pointing upwards).

Then consider the (possibly several) connected components of \( B_1^n \setminus T \),
these are open sets above which \( u_1 \) and \( u_2 \) are \( C^2 \) and classically CMC. Then
we can neglect multiplicities on the two sheets (since on such a connected
component each sheet is counted with constant multiplicity) and deduce the
equations
\[
\int_{B_1^n} \frac{D_i u_1}{\sqrt{1 + |Du_1|^2}} D_i \zeta = H \int_{B_1^n} \zeta
\]
(23)
\[
\int_{B_1^n} \frac{D_i u_2}{\sqrt{1 + |Du_2|^2}} D_i \zeta = -H \int_{B_1^n} \zeta
\]
valid for all test functions $\zeta$ compactly supported in $B^n_1 \setminus T$. Writing $F^i(p) = \frac{p_i}{\sqrt{1 + |p|^2}}$ for $p \in \mathbb{R}^n$, setting $a_{ij}(p, q) = \int_0^1 \frac{\partial F^i}{\partial p_j}(p - (1 - t)q)dt$ and taking the difference of the two equations in (23), we find
\[
\int_{B^n_1} a_{ij}(Du_a, Dv)D_j v D_i \zeta = -H \int_{B^n_1} \zeta
\]
for all test functions $\zeta$ compactly supported in $B^n_1 \setminus T$.

Since $\frac{\partial F^i}{\partial \xi_j} = \frac{\delta_{ij}}{\sqrt{1 + |p|^2}} - \frac{\frac{\partial F^i}{\partial p_j}}{(1 + |p|^2)^{\frac{3}{2}}}$, $a_{ij}(p, q) = \delta_{ij} + b_{ij}(p, q)$ with $|b_{ij}(p, q)| \leq C(|p|^2 + |q|^2)$, which will allow us to view the PDE obtained for $v$, namely,
\[
\int_{B^n_1} (\delta_{ij} + b_{ij}(Du_a, Dv))D_j v D_i \zeta = -H \int_{B^n_1} \zeta
\]
as a perturbation of (the weak form of) $\Delta v = H$. Recall that we only use test functions $\zeta$ compactly supported in $B^n_1 \setminus T$. By assumption $T$ has zero $\mathcal{H}^n$-measure and $v = 0$, $Dv = 0$ on $T$.

**PDE for the average.** Consider $u_1$ with multiplicity $q_1(x)$ and $u_2$ with multiplicity $q_2(x) = q - q_1(x)$, with $q_1(x)$ constant on any open set disjoint from $T$. The first variation gives
\[
\int \left( \frac{q_1(x)D_i u_1}{\sqrt{1 + |Du_1|^2}} + \frac{q_2(x)D_i u_2}{\sqrt{1 + |Du_2|^2}} \right) D_i \zeta = H \int (q_1(x) - q_2(x)) \zeta.
\]
Writing $F^i(p) = \frac{p_i}{\sqrt{1 + |p|^2}}$ for $p \in \mathbb{R}^n$, setting
\[
a_{ij}(p, q) = 2 \int_0^1 (q_1(x) + t(q_2(x) - q_1(x))) \frac{\partial F^i}{\partial \xi_j}((2t - 1)p + q)dt \quad \text{and}
\]
\[
b_{ij}(p, q) = a_{ij}(p, q) + (q_2(x) - q_1(x))\delta_{ij} \int_0^1 \frac{(2t - 1)}{\sqrt{1 + |(2t - 1)Du_a + Dv|^2}} dt,
\]
we obtain from the above that
\[
\int_{\Omega} b_{ij}(Du_a, Dv)D_j u_a D_i \zeta = H \int_{\Omega} (q_2(x) - q_1(x)) \zeta
\]
\[
- \int_{\Omega} (q_2(x) - q_1(x)) \left( \int_0^1 \frac{1}{\sqrt{1 + |(2t - 1)Du_a + Dv|^2}} dt \right) D_i v D_i \zeta
\]

**8.3. Higher Hölder regularity for the gradients.** Next we need to improve exponent $\alpha$ of the $C^{1, \alpha}$ regularity obtained in the Sheeting Theorem 7.1 for $\alpha < \frac{1}{2}$:
Proposition 8.1. Under the assumption that \( V \in \mathcal{S}_H \) and
\[
V \subseteq \left( B_{1/2}^n(0) \times \mathbb{R} \right) = \sum_{j=1}^q |\text{graph } u_j|,
\]
with \( u_j \in C^{1,\alpha}(B_{1/2}^n(0); \mathbb{R}) \) and \( u_1 \leq u_2 \leq \cdots \leq u_q \) for some \( \alpha(0, \frac{1}{2}) \), we have that \( u_j \in C^{1,\alpha}(B_{1/2}^n(0); \mathbb{R}) \) for any \( \alpha \in (0,1) \).

In particular we will need \( \alpha \geq \frac{1}{2} \) at a later stage in this section. Note that it suffices, in view of Lemma 8.1, to consider two sheets \( u_1 \) and \( u_2 \), for which we may assume the knowledge of \( C^{1,\alpha} \) regularity for some \( \alpha < \frac{1}{2} \): the aim is to conclude that then actually the Hölder exponent can be improved.

Roughly speaking the strategy for the proof of Proposition 8.1 is to show a De Giorgi type decay for each separate sheet by obtaining such a decay for the semi-difference \( v \) and for the average \( u_\alpha \) at all touching points.

Consider the semi-difference \( v \) on \( B_1 = B_{1/2}^n(0) \) (without loss of generality we are considering graphs on \( B_1(0) \), which can always be obtained by homothetic rescaling) and let \( K := \{ v = 0, Dv = 0 \} \) and assume without loss of generality that \( 0 \in K \). We saw in (24) that \( v \) satisfies a PDE of the form
\[
\int_{B_1} (\delta_{ij} + b_{ij}(x)) D_j v D_i \zeta = -H \int_{B_1} \zeta \quad \text{for } \zeta \in C^1_c(B_1 \setminus K) \quad \text{with } H > 0.
\]

In the case of (24), the coefficients \( b_{ij}(x) \) are, more precisely, the \( C^{0,\alpha} \) functions \( b_{ij}(Du_\alpha(x), Dv(x)) \). In order to produce a De Giorgi type decay for \( v \) we will use a contradiction argument/blow up method for which the following a priori estimate is needed.

**Proposition 8.2** (Schauder estimate for the semi-difference). There exist \( \beta, H_0 > 0 \) such that if \( v \in C^{1,\alpha}(B_1) \) satisfies the PDE (26) on \( B_1 \setminus K \) with \( \sup_{B_1} |b_{ij}| + |b_{ij}|_{\alpha,B_1} \leq \beta \) and \( H \leq H_0 \) then
\[
[Dv]_{\alpha,B_1/2} \leq C(\|v\|_{L^2(B_1)} + H),
\]
where \( C \) depends only on \( n, H_0, \beta \).

The key difficulty here is that the PDE is satisfied only away from the closed set \( K \), of which no regularity properties are known. To prove Proposition 8.2 we adapt the scaling argument due to L. Simon ([Sim97]).

**Lemma 8.2.** \( \forall \delta > 0 \exists C > 0, C = C(\delta, H_0, \beta, \delta) \) such that
\[
[Dv]_{\alpha,B_1/2} \leq \delta[Dv]_{\alpha,B_1} + C(|v|_{0,B_1} + |Dv|_{0,B_1} + H).
\]

**Proof of Lemma 8.2.** The proof proceeds by contradiction: assume that we can find \( \delta > 0 \) such that for every \( k \in \mathbb{N} \) there is a \( v_k \) satisfying the
same assumptions and such that the reverse inequality holds, i.e. for every
$k$ we have (with $0 \leq H_k \leq H$)
\begin{equation}
[Dv_k]_{\alpha,B_{1/2}} \geq \delta [Dv_k]_{\alpha,B_1} + k\left(|v_k|_0 + |Dv_k|_0 + H_k\right).
\end{equation}

Choose $x_k, y_k \in B_{1/2}$ such that
\begin{equation}
\frac{|Dv_k(x_k) - Dv_k(y_k)|}{|x_k - y_k|^{\alpha}} > \frac{1}{2} [Dv_k]_{\alpha,B_{1/2}}.
\end{equation}
Denote $\rho_k = |x_k - y_k|$. Observe that in view of (28) and (27) we have
\begin{equation*}
\frac{1}{2} [Dv_k]_{\alpha,B_{1/2}} \leq \frac{2[Dv_k|_0]}{\rho_k} \leq \frac{2[Dv_k]_{\alpha,B_{1/2}}}{k \rho_k^\alpha}.
\end{equation*}
Therefore we must have $\rho_k \to 0$ as $k \to \infty$.

We distinguish two cases: (I) $B_{\rho_k}(x_k) \subset B_1 \setminus K_k$ for all $k$, (II) there
exists a subsequence (not relabelled) such that there is a point $z_k$ in the set
$K_k \cap B_{\rho_k}(x_k)$.

If we are in case (I) consider the rescaling of $v_k$ as follows:
\begin{equation}
\begin{split}
w_k(x) := \frac{v_k(x_k + \rho_k x) - v_k(x_k) - \rho_k \sum_{i=1}^n D_i v_k(x_k) x_i}{\rho_k^{1+\alpha} [Dv_k]_{\alpha,B_1}}.
\end{split}
\end{equation}
If we are in case (II) consider the rescaling of $v_k$ as follows:
\begin{equation}
\begin{split}
w_k(x) := \frac{v_k(x_k + \rho_k x)}{\rho_k^{1+\alpha} [Dv_k]_{\alpha,B_1}}.
\end{split}
\end{equation}
and denote $p_k = \frac{z_k - x_k}{\rho_k}$. Then we have $w_k = 0$ and $Dw_k = 0$ at the point
$p_k \in B_1(0)$ (the point $p_k$ plays the role of an “anchor point” so there is no
need to subtract the first jet, which we must do in case (I) in order to make
the origin the “anchor point”).

In either case we consider the sequence $w_k$ thus obtained and we will
now prove that it converges (up to extraction of a subsequence) in $C^1$ on any
compact set to a $C^{1,\alpha}$ function $w$ defined on $\mathbb{R}^n$ and such that $w$ is harmonic
on the open set $\{w \neq 0\}$. Then we will show that such a $w$ is harmonic in the
whole of $\mathbb{R}^n$.

Case (I): by definition we have $w_k(0) = 0$, $Dw_k(0) = 0$ and let $\zeta_k := \frac{y_k - x_k}{\rho_k}$ so that $|\zeta_k| = 1$. By (28) and (27)
\begin{equation*}
|Dw_k(\zeta_k) - Dw_k(0)| > \frac{\delta}{2},
\end{equation*}
and moreover we know that $[Dw_k]_{\alpha,B_1} 2^\alpha(0) \leq 1$ by rescaling properties.
Since $Dw_k(0) = 0$ then for $0 < \sigma < \frac{1}{2 \rho_k}$ and $x \in B_\sigma(0)$ we have
$|Dw_k(x)| = |Dw_k(x) - Dw_k(0)| \leq [Dw_k]_{\alpha,B_1} 2^\alpha(0) |x - 0|^\alpha \leq \sigma^\alpha$. Similarly $|w_k(x)| \leq \sigma^{1+\alpha}$.

We now want to send $k \to \infty$. We have just seen that on any compact
set a tail of the sequence satisfies the requirements of Ascoli-Arzelà’s theo-
rem: this yields a $C^{1,\alpha}$ function $w$ on $\mathbb{R}^n$ to which a subsequence of $w_k$
converges in $C^1$ on any compact set (a diagonal argument is needed here,
by using an exhausting sequence of compact sets \( B_{\frac{1}{2^k}} \). We may assume, up to extracting a further subsequence that we do not relabel, that \( \zeta_k \to \zeta \) as \( k \to \infty \) with \( |\zeta| = 1 \). The function \( w \) satisfies (by the \( C^1 \) convergence)

\[
\left[ Dw \right]_{\alpha, \mathbb{R}^n} \leq 1 \quad \text{and} \quad |Dw(\zeta) - Dw(0)| > \frac{\delta}{2}.
\]

Case (II): this time, with the notation \( p_k = \frac{z_k - x_k}{\rho_k} \), we have \( w_k(p_k) = 0 \), \( Dw_k(p_k) = 0 \). We have still \( \zeta_k := \frac{w_k - x_k}{\rho_k} \) so that \( |\zeta_k| = 1 \). By (28) and (27)

\[
|Dw_k(\zeta_k) - Dw_k(0)| > \frac{\delta}{2},
\]

and moreover we know that \( [Dw_k]_{\alpha, B_{\frac{1}{2^k}}(0)} \leq 1 \) by rescaling properties. For \( 0 < \sigma < \frac{1}{2^k \rho_k} \) and \( x \in B_\sigma(0) \) we have \( |Dw_k(x)| = |Dw_k(x) - Dw_k(p_k)| \leq [Dw_k]_{\alpha, B_{\frac{1}{2^k}}(0)} |x - p_k|^\alpha \leq (\sigma + 1)^\alpha \). Similarly \( |w_k(x)| \leq (\sigma + 1)^{1+\alpha} \). As before we can extract a converging subsequence using Ascoli-Arzelà’s theorem and get as above \( w \) of class \( C^{1,\alpha} \) on \( \mathbb{R}^n \) with (29) valid.

Since \( v_k \geq 0 \) for all \( k \), in case (II) we will have \( w \geq 0 \) and the set \( \{ w = 0 \} \) is the set of \( z \) such that there exists a sequence \( z_k \to z \) with \( x_k + \rho_k z_k \in K_k \). We will consider the open set \( \{ w > 0 \} \) and will show that \( w \) is harmonic there.

In case (I), on the other hand, let \( Z_k \) be the closed set such that \( x_k + 2\rho_k Z_k = K_k \); then \( w_k \) takes on the set \( Z_k \) the same value as the affine function

\[
-\frac{v_k(x_k) - \rho_k \sum_{i=1}^n D_i v_k(x_k)}{\rho_k + \alpha |Dv_k|_{\alpha, B_1}}.
\]

Therefore the limsup \( Z \) (as \( k \to \infty \)) of the sets \( Z_k \) will be such that the value of \( w \) on \( Z \) coincides with the value taken by a certain affine function, which is the \( C^1 \)-limit of those exhibited above. We will consider the open set \( \mathbb{R}^n \setminus Z \) and will conclude that \( w \) is harmonic there.

Observe that both in case (I) and case (II) we can obtain a PDE for \( w \) on the open set \( \mathbb{R}^n \setminus Z \) by suitable rescaling the (weak) PDEs for \( v_k \) and passing to the limit by the \( C^1 \) convergence: indeed the open set on which we are focusing comes from dilations of the open sets on which the PDEs for \( v_k \) are valid. The limiting process follows the lines of the blow up argument in L. Simon’s [Sim97] and will be omitted.

We now have \( w \) that is harmonic away from a closed set where it coincides with an affine function. By subtracting this affine function we obtain both in cases (I) and (II) that we have a function \( w \in C^{1,\alpha} \) that is harmonic wherever it is non-zero. Then \( w \) is harmonic in the whole of \( \mathbb{R}^n \). To see this we show first of all that \( |D^2 w| \) (which is well-defined on \( \mathbb{R}^n \setminus Z \) since \( w \) is smooth there) is locally \( L^2 \)-summable on \( \mathbb{R}^n \setminus Z \).

Consider a convex smooth and monotone increasing function \( \gamma_\delta : [0, \infty[ \to \mathbb{R} \), for \( \delta > 0 \), such that

\[
\gamma_\delta(t) = \begin{cases} 
0 & \text{for } 0 \leq t \leq \delta, \\
 t - \delta & \text{for } t \geq 2\delta.
\end{cases}
\]
and $\gamma_\delta$ is positive increasing. Noting that $w$ is smooth wherever $\gamma_\delta(|\nabla w|^2) \neq 0$ we can compute
\[
\Delta (\gamma_\delta(|\nabla w|^2)) = \text{div} (\gamma_\delta'(|\nabla w|^2) \nabla (|\nabla w|^2)) = \\
= \gamma_\delta''(|\nabla w|^2) |\nabla (|\nabla w|^2)|^2 + \gamma_\delta'(|\nabla w|^2) \Delta (|\nabla w|^2))
\]
(keeping in mind that the higher derivatives of $w$ have only appeared where they are classically well-defined). Using the convexity assumption $\gamma_\delta'' \geq 0$ and Bochner’s formula for harmonic functions we conclude that
\[
\Delta (\gamma_\delta(|\nabla w|^2)) \geq 2\gamma_\delta'(|\nabla w|^2)|D^2_{ij}w|^2.
\]
Let $\psi$ be any non-negative bump function that is compactly supported in $B_R \subset \mathbb{R}^n$ and identically 1 in $Z \cap B_{R-1}$ ($R$ large). Then the previous inequality yields
\[
2 \int_{|Dw| \geq \sqrt{2\delta}} |D^2w|^2 \psi \leq 2 \int_{\mathbb{R}^n} \gamma_\delta'(|\nabla w|^2)|D^2w|^2 \psi \leq \int_{\mathbb{R}^n} \Delta (\gamma_\delta(|\nabla w|^2)) \psi \leq \\
\leq \int_{\mathbb{R}^n} \gamma_\delta(|\nabla w|^2) \Delta \psi \leq C_R \|Dw\|_{C^0} \int \Delta \psi,
\]
and sending $\delta \to 0$ (since the r.h.s. does not depend on $\delta$) we have the desired local summability on the open set \{Dw $\neq 0$\}. At points in the set \{Dw $= 0$\} \setminus Z the function $w$ is $C^2$ (and harmonic), in particular $D^2w = 0$ almost everywhere on this set. In view of this we conclude the $L^2$-summability of $D^2w$ on any domain $B_R \cap (\mathbb{R}^n \setminus Z)$. We note that actually we would need only $L^1$ summability for the next step.

Now with $f = D_iw$ for $i \in \{1, \ldots, n\}$ we can use [BelWic18, Lemma C1] to conclude that the function that takes the value $D_i f$ on $\mathbb{R}^n \setminus \{f = 0\}$ and the value 0 on $\{f = 0\}$ is in $L^2_{\text{loc}}(\mathbb{R}^n)$ and is the distributional $l$-derivative of $f = D_i v$ in $\mathbb{R}^n$. In other words we have obtained that $w \in W^{2,2}_{\text{loc}}$ and so $\Delta w = 0$ on the whole of $\mathbb{R}^n$; so $w$ is everywhere harmonic (recall that adding back the affine function in case (I) does not change the harmonicity of the blow up function $w$).

To conclude the proof of Lemma 8.2 we only need to recall that we have obtained a harmonic function $w$ on $\mathbb{R}^n$ satisfying (29). Then $D_l w$ is harmonic (for any $l$) and with sublinear growth (first inequality in (29)), which implies by Liouville theorem that $D_l w$ is constant. But then we contradict the second inequality in (29).

PROOF OF PROPOSITION 8.2. The estimate follows as in [Sim97] from Lemma 8.2 by means of the “simple abstract lemma” [Sim97, p. 398].

Now we are in a position to prove the De Giorgi-type decay for the “modified $L^2$-excess” of $v$.

PROPOSITION 8.3. Let $v \in C^{1,\alpha}(B_1)$ (with $0 < \alpha < \frac{1}{2}$) solve the PDE (26) on $B_1 \setminus K$. Assume that $\sup_{B_1} |b_{ij}| + |b_{ij}|_{\alpha,B_1} \leq \beta$ and $H \leq H_0$, with
$\beta, H_0$ as in Proposition 8.2. Let $\mu \in (0, 1)$. For every $\theta \in (0, \frac{1}{4})$ there exists $\varepsilon > 0$ (depending on $\theta$) such that if $\int_{B_1} |v|^2 + \frac{H^2}{\varepsilon} \leq \varepsilon$ then

$$
\frac{1}{\theta^{n+2}} \int_{B_0} |v|^2 + \frac{\theta^2}{\varepsilon} H^2 \leq C \theta^{2\mu} \left( \int_{B_1} |v|^2 + \frac{H^2}{\varepsilon} \right).
$$

(30)

PROOF OF PROPOSITION 8.3. We consider a sequence of $v_k$ satisfying the PDE with $H_k$ on the r.h.s. and such that $\int_{B_1} |v_k|^2 + \frac{H_k^2}{\varepsilon} \leq \varepsilon_k \to 0$. Consider the blow-up obtained by dividing by the $L^2$-height excess:

$$
\tilde{v}_k := \frac{v_k}{\left( \int_{B_1} |v_k|^2 + \frac{H_k^2}{\varepsilon_k} \right)^{1/2}}
$$

and note that $\|	ilde{v}_k\|_{C^{1,\alpha}(B_{1/2})}$ is bounded by $C$ independently of $k$ thanks to the a priori Schauder type estimate in Proposition 8.2. This allows to find $\tilde{v} \in C^{1,\alpha}(B_{1/2})$ to which a subsequence of $\tilde{v}_k$ converges in $C^1(B_{1/2})$. Moreover $\|	ilde{v}_k\|_{L^2(B_{1/2})}$ are equibounded $\leq 1$ and for any $R < 1/2$ the norms $\|	ilde{v}_k\|_{W^{1,2}(B_R)}$ are equibounded, implying the strong $L^2$-convergence on every compact set in $B_{1/2}$. Then $\|\tilde{v}\|_{L^2(K)} \leq 1$ independently of $K$ on any compact set $K$ contained in $B_{1/2}$. So $\tilde{v} \in L^2(B_{1/2})$. Moreover $\tilde{v}$ is harmonic on $B_{1/2}$ (by the rescaling properties of the PDE the function $\tilde{v}_k$ solves the PDE (24) with $H_k \leq \varepsilon_k$ on the r.h.s. and we have $C^1$ convergence so we can pass the PDE to the limit) and by $C^1$ convergence we have that $D\tilde{v}(0) = 0$ (since $Dv_k(0) = 0$ for every $k$ as $0 \in T$). Harmonic function theory and the vanishing of the gradient at 0 guarantee the validity of the inequality

$$
\frac{1}{\theta^{n+2}} \int_{B_0} |\tilde{v}|^2 \leq C \theta^{2\mu} \int_{B_{1/2}} |\tilde{v}|^2, \quad \text{with } C = C_n.
$$

By strong $L^2$-convergence on $B_0$ we have, for $k$ large enough (we need to ensure the validity of $\int_{B_0} |\tilde{v} - \tilde{v}_k|^2 < \theta^{n+2+2\mu}$) the inequality

$$
\frac{1}{\theta^{n+2}} \int_{B_0} |v_k|^2 \leq \theta^{2\mu} \left( C_n \int_{B_{1/2}} |\tilde{v}|^2 + 1 \right),
$$

in other words (recall that $\int_{B_{1/2}} |\tilde{v}|^2 \leq 1$), by definition of $\tilde{v}_k$,

$$
\frac{1}{\theta^{n+2}} \int_{B_0} |v_k|^2 \leq (C_n + 1) \theta^{2\mu} \left( \int_{B_1} |v_k|^2 + \frac{H_k^2}{\varepsilon_k} \right).
$$

The desired inequality (30) follows now immediately, since the second term on the l.h.s. of (30) is easily bounded. \hfill \Box

The decay result obtained for (26) immediately applies to the PDE (24) for the semi-difference, upon ensuring the bounds for $b_{ij}$ and $H$ by performing suitable homothetic dilations.

We will now focus on the average of the two sheets and prove a similar decay property. Rather than a PDE for the average, however, we will seek a
PDE for the weighted average $q_1 u_1 + q_2 u_2$. Comparing with the case of the semi-difference, we wish to point out that this time we will have no control over the values of the weighted average at the points corresponding to the “touching set”, nor on the gradient; on the plus side, however, we will have a PDE that is valid across the touching set.

The PDE is obtained from the first variation formula (25): in a first step we have

$$\int \left( \frac{q_1(x) D_i u_1}{\sqrt{1 + |Du_1|^2}} + \frac{q_2(x) D_i u_2}{\sqrt{1 + |Du_2|^2}} \right) D_i \zeta = H \int (q_1(x) - q_2(x)) \zeta,$$

and we can rewrite the braced expression as

$$q_1(x) D_i u_1 \left( 1 + \left( \frac{1}{\sqrt{1 + |Du_1|^2}} - 1 \right) \right)$$

$$+ q_2(x) D_i u_2 \left( 1 + \left( \frac{1}{\sqrt{1 + |Du_2|^2}} - 1 \right) \right)$$

so that the equation becomes

$$\int (q_1(x) D_i u_1 + q_2(x) D_i u_2) D_i \zeta$$

$$= H \int (q_1(x) - q_2(x)) \zeta + \int O(|Du_1|^3) D_i \zeta + \int O(|Du_2|^3) D_i \zeta.$$

Rewriting $q_1(x) D_i u_1 = D_i (q_1(x) u_1) - u_1 D_i q_1$ (and similarly for $u_2$) we get

$$\int D_i (q_1(x) u_1 + q_2(x) u_2) D_i \zeta = H \int (q_1(x) - q_2(x)) \zeta$$

$$+ \int (u_1 D_i q_1 + u_2 D_i q_2) D_i \zeta + \int O(|Du_1|^3 + |Du_2|^3) D_i \zeta.$$

The middle term on the right hand side is zero, since on the support of the distributions $D_i q_1, D_i q_2$ (the touching set of the two graphs, see remark 8.2) we have $u_1 = u_2$ and $D_i q_1 = -D_i q_2$. This gives the PDE for the weighted average $q_1 u_1 + q_2 u_2$:

$$\int D_i (q_1 u_1 + q_2 u_2) D_i \zeta$$

$$= H \int (q_1 - q_2) \zeta + \int O(|Du_1|^3) D_i \zeta + \int O(|Du_2|^3) D_i \zeta.$$

**Choice of excess for the weighted average.** We let, for a reference affine function $L$ and $\rho \in (0, 1]$ (here $\varepsilon > 0$ is a constant to be chosen in Proposi-
tion 8.4 below):
\[
E_L^2(\rho) := \rho^{-n-2} \int_{B_\rho} |q_1 u_1 + q_2 u_2 - L|^2 + \rho^2 \frac{H^2}{\varepsilon} \\
+ \left( \frac{\rho^3}{\varepsilon} \right)^2 \left( [Du_1]_{\alpha,B_\rho}^3 \right)^2 + \left( \frac{\rho^3}{\varepsilon} \right)^2 \left( [Du_2]_{\alpha,B_\rho}^3 \right)^2 .
\]

We will prove the following decay at points where \( u_1 = u_2 \), assuming that 0 is such a point and that we have rotated coordinates so that \( Du_1(0) = Du_2(0) = 0 \) and \( q \) is fixed.

**Proposition 8.4** (De Giorgi decay for the weighted average). Let \( \mu \in (\frac{1}{2}, 1) \) and \( \theta \in (0, \frac{1}{4}) \). Assume that \( Du_1(0) = Du_2(0) = 0 \). There exists \( \varepsilon = \varepsilon(n, \mu, \theta) \) and \( C = C(n, \mu) \) such that, if \( E_L^2(1) \leq \varepsilon \) for a certain \( L \), then there exists \( L' \) for which

\[
E_L^2(\theta) \leq C\theta^{2\mu} E_L^2(1),
\]

\[
|L - L'|^2_{C^1(B_1)} \leq C E_L^2(1).
\]

**Notational remark:** the excess \( E_L^2(\rho) \) computed for the function \( u_k \) will be denoted in the following proof by \( E_L^2(\rho, k) \).

**Proof.** Note that the last two terms in the definition of the excess \( E \) are defined so that they are naturally rescaling under the geometric transformation \( u(rx) \) when evaluating the Hölder seminorm at 0.

Elliptic \( L^2 \)-theory for a PDE as (31) of the form \( \text{div}(\nabla w) = f + \text{div}g \) with \( f \in L^\infty(B_1) \) and \( g \in L^2(B_1(0)) \) give \( \|w\|_{W^{1,2}(B_1)} \leq C(\|w\|_{L^2(B_1)} + \|f\|_{L^\infty(B_1)} + \|g\|_{L^2(B_1)}) \), see e.g. [GilTru, Chap. 8]. Note that we can subtract a linear function from \( q_1 u_1 + q_2 u_2 \) and find (since a linear function is harmonic)

\[
\int D_i (q_1 u_1 + q_2 u_2 - L) D_i \zeta = H \int (q_1 - q_2) \zeta + \int O(|Du_1|^3) D_i \zeta \\\n+ \int O(|Du_2|^3) D_i \zeta
\]

so by the above elliptic estimate,

\[
\|q_1 u_1 + q_2 u_2 - L\|_{W^{1,2}(B_{1/2})} \leq C \left( \|q_1 u_1 + q_2 u_2 - L\|_{L^2(B_1)} \right) \\\n+ Hq + \left( \int_{B_1} O \left( |Du_1|^3 \right)^2 \right)^{1/2} + \left( \int_{B_1} O \left( |Du_2|^3 \right)^2 \right)^{1/2}
\]

Using the fact that \( Du_j(0) = 0 \) and hence \( |Du_1|(x) = |Du_j(x) - Du_j(0)| \leq [Du_j]_{\alpha,B_1} |x|^{\alpha} \) in this gives

\[
\|q_1 u_1 + q_2 u_2 - L\|_{W^{1,2}(B_{1/2})} \leq C \left( \|q_1 u_1 + q_2 u_2 - L\|_{L^2(B_1)} + H + [Du_1]_{\alpha,B_1}^3 + [Du_2]_{\alpha,B_1}^3 \right) \leq KE_L(1).
\]
We can thus perform a blow up argument, assuming to have a sequence \( \varepsilon_k \to 0 \) and \( u^k_1, u^k_2 \) with \( E^2_L(1, k) \leq \varepsilon_k \). Define
\[
\tilde{u}_k = \frac{q_1 u^k_1 + q_2 u^k_2 - L}{E_L(1, k)}.
\]
The elliptic estimate just discussed gives that \( \|\tilde{u}_k\|_{W^{1,2}(B_{1/2})} \leq K \) and therefore \( \tilde{u}_k \to \tilde{u} \in W^{1,2}(B_{1/2}) \) strongly in \( L^2(B_{1/2}) \) and weakly in \( W^{1,2}(B_{1/2}) \). The blow up function \( \tilde{u} \) is harmonic on \( B_{1/2} \). Indeed the PDE (31) for \( \tilde{u}_k \) is of the form
\[
\int D_i \tilde{u}_k D_i \zeta = \int f_k \zeta + \int g_k D_i \zeta
\]
with \( |f_k| \leq \varepsilon_k \) and \( |g_k| \leq \varepsilon_k \), for any \( \zeta \in C^\infty_c(B_{1/2}) \). Passing to the limit thanks to the \( W^{1,2} \)-weak convergence on the left-hand-side we get
\[
\int_{B_{1/2}} D_i \tilde{u} D_i \zeta = 0,
\]
as desired. By the harmonicity of \( \tilde{u} \) we get an affine function \( \tilde{L}' \) (tangent to the graph of \( \tilde{u} \) above the origin) and a constant \( \tilde{C} = C(n, \mu) \) such that
\[
\theta^{-n-2} \int_{B_\theta} |\tilde{u} - \tilde{L}'|^2 \leq \tilde{C} \theta^{2\mu} \int_{B_{1/2}} |\tilde{u}|^2.
\]
Recalling the definition of \( \tilde{u}_k \) and by the \( L^2 \)-strong convergence to \( \tilde{u} \) we can see that for \( k \) large enough it holds
\[
\theta^{-n-2} \int_{B_\theta} |q_1 u^k_1 + q_2 u^k_2 - L - E_L(1, k) \tilde{L}'|^2 \leq \left( \tilde{C} \int_{B_{1/2}} |\tilde{u}|^2 + 1 \right) \theta^{2\mu} E^2_L(1, k),
\]
and we can set \( \tilde{L}' \) to be the affine function \( L + E_L(1, k) \tilde{L}' \) and recall that \( \int_{B_{1/2}} |\tilde{u}|^2 \leq K \) (the constant in the elliptic estimate): this bounds the first term in the excess that appears on the left-hand-side of (32). The remaining three terms of the excess on the left-hand-side of (32) are easily bounded by using \( \theta \leq 1 \) and \([Du_j]_{\alpha,B_\theta} \leq [Du_j]_{\alpha,B_1} \) (for \( j = 1, 2 \)).

Note that \( \nabla \tilde{u} \) is harmonic and so by the mean vaue theorem \( |\nabla \tilde{L}'| = |\nabla \tilde{u}(0)| \) and \( |\tilde{u}(0)| = |\tilde{L}'(0)| \leq \|\tilde{u}\|_{L^2(B_{1/2})} \leq K \), so \( |\tilde{L}'|_{C^1(B_1)} \leq \|\tilde{u}\|_{W^{1,2}(B_{1/2})} \leq K \) (the constant in the elliptic estimate). We therefore have also obtained the desired control (33) over the tilting of the plane. \( \square \)

**Remark 8.3 (Iteration step).** We can iteratively apply Proposition 8.4. Start with the given \( u_1 \) and \( u_2 \) with coordinates set such that \( u_1(0) = u_2(0) = 0 \) and \( Du_1(0) = Du_2(0) = 0 \). If the varifold was dilated enough we can also ensure smallness of \( H \) and of \([Du_j]_{\alpha,B_1} \) in order to have \( E^2_L(1) \leq \varepsilon \) (at this initial step the choice of \( L = 0 \) will do). Now consider the homotetic dilation of a factor \( \theta \) (which dilates the ball \( B^{n+1}_\theta(0) \) to the unit ball \( B^{n+1}_1(0) \)). The corresponding transformations for the two graphs are
\( \tilde{u}_1(x) = \frac{u_1(\theta x)}{\theta} \) and \( \tilde{u}_2(x) = \frac{u_2(\theta x)}{\theta} \). Setting \( \tilde{f}(x) = \frac{f(\theta x)}{\theta} \) we have that
\[
\int_{B_1} \tilde{f}^2 = \int_{B_1} \frac{f(\theta x)^2}{\theta^2} = \frac{1}{\theta^{n+2}} \int_{B_\theta} f^2. 
\]
Therefore for \( q_1 \tilde{u}_1 + q_2 \tilde{u}_2 \) we find
\[
\int_{B_1} |q_1 \tilde{u}_1 + q_2 \tilde{u}_2 - \tilde{L}'|^2 = \theta^{-n-2} \int_{B_\theta} |q_1 u_1^k + q_2 u_2^k - L'|^2,
\]
where \( \tilde{L}' \) is the affine function obtained by dilating \( L' \).

Consider the PDE (31) written for \( q_1 \tilde{u}_1 + q_2 \tilde{u}_2 \), with \( \tilde{u}_1, \tilde{u}_2, \tilde{H} \) and note that \( \tilde{H} = \theta H \) by rescaling properties. Therefore the second term \( \frac{1}{2} \theta^2 H^2 \) that appears (for \( q_1 u_1 + q_2 u_2 \)) in \( E^2(\theta) \) is equal to \( \frac{1}{2} \tilde{H}^2 \), i.e. the second term that appears in \( E^2(1) \) for \( q_1 \tilde{u}_1 + q_2 \tilde{u}_2 \).

The dilation preserves the fact that \( \tilde{u}_1 = \tilde{u}_2 = D\tilde{u}_1 = D\tilde{u}_2 = 0 \) at the origin. Moreover, since \( D\tilde{u}_1(x) = Du_1(\theta x) \) we have
\[
[D\tilde{u}_1]_{\alpha,B_1} = \sup_{x,y \in B_1} \frac{|D\tilde{u}_1(x) - D\tilde{u}_1(y)|}{|x - y|^\alpha} = \theta^\alpha \sup_{x,y \in B_1} \frac{|Du_1(\theta x) - Du_1(\theta y)|}{|\theta x - \theta y|^\alpha}
\]
and therefore (for \( j \in \{1, 2\} \)) the term \( \theta^{3\alpha}[Du]_{\alpha,B_\theta}^2 \) that appears (for \( q_1 u_1 + q_2 u_2 \)) in \( E^2(\theta) \) is equal to the term \( [Du_{j\alpha,B_1}]^2 \) that appears, for \( q_1 \tilde{u}_1 + q_2 \tilde{u}_2 \), in \( E^2(1) \).

In other words we have seen that the excess (for \( q_1 \tilde{u}_1 + q_2 \tilde{u}_2 \)) \( E^2_{L'}(1) \) is exactly equal to the excess \( E^2_L(\theta) \) of \( q_1 u_1 + q_2 u_2 \) at scale \( \theta \) with respect to \( L' \) and so the decay (32) ensures that the smallness condition of the excess at scale 1 is still satisfied by \( q_1 \tilde{u}_1 + q_2 \tilde{u}_2 \), upon choosing \( \theta \) small enough so that \( C\theta^{2\mu} < 1 \), which can be done since \( C \) does not depend on \( \theta \). We are thus able to apply Proposition 8.4 to \( \tilde{u}_1, \tilde{u}_2 \) and iterate. Rescaling back to the original picture this iteration gives, for \( d \in \mathbb{N} \), an affine function \( L^{(d)} \) such that
\[
E^2_{L^{(d)}}(\theta^d) \leq C^d \theta^{2d}\mu d E^2_L(1).
\]
Moreover the second line in (33) gives the convergence of \( L^{(d)} \) to a certain affine function \( L_\infty \) (both the gradients and the translations, in the original picture, converge by the geometric control provided by the inequality). Note that \( C \) is independent of \( \theta \).

Choosing \( 0 < \delta < \mu \) (\( \delta \) much smaller than \( \mu \)) and \( \theta \) small enough
\[
E^2_{L_\infty}(\rho) \leq \rho^{2(\mu - \delta)} E^2_{L_\infty}(1).
\]
Moreover we know that \( Du_1(0) = Du_2(0) = 0 \): this means that \( L_\infty \) is actually the zero-function and the previous inequality shows how the excess decays to it.

An analogous iteration argument applies to \( u_1 - u_2 \) based on the decay established in Proposition 8.3.

**Proof of Proposition 8.1.** By translating and rotating appropriately and applying the above decay results, we obtain \( L^2 \) average decay of \( u_1 \) and \( u_2 \) at every touching singularity to an affine function. Moreover away from
the L₂ has zero 8.5 below we will ensure a

\[ \int_B (\delta_{ij} + b_{ij}(Du_a, Du_v)) D_k D_j v D_i (\gamma_\delta(D_k v)\zeta) \]

+ \[ \int_B D_k ((\delta_{ij} + b_{ij}(Du_a, Du_v))) D_j v D_i (\gamma_\delta(D_k v)\zeta) = 0. \]

Standard computations, with the notation \( b_{ij}(p, q) \) and \( p = (p_1, \ldots, p_n) \), \( q = (q_1, \ldots, q_n) \), yield

\[ \int_{|D_k v| > \delta} (\delta_{ij} + b_{ij}(Du_a, Du_v))(D_j D_k v)(D_i D_k v)\zeta \]

+ \[ \int_{|D_k v| > \delta} (D_q b_{ij})(Du_a, Du_v) D_k D_l v D_j v D_i D_k v \zeta \]

\[ = - \int_{|D_k v| > \delta} (\delta_{ij} + b_{ij}(Du_a, Du_v))(D_j D_k v)\gamma_\delta(D_k v) D_i \zeta \]

\[- \int_{|D_k v| > \delta} (D_q b_{ij})(Du_a, Du_v) D_k D_l v D_j v \gamma_\delta(D_k v) D_i \zeta \]

\[- \int_{|D_k v| > \delta} (D_p b_{ij})(Du_a, Du_v) D_k D_l u_a D_j v D_i D_k v \zeta \]

\[- \int_{|D_k v| > \delta} (D_p b_{ij})(Du_a, Du_v) D_k D_l u_a D_j v \gamma_\delta(D_k v) D_i \zeta \]

\[ (34) \]

8.4. W²,² estimates. The aim of this section is to conclude that \( v \in W^{2,2}_\text{loc}(B) \). The function \( v \) solves (24) for test functions \( \zeta \) compactly supported in \( B^1_1 \setminus T \). By assumption \( v = 0, Dv = 0 \) on \( T \). Moreover \( v > 0 \) on \( B \setminus T \) and \( Dv \) is Hölder continuous on \( B \) and actually \( C^1 \) on \( B \setminus T \) (the fact that \( T \) has zero \( \mathcal{H}^n \)-measure is not needed for this argument). With Proposition 8.5 below we will ensure a \( L^2 \)-bound for \( D^2 v|_{B \setminus T} \): once this is achieved, [BelWic18, Lemma C1] will immediately imply that \( v \in W^{2,2}_\text{loc}(B) \).

PROPOSITION 8.5. We have the summability statement \( \int_{B \setminus T}|D^2 v|^2 < \infty \).

The proof occupies the rest of this section. For the purpose of obtaining the \( L^2 \)-bound for \( D^2 v|_{B \setminus T} \) we will use the PDE (24) with the test function \( D_k(\gamma_\delta(D_k v)\zeta) \) and \( \zeta \in C^\infty_c(B) \) (for a fixed \( k \)), where, for \( \delta > 0, \gamma_\delta : \mathbb{R} \to \mathbb{R} \) is a smooth non-decreasing function such that \( \gamma_\delta(t) = 0 \) for \( |t| < \delta/2 \), \( \gamma_\delta(t) = t - \delta \) for \( t > \delta, \gamma_\delta(t) = t + \delta \) for \( t < -\delta \) and \( \gamma_\delta'(t) \leq 1 \) for all \( t \in \mathbb{R} \). Plugging in, switching the order of differentiation and integrating by parts we obtain

\[ \int_B (\delta_{ij} + b_{ij}(Du_a, Du_v)) D_k D_j v D_i (\gamma_\delta(D_k v)\zeta) \]

+ \[ \int_B D_k ((\delta_{ij} + b_{ij}(Du_a, Du_v))) D_j v D_i (\gamma_\delta(D_k v)\zeta) = 0. \]

\[ \int_{|D_k v| > \delta} (\delta_{ij} + b_{ij}(Du_a, Du_v))(D_j D_k v)(D_i D_k v)\zeta \]

+ \[ \int_{|D_k v| > \delta} (D_q b_{ij})(Du_a, Du_v) D_k D_l v D_j v D_i D_k v \zeta \]

\[ = - \int_{|D_k v| > \delta} (\delta_{ij} + b_{ij}(Du_a, Du_v))(D_j D_k v)\gamma_\delta(D_k v) D_i \zeta \]

\[- \int_{|D_k v| > \delta} (D_q b_{ij})(Du_a, Du_v) D_k D_l v D_j v \gamma_\delta(D_k v) D_i \zeta \]

\[- \int_{|D_k v| > \delta} (D_p b_{ij})(Du_a, Du_v) D_k D_l u_a D_j v D_i D_k v \zeta \]

\[- \int_{|D_k v| > \delta} (D_p b_{ij})(Du_a, Du_v) D_k D_l u_a D_j v \gamma_\delta(D_k v) D_i \zeta \]

\[ (34) \]
and relabelling indexes in the second term on the left-hand-side we can rewrite the left hand side of the previous equality \((34)\) in the form

\[
(35) \quad \int_{|D_k v| > \delta} (\delta_{ij} + b_{ij}(Du_a, Dv)) (D_j D_k v)(D_i D_k v) \zeta \\
+ \int_{|D_k v| > \delta} (D_q b_{il})(Du_a, Dv) D_k D_j v D_l u_a D_i D_k v \zeta.
\]

Here notice that the matrix whose coefficients are

\[
\delta_{ij} + b_{ij}(Du_a, Dv) + \sum_l (D_l v)(D_q b_{il})(Du_a, Dv)
\]

is uniformly positive definite (by the smallness of \(b_{ij}\) in \(C^1\)-norm and the Hölder continuity of \(Du_a\) and \(Dv\) with \(Du_a(0) = Dv(0) = 0\); either start with a good dilation so that these quantities are small enough, or work at this stage in a small enough ball around 0). So there exists \(c > 0\) (independent of \(\delta\)) such that

\[
(36) \quad c \int_{|D_k v| > \delta} |\nabla(D_k v)|^2 \zeta \leq (35) \quad \text{for all } \zeta \geq 0.
\]

Recall that \((35)\) is the left-hand side of \((34)\) and so we can replace \((35)\) by the right-hand side of \((34)\). Therefore we will now analyse the four terms on the right-hand side of \((34)\) and find suitable bounds. We begin with the third term: by Young’s inequality, choosing \(\varepsilon > 0\) small compared to \(c\) in \((36)\), we find

\[
(37) \quad \left| \int_{|D_k v| > \delta} (D_p b_{ij})(Du_a, Dv) D_k D_l u_a D_j v D_i D_k v \zeta \right| \\
\leq \frac{1}{\varepsilon} \int_{|D_k v| > \delta} |(D_p b_{ij})(Du_a, Dv)|^2 |D_k D_l u_a|^2 |D_j v|^2 \zeta + \varepsilon \int_{|D_k v| > \delta} |D_i D_k v|^2 \zeta.
\]

The second term on the r.h.s. of \((37)\) will be absorbed on the left-hand side of \((36)\): it is not a priori clear, however, that the first term on the r.h.s. of \((37)\) is summable with a uniform bound, independently of \(\delta\). This is obtained in the following lemma (which will also be needed later on in Sect. 8.5).

**Lemma 8.3.** We have the following summability statements:

\[
\int_{B \setminus T} |D^2 u_a|^2 |D_j v|^2 \zeta < \infty \quad \text{and} \quad \int_{B \setminus T} |D^2 v|^2 |D_j v|^2 \zeta < \infty.
\]
PROOF. The summability of $\int_{B \setminus T} |D^2 u_a|^2 |D_j v|^2$ comes from the following observations. Let $x \in B \setminus T$ and take the largest open ball $B_R(x)$ that is disjoint from $T$, so that $R = \text{dist}(x, T)$. Then $\exists y \in T \cap \partial B_R(x)$. The function $D_l u_1$ satisfies (by differentiating the CMC equation)

$$
\int_{B_R(x)} \frac{1}{\sqrt{1 + |Du_1|^2}} \left( \delta_{ij} - \frac{D_i u_1 D_j u_1}{1 + |Du_1|^2} \right) D_j (D_l u_1) D_i \zeta = 0
$$

with uniform ellipticity on $B \setminus T$. In other words $f = D_l u_1$ satisfies $\text{div}(A \nabla f) = 0$ with $A = (a_{ij})_{i,j=1}^n$, where $a_{ij} = \frac{\partial a^i}{\partial p_j}(Du_1) = \frac{1}{\sqrt{1 + |Du_1|^2}} \left( \delta_{ij} - \frac{D_i u_1 D_j u_1}{1 + |Du_1|^2} \right)$ and $a^i(p) = \frac{\partial_i}{\sqrt{1 + |p|^2}}$, so $a_{ij}$ are smooth uniformly elliptic entries (we can assume that $\nabla u_1$ is small) and hence by Schauder estimates, we have that for any constant $\lambda_1 \in \mathbb{R}$,

$$
|\nabla (D_l u_1)|(x) \leq C \sup_{R_{B_R(x)}} |D_l u_1 - \lambda_1|.
$$

Similarly, for any constant $\lambda_2 \in \mathbb{R}$,

$$
|\nabla (D_l u_2)|(x) \leq C \sup_{R_{B_R(x)}} |D_l u_2 - \lambda_2|.
$$

Taking the average $u_a = \frac{u_1 + u_2}{2}$ we get

$$
\nabla (D_l u_a) = \frac{1}{2}(\nabla (D_l u_1) + \nabla (D_l u_2))
$$

so from (39) and (40) we infer, after choosing $\lambda_1 = D_l u_1(y)$ and $\lambda_2 = D_l u_2(y)$ and using the Hölder continuity of $Du_1$ and $Du_2$, that $|D^2 u_a|(x) \leq C\text{dist}(x, T)^{\alpha - 1}$. Therefore

$$
\int_{B \setminus T} |D^2 u_a|^2 |D_j v|^2 \zeta \leq \int_{B \setminus T} \text{dist}(x, T)^{2(\alpha - 1)} \zeta < \infty
$$

since we can choose $\alpha \geq \frac{1}{2}$, as proved in Proposition 8.1. Note that the same summability behaviour can be obtained for $v = \frac{u_1 - u_2}{2}$, i.e. $|D^2 v|(x) \leq C\text{dist}(x, T)^{\alpha - 1}$ and

$$
\int_{B \setminus T} |D^2 v|^2 |D_j v|^2 \zeta \leq \int_{B \setminus T} \text{dist}(x, T)^{2(\alpha - 1)} \zeta < \infty.
$$

Lemma 8.3 establishes the desired bound on the first term on the r.h.s. of (37). In order to conclude the $L^2$-bound for $D^2 v|_{B \setminus T}$ in Proposition 8.5, we now go back to the remaining three terms on the right hand side of (34). Let us analyse the second:
Theorem 7.3. While it is indeed true that the PDE for a straightforward consequence, complete the proof of (iv), i.e. the inductive need is the extension of the PDE for an arbitrary test functions $\zeta \in C_0^\infty(B)$. Moreover it vanishes everywhere on the set $T$ (since $Dv$ vanishes there) and it is Hölder continuous on $B$. Indeed for $y \in T$ and $x \in B \setminus T$ we have (recall that $0 < q_1(x) < q$)

$$
|f(x) - f(y)| = |f(x)| = |q_1(x)|\delta_{ij} + b_{ij}(Du_a, Dv)||D_j v| \leq K_{b_{ij}, q}|Dv(x)| = K_{b_{ij}, q}|Dv(x) - Dv(y)| \leq K_{b_{ij}, q}|x - y|^\alpha.
$$

For $x, y \in B \setminus T$ and $x$ and $z$ in distinct connected components of $B \setminus T$ we consider the segment joining $x$ and $z$, which must intersect $T$ at a point $y$. Then $|f(x) - f(z)| \leq |f(x) - f(y)| + |f(z) - f(y)| \leq K_{b_{ij}, q}|x - y|^\alpha + K_{b_{ij}, q}|z - y|^\alpha \leq 2K_{b_{ij}, q}|x - z|^\alpha$. For $x, y$ in the same connected component of $B \setminus T$ then $q_1$ is constant, so the Hölder continuity follows.

8.5. Higher regularity conclusions. Consider the PDE for $v$ (24): the aim of this subsection is to extend the PDE for $v$ across $T$ and, as a straightforward consequence, complete the proof of (iv), i.e. the inductive step of Theorem 7.3. While it is indeed true that the PDE for $v$ is valid for arbitrary test functions $\zeta \in C_0^\infty(B)$ (this can be proved exactly with the same argument that we are going to use in this subsection) what we will need is the extension of the PDE for $v$ that takes into account multiplicities as well.

Consider the function $f(x) = q_1(x)(\delta_{ij} + b_{ij}(Du_a, Dv))D_j v$ on $B$. Recall that $q_1$ is constant on each connected component of $B \setminus T$. The function $f$ is $C^1$ on $B \setminus T$ and its derivative is summable on $B \setminus T$, in view of the bounds established in Lemma 8.3. Moreover it vanishes everywhere on the set $T$ (since $Dv$ vanishes there) and it is Hölder continuous on $B$. Indeed for $y \in T$ and $x \in B \setminus T$ we have (recall that $0 < q_1(x) < q$)

$$
|f(x) - f(y)| = |f(x)| = |q_1(x)|\delta_{ij} + b_{ij}(Du_a, Dv)||D_j v| \leq K_{b_{ij}, q}|Dv(x)| = K_{b_{ij}, q}|Dv(x) - Dv(y)| \leq K_{b_{ij}, q}|x - y|^\alpha.
$$

For $x, y \in B \setminus T$ and $x$ and $z$ in distinct connected components of $B \setminus T$ we consider the segment joining $x$ and $z$, which must intersect $T$ at a point $y$. Then $|f(x) - f(z)| \leq |f(x) - f(y)| + |f(z) - f(y)| \leq K_{b_{ij}, q}|x - y|^\alpha + K_{b_{ij}, q}|z - y|^\alpha \leq 2K_{b_{ij}, q}|x - z|^\alpha$. For $x, y$ in the same connected component of $B \setminus T$ then $q_1$ is constant, so the Hölder continuity follows.

$q_1$ is not really defined on $T$ but we just set the function to be 0 since $Dv$ vanishes.
We then have by [BelWic18, Lemma C1] that the distributional derivative of \( f \) on \( B \) is an \( L^1 \) function, namely is just the classical derivative on \( B \setminus T \) extended by setting it to be 0 on \( T \). So we have \( f \in W^{1,1}(B) \). We then have, for an arbitrary \( \zeta \in C_c^\infty(B) \):

\[
\int_B q_1(x)(\delta_{ij} + b_{ij}(Du_a, Dv))D_j v D_i \zeta
= - \int_B D_i (q_1(x)(\delta_{ij} + b_{ij}(Du_a, Dv))D_j v) \zeta
= - \int_{B \setminus T} D_i (q_1(x)(\delta_{ij} + b_{ij}(Du_a, Dv))D_j v) \zeta
= - \int_{B \setminus T} q_1(x)D_i ((\delta_{ij} + b_{ij}(Du_a, Dv))D_j v) \zeta = - \int_{B \setminus T} q_1(x)H \zeta,
\]

where in the second equality we use the fact that \( T \) has measure 0, in the third equality the fact that \( q_1 \) is locally constant on \( B \setminus T \) and in the last equality the fact that \( D_i ((\delta_{ij} + b_{ij}(Du_a, Dv))D_j v) = H \) on \( B \setminus T \) (by the PDE (24), which is valid in its strong form on \( B \setminus T \) since \( v \) is \( C^2 \) there). Since \( T \) has zero measure we can write the last term of the previous chain of equalities as \(- \int_B q_1(x)H \zeta\); in conclusion we find a version of the PDE for \( v \) that holds on the whole of \( B \) also when we take multiplicity into account, namely:

\[
(44) \quad \int_B q_1(x)(\delta_{ij} + b_{ij}(Du_a, Dv))D_j v D_i \zeta = - \int_B q_1(x)H \zeta.
\]

Now consider the first variation identity (25), valid for any arbitrary \( \zeta \in C_c^\infty(B) \):

\[
\int_B \left( \frac{q_1(x)D_i u_1}{\sqrt{1 + |Du_1|^2}} + \frac{q_2(x)D_i u_2}{\sqrt{1 + |Du_2|^2}} \right) D_i \zeta = \int_B (q_1(x) - q_2(x))H \zeta.
\]

We rewrite it, using \( q_2(x) = q - q_1(x) \), as

\[
\int_B q \frac{D_i u_2}{\sqrt{1 + |Du_2|^2}} D_i \zeta + \int_B q_1(x) \left( \frac{D_i u_1}{\sqrt{1 + |Du_1|^2}} - \frac{D_i u_2}{\sqrt{1 + |Du_2|^2}} \right) D_i \zeta = \int_B (2q_1(x) - q)H \zeta.
\]

The term \( \left( \frac{D_i u_1}{\sqrt{1 + |Du_1|^2}} - \frac{D_i u_2}{\sqrt{1 + |Du_2|^2}} \right) \) is exactly \( 2(\delta_{ij} + b_{ij}(Du_a, Dv))D_j v \), as computed pointwise when we obtained the PDE (24) for \( v \) (it is 0 on \( T \)). Using (44) we then find

\[
\int_B q \frac{D_i u_2}{\sqrt{1 + |Du_2|^2}} D_i \zeta = - \int qH \zeta.
\]

Simplifying \( q \) we have the standard CMC equation in weak form for \( u_2 \), where the test function \( \zeta \) is arbitrary and \( u_2 \in C^{1,\alpha}(B) \). The difference
quotients method yields $u_2 \in W^{2,2}(B)$ and differentiating the PDE proves $Du_2$ is $C^{1,\alpha}$. Bootstrapping yields $u_2 \in C^\infty$.

With the conclusions obtained so far we have achieved the proof of the Higher Regularity Theorem 7.3 subject to the inductive assumptions, i.e. step (iv) of the general inductive program from Sect. 7. At this stage the entire induction process is complete, and with it the proof of Theorem 6.2 (and consequently Theorem 6.1 is proved as well).

9. Curvature estimates for weakly stable CMC hypersurfaces

Theorem 6.3 above—the Compactness Theorem—is a qualitative statement implied by the curvature estimate of Theorem 7.1—the Sheeting Theorem—which is in essence the quantitative version of the Compactness Theorem. However, note that the Compactness Theorem holds under the assumption of weak stability, i.e. stability for volume preserving deformations (which is the natural stability assumption for non-minimal CMC hypersurfaces), whereas the Sheeting Theorem stated as above assumes strong stability. In this section and the next, we shall briefly discuss how the Compactness Theorem can in turn be used to strengthen the Sheeting Theorem by weakening the strong stability assumption to weak stability.

We begin with a statement of the estimate in non-singular dimensions (i.e. in dimensions $\leq 6$). In these dimensions the result holds under weaker hypotheses than in general dimensions, in complete analogy with the long known curvature estimates for strongly stable minimal hypersurfaces ([SSY75, SchSim81]).

Theorem 9.1 (Pointwise curvature estimate in low dimension). For each $H_0 > 0$ and $\Lambda \geq 1$, there exists $C = C(H_0, \Lambda)$ such that the following holds: Let $2 \leq n \leq 6$ and let $\Sigma \subset B_R(0) \subset \mathbb{R}^{n+1}$ be a smooth immersed hypersurface with $(\Sigma \setminus \Sigma) \cap B_R(0) = \emptyset$, $H^n(\Sigma) \leq \Lambda R^n$ and with constant scalar mean curvature $H$ such that $|H| \leq H_0 R^{-1}$. Assume that $\Sigma$ is weakly stable as a CMC immersion. If $n = 6$ suppose additionally either that $\Sigma$ contains no point of transverse self-intersection (or equivalently, by the maximum principle, for each point $p \in \Sigma$ where $\Sigma$ is not embedded, there is $\rho > 0$ such that $\Sigma \cap B_{\rho+1}^n(p)$ is the union of at two embedded smooth CMC hypersurfaces intersecting only tangentially), or that $\Lambda = 3 - \delta$ for some $\delta \in (0, 1)$.

Then

$$\sup_{x \in \Sigma \cap B_{R/2}(0)} |A_\Sigma|(x) \leq CR^{-1},$$

where $A_\Sigma$ denotes the second fundamental form of $\Sigma$.

Remark 1. When $n = 2$, an even stronger result, namely, a curvature estimate without the bounded area assumption, is known ([Ye96, EM12]); it is a consequence of the strong Bernstein type theorems known in this dimension ([BarDoC84, BDE88, Pal86, DaS87, LopRos89]).
Remark 2. The reason, in case \( n = 6 \), for the additional restrictions in Theorem 9.1 (that either \( \Sigma \) has no transverse points or \( \Lambda = 3 - \delta \)) is that it is not known if a pointwise curvature estimate holds for 6-dimensional immersed strongly stable minimal hypersurfaces satisfying an arbitrary mass bound; such an estimate is only known to hold if the minimal hypersurface is either embedded ([SchSim81]) or is immersed and satisfies a mass bound corresponding to \( \Lambda = 3 - \delta \) for some \( \delta \in (0, 1) \) ([Wic08]). See Proposition 10.1 below.

In general dimensions, we have the following:

**Theorem 9.2 (Sheeting Theorem).** Let \( \Lambda, H_0 > 0 \) and \( n \geq 2 \). Suppose that \( \Sigma \subset B_R(0) \subset \mathbb{R}^{n+1} \) is an immersed hypersurface with \( \mathcal{H}^n(\Sigma) \leq \Lambda R^n \), with constant scalar mean curvature \( H \) such that \( |H| \leq H_0 R^{-1} \) and with \( \mathcal{H}^{n-7+\alpha}(\Sigma \setminus \Sigma) \cap B_R(0) = 0 \) for all \( \alpha > 0 \). Suppose that \( \Sigma \) contains no point of transverse self-intersection (or equivalently, by the maximum principle, for each \( p \in \Sigma \) where \( \Sigma \) is not embedded there is \( \rho > 0 \) such that \( \Sigma \cap B^R(\rho)(p) \) is the union of exactly two embedded smooth CMC hypersurfaces intersecting only tangentially), and that \( \Sigma \) is weakly stable as a CMC immersion. There exists \( \delta_0 = \delta_0(n, H_0, \Lambda) \) so that if additionally

\[
\Sigma \subset \{|x^{n+1}| \leq \delta_0 R\}
\]

then \( \Sigma \cap \left(B^n_{R/2}(0) \times \mathbb{R}\right) \) is equal to the union of the graphs of finitely many ordered functions \( u_1 \leq \cdots \leq u_k \) defined on \( B^n_{R/2}(0) := B_{R/2}(0) \cap \{x^{n+1} = 0\} \) and satisfying

\[
\sup_{B^n_{R/2}(0)} (|Du_i| + R|D^2 u_i|) \leq C \left(R^2 H^2 + R^{n-2} \int_{B_R(0) \cap \Sigma} (x^{n+1})^2 \right)^{\frac{1}{2}}
\]

for \( i = 1, \ldots, k \), where \( C = C(n) \); moreover, each \( u_i \) is a smooth CMC graph.

Remark 3. The conclusion of Theorems 9.2 clearly fails (even for strongly stable minimal hypersurfaces) for \( n \geq 7 \) without the flatness assumption \( \Sigma \subset \{|x^{n+1}| \leq \delta_0 R\} \), as seen by the construction of Hardt–Simon [HS85]. We also note that singularities do occur in stable CMC hypersurfaces (with \( H \neq 0 \)) of dimension \( \geq 7 \), as shown in [Irv17] modifying earlier work of Caffarelli–Hardt–Simon ([CHS84]) giving a construction of singular minimal hypersurfaces.

It is interesting to note the following: Consider a CMC hypersurface \( \Sigma \) immersed in \( \mathbb{R}^{n+1} \) with mean curvature \( H \) (possibly equal to zero). Recall that the Morse index \( I(\Sigma) \) of \( \Sigma \) is the number of negative Dirichlet eigenvalues (counting with multiplicity) of the Jacobi operator \( L : C^2(\Sigma) \to \mathbb{R} \) given by \( L\phi = -\Delta \phi - |A_\Sigma|^2 \phi \). It is readily checked that if \( \Sigma \) is weakly stable, then
On the other hand, Theorem 9.2, and hence also Theorem 9.1 above, are *false* in every dimension \( \geq 2 \) if we replace “\( \Sigma \) is weakly stable” with “\( \Sigma \) satisfies \( I(\Sigma) = 1 \).” This can be seen by considering rescalings of the higher-dimensional Catenoid (the unique non-flat rotationally symmetric minimal hypersurface in \( \mathbb{R}^{n+1} \)) which converge weakly to a hyperplane with multiplicity two, but do not have uniformly bounded curvature (and hence do not satisfy the conclusion of Theorem 9.2). In the context of Theorem 9.1 and Theorem 9.2, the crucial difference between “weakly stable” and “\( I(\Sigma) = 1 \)” is that complete weakly stable surfaces cannot have two ends at infinity while index one surfaces can (e.g., the Catenoid). Indeed, the one-endedness of weakly stable entire minimal hypersurfaces, a result due to Chen, Cheung and Zhou ([CCZ08]), is a key ingredient of our proofs of Theorem 9.1 and Theorem 9.2.

### 10. Proof of the curvature estimates

Theorem 9.1 and Theorem 9.2 generalise, respectively, the Schoen–Simon–Yau curvature estimates ([SSY75]) and the Schoen–Simon Sheeting Theorem ([SchSim81]) for strongly stable minimal (and certain other) hypersurfaces, by relaxing strong stability to weak stability. The methods used in [SSY75, SchSim81] involve the use of *positive* test functions in the stability inequality, and since they never integrate to zero, it is not clear how one could directly adapt these methods to the setting of weak stability. The strategy employed in [BCW18] in the proofs of Theorem 9.1 and Theorem 9.2 is different; it is a geometric approach that combines the results of [SSY75, SchSim81] with the fact that complete weakly stable minimal hypersurfaces have only one end, a result established by Cheng–Cheung–Zhou ([CCZ08]) for non-singular hypersurfaces and generalized in [BCW18] (in a fairly straightforward manner) to allow a small singular set. (This generalization, Theorem 10.1 below, is only necessary for Theorem 9.2.)

A key difficulty in the proof of Theorem 9.2 is to correctly “localize” the one-end result in order to transfer the “flatness” from large to small scales (see Remark 4). This is handled by a careful blow-up procedure relying on the aforementioned Compactness Theorem (Theorem 6.3) for weakly stable CMC hypersurfaces and a rigidity theorem (Lemma 10.1 below) due to Simons ([JSim68]) for minimal hypersurfaces of spheres.

#### 10.1. One-endedness-at-infinity of weakly stable minimal hypersurfaces

We begin by describing the one end result we shall need, given precisely in Theorem 10.1 below. In the absence of singularities this result

---

10 If \( I(\Sigma) \geq 2 \), then there are two \( L^2 \) orthogonal functions \( \phi_1, \phi_2 \in C^2(\Sigma) \setminus \{0\} \) and numbers \( \lambda_1, \lambda_2 < 0 \) such that \( \Delta \phi_j + |A_\Sigma|^2 \phi_j = -\lambda_j \phi_j \) for \( j = 1, 2 \), whence by direct calculation using integration by parts we see that the function \( \phi = c_1 \phi_1 + c_2 \phi_2 \), where \( c_1, c_2 \) are constants, satisfies \( \int_\Sigma |A_\Sigma|^2 \phi^2 - |\nabla \phi|^2 = -c_1^2 \lambda_1 \int_\Sigma \phi_1^2 - c_2^2 \lambda_2 \int_\Sigma \phi_2^2 > 0 \) provided not both \( c_1, c_2 \) are zero. This contradicts weak stability of \( \Sigma \) if we choose \( c_1, c_2 \) such that \( \int_\Sigma \phi = 0 \).
was proven by Cheng–Cheung–Zhou [CCZ08], generalizing the earlier work of Cao–Shen–Zhu [CSZ97] establishing the same result for strongly stable minimal hypersurfaces. The proof of the result allowing a small singular set, which is needed for the present purposes, follows closely the argument of [CCZ08] (reproduced in [BCW18], Theorem 7) but with a little additional care, as described below, to handle the presence of singularities.

**Theorem 10.1 ([BCW18], Theorem 8).** For \( n \geq 3 \), suppose that \( V \) is a stationary integral \( n \)-varifold in \( \mathbb{R}^{n+1} \) with \( \text{spt} \| V \| \) connected, \( \dim_H (\text{sing} \, V) \leq n - 7 \) and with \( \text{sing} \, V \subset B_1(0) \). Assume that the regular part \( \text{spt} \| V \| \setminus \text{sing} \, V \) is weakly stable. Then \( \text{spt} \| V \| \) has exactly one end at infinity.

**Proof (sketch).** Let \( M = \text{spt} \| V \| \setminus \text{sing} \, V \) and suppose that \( M \) has two (or more) ends at infinity. The proof proceeds as in the non-singular case ([CCZ08, Theorem 3.2] reproduced in [BCW18, Theorem 7], together with [CSZ97, Lemma 2]) with a few additional arguments. First we note that by [Ilm96, Theorem A (ii)], \( \text{sing} \, V \) does not disconnect \( \text{spt} \| V \| \), so \( M \) is connected. This is needed at the end of the proof in order to have that the identical vanishing of \( \nabla u \) for a \( C^1 \) function \( u \) on \( M \) implies the constancy of \( u \) on \( M \), which provides the desired contradiction for a function \( u \) constructed appropriately; indeed, the idea is to use two ends of \( M \) to construct a non-constant bounded harmonic function \( u \) on \( M \) with \( \int_M |\nabla u|^2 < \infty \) (this does not require any stability condition), and use the weak stability inequality to show that \( |\nabla u| = 0 \).

The existence of such \( u \) is proved in the case \( \text{sing} \, V = \emptyset \) in [CSZ97, Lemma 2]. The completeness assumption in [CSZ97, Lemma 2] is not necessarily fulfilled by our \( M \). We note, however, that completeness is used in [CSZ97] only to infer that each end has infinite volume ([CSZ97, Lemma 1]); this fact on the other hand follows directly from the monotonicity formula. Then we can follow verbatim the arguments in [CSZ97, Lemma 2], only with the following additional care. When we exhaust the hypersurface with domains \( D_i \) (notation as in [CSZ97, Lemma 2]) we should remove, from the \( D_i \) constructed as in [CSZ97, Lemma 2], the closure of a smooth tubular neighbourhood \( N_i \) of \( \text{sing} \, V \) (whose size shrinks to zero as \( i \to \infty \)). This will produce further boundary components, in addition to those as in [CSZ97], on which we will set boundary value 0 when solving the Dirichlet problem [CSZ97, (2)].

One more additional argument is needed in view of the fact that the test function \( \varphi_t |\nabla u| \) constructed in [CCZ08, Theorem 3.2]) might fail, a priori, to be an admissible function for the stability inequality. Indeed, \( \varphi_t |\nabla u| \) is not compactly supported on \( M \) and we do not have sufficient control of \( |\nabla u| \) near \( \text{sing} \, V \). (If e.g. \( |\nabla u| \) were bounded near \( \text{sing} \, V \), a straightforward capacity argument would suffice.) In order to overcome this difficulty, we first observe an energy growth estimate for \( u \) in balls centred on \( \text{sing} \, V \) (inequality (45) below) which is obtained as follows: Since \( \Delta u = 0 \) on \( M \), we see by integrating by parts and using the Cauchy–Schwarz inequality
that for any $\phi \in C^1_c(M)$,
\[
\int_M |\nabla u|^2 \phi^2 = - \int_M 2\phi u \nabla u \nabla \phi \leq 2 \left( \int_M \phi^2 |\nabla u|^2 \right)^{1/2} \left( \int_M u^2 |\nabla \phi|^2 \right)^{1/2},
\]
from which we immediately get (using also the bounds $-1 \leq u \leq 1$)
\[
\int_M |\nabla u|^2 \phi^2 \leq 4 \int_M u^2 |\nabla \phi|^2 \leq 4 \int_M |\nabla \phi|^2.
\]
Consequently, a standard capacity argument that only needs that the 2-capacity of sing $V$ is 0 (true in view of $H_\Delta^{n-2}(\text{sing } V) = 0$) gives that the inequality
\[
\int_M |\nabla u|^2 \phi^2 \leq 4 \int_M |\nabla \phi|^2
\]
holds for all $\phi \in C^1_c(\mathbb{R}^{n+1})$. In particular, choosing any $p \in \text{spt } V$ and $\phi \in C^1_c(B_{2r}(p))$ to be a standard bump function that is identically equal to 1 on $B_r(p)$ and identically equal to 0 on the complement of $B_{2r}(p)$ with $|\nabla \phi| \leq \frac{2}{r}$, the preceding inequality and the monotonicity formula give
\[
\int_{B_r(p) \cap M} |\nabla u|^2 \leq Cr^{n-2},
\]
where $C$ is independent of $r$.

With this we proceed as follows: Let $\delta > 0$ and let $\{B_{r_i}(x_i)\}_{i=1}^N$ be a cover of sing $V$ (compact since sing $V \subset B_1(0)$) with $\sum_{i=1}^N r_i^{n-4} \leq \delta$. (Such a cover exists since $\dim H(\text{sing } V) \leq n - 7$.) Defining a cutoff function $\zeta_\delta = \min_{i \in \{1, \ldots, N\}} \zeta_i$, where $\zeta_i \in C^1(\mathbb{R}^{n+1})$ with $0 \leq \zeta_i \leq 1$, $\zeta_i = 0$ in $B_{r_i}(x_i)$, $\zeta = 1$ in $\mathbb{R}^{n+1} \setminus B_{2r_i}(x_i)$ and $|D\zeta_i| \leq 2r_i^{-1}$, in view of (45) we see that
\[
\int_M |\nabla \zeta_\delta| |\nabla u|^2 \leq 2 \sum_{i=1}^N \int_{B_{2r_i}(x_i) \cap M} |\nabla \zeta_i| |\nabla u|^2 \leq 8 \sum_{i=1}^N r_i^{-2} \int_{B_{2r_i}(x_i) \cap M} |\nabla u|^2 \leq 8C \sum_{i=1}^N r_i^{n-4} \leq 8C \delta
\]
whence
\[
\int_M |\nabla \zeta_\delta| |\nabla u|^2 \to 0
\]
as $\delta \to 0$. We can now adapt the arguments of [CCZ08, Theorem 3.2]: let $\epsilon > 0$ be arbitrary and choose $R > 0$ so that $(n - 1)R^{-2} \int_\Sigma |\nabla u|^2 < \epsilon$. For every $\delta > 0$ choose a compactly supported function $\varphi_{t, \delta}$ that is constructed in the manner $\varphi_t$ is constructed in [CCZ08, Theorem 3.2] so as to ensure $\int \zeta_\delta \varphi_{t, \delta} |\nabla u| = 0$ (one can work with the function $\varphi_t$ defined above and set $a \geq 1$ so that $\varphi_t$ is 1 on the singular set and $\zeta \varphi_t |\nabla u| = |\nabla u|$ on $B_{\sum_{i=1}^N r_i + R + t}(p) \setminus B_{\sum_{i=1}^N r_i + R}(p)$; the $t$ for which the zero-average condition is met will depend however on $\delta$, hence the dependence of $\varphi_{t, \delta}$ on $\delta$). As $\delta \to 0$, since $|\varphi_{t, \delta}| \leq 1$ and $|\nabla \varphi_{t, \delta}| \leq \frac{1}{R}$ are uniformly bounded, and moreover $b(\epsilon, a)$ can be chosen
independently of $\delta$, we get for a sequence $\delta_j \to 0^+$ that $\varphi_{t,\delta_j} \to \tilde{\varphi}$ for a compactly supported Lipschitz function satisfying $\int \tilde{\varphi} \lvert \nabla u \rvert = 0$ and $\tilde{\varphi}$ identically 1 on $B^\Sigma_a(p)$.

Plugging the (admissible) test function $\zeta \varphi_{t,\delta} \lvert \nabla u \rvert$ in the stability inequality we get, arguing as in [CCZ08, Theorem 3.2] by means of Bochner’s formula and Gauss equations,

$$\int_M \lvert \nabla \lvert \nabla u \rvert \rvert^2 (\zeta \varphi_{t,\delta})^2 \leq (n-1) \int_M \lvert \nabla u \rvert^2 \lvert \nabla (\zeta \varphi_{t,\delta}) \rvert^2$$

$$= (n-1) \int_M \lvert \nabla \zeta \rvert^2 \varphi_{t,\delta} \lvert \nabla u \rvert^2 + 2 \varphi_{t,\delta} \zeta \lvert \nabla u \rvert^2 \nabla \zeta \cdot \nabla \varphi_{t,\delta} + \zeta^2 \lvert \nabla \varphi_{t,\delta} \rvert^2 \lvert \nabla u \rvert^2;$$

using the Cauchy–Schwarz inequality for the middle term on the right-hand side, setting $\delta = \delta_j$ and letting $j \to \infty$ we obtain (recalling (46)) that the first and second term on the right-hand side vanish in the limit; moreover, with the choices of $\epsilon$ and $R$ recalled above, using that $\zeta_{\delta_j} \uparrow 1$, $\varphi_{t,\delta_j} \to \tilde{\varphi}$ as $\delta_j \to 0$, and that $\lvert \nabla \varphi_{t,\delta_j} \rvert \leq \frac{1}{R}$, we get

$$\int_M \lvert \nabla \lvert \nabla u \rvert \rvert^2 \tilde{\varphi}^2 \leq \epsilon,$$

which allows us to conclude, in view of the arbitrariness of $\epsilon$, that $\lvert \nabla u \rvert$ is constant. Since $\lvert \nabla u \rvert \in L^2(M)$ and $M$ has infinite volume, we conclude that $\lvert \nabla u \rvert = 0$ on $M$. This contradicts non-constancy of $u$. $\square$

### 10.2. A partial sheeting result.

Next we note a consequence of the regularity and compactness theory of [BelWic18] (discussed in Sect. 6 and Sect. 7 above) that will be needed for the proof of Theorem 9.2. To state the result, it is convenient to use the following notation: Let $R$, $K_0$, $H_0 \in (0, \infty)$ be fixed. Denote by $S_{H_0,K_0}(B^{n+1}_R(0))$ the class of all varifolds $V$ in $B^{n+1}_R(0)$ of the type $V = \sum_{j=1}^k q_j |M_j|$ where $k$ and $q_j$, $j = 1, 2, \ldots, k$ are positive integers; each $M_j$ is a connected, immersed, smooth hypersurface (not necessarily complete) in $B^{n+1}_R(0)$; $M = \cup_{j=1}^k M_j$ is a weakly stable CMC immersion such that

- $\mathcal{H}^{n-7+\alpha}(M \setminus M) = 0$ for all $\alpha > 0$;
- $M$ has no transverse points; equivalently (by the strong maximum principle), at every $p \in M$ where $M$ is not embedded, there exists $\rho > 0$ such that $M \cap B^{n+1}_\rho(p)$ is the union of exactly two embedded complete smooth CMC hypersurfaces in $B^{n+1}_\rho(p)$ that intersect only tangentially;
- $|H_M| \leq H_0$ where $H_M$ is the mean curvature of $M$;
- $\lVert V \rVert(B^{n+1}_R(0)) \leq K_0$.

By Theorem 6.3, $S_{H_0,K_0}(B^{n+1}_R(0))$ is a compact family in the varifold topology. Moreover, if $V_j \in S_{H_0,K_0}(B^{n+1}_R(0))$ and $V_j \rightharpoonup V$ the (constant)
mean curvature of $V$ is given by $\lim_{n \to \infty} H_j$, where $H_j$ is the (constant) mean curvature of $V_j$.

The result we need is the following:

**Theorem 10.2 (Sheeting away from a point for weakly stable CMC hypersurfaces).** Let $V_j$ be a sequence of varifolds in $S_{H_0,K_0}(B_R^{n+1}(0))$ with $V_j \to V \cap B_R^{n+1}(0)$, where $V = q|R^n \times \{0\}$ for some positive integer $q$. Then

- either, for every $j$ large enough, we have
  $$\text{spt} \|V_j\| \cap \left( B_R^\frac{n}{2}(0) \times \mathbb{R} \right) = \bigcup_{k=1}^q \text{graph } u_k,$$
  where $u_k \in C^{2,\alpha}(B_R^\frac{n}{2}(0); \mathbb{R})$, $u_1 \leq u_2 \leq \cdots \leq u_q$ and graph $u_k$ are separately smooth CMC graphs with small gradient, and possibly with tangential intersections;

- or there exists a point $y \in B_R^{n+2}(0)$ and a subsequence $V_{j'}$ such that, for any $r > 0$, the following holds: for $j'$ large enough (depending on $r$) $V_{j'}$ is strongly stable in $(B_R^\frac{n}{2}(0) \times \mathbb{R}) \setminus B_r^{n+1}(y)$ and moreover $V_{j'}$ converges smoothly (with sheeting and possibly with multiplicity) to $V$ away from $y$ in the sense that for $j'$ large enough (depending on $r$), the following decomposition holds:
  $$\text{spt} \|V_{j'}\| \cap \left( B_R^\frac{n}{2}(0) \setminus B_r^\frac{n}{2}(y) \right) \times \mathbb{R} = \bigcup_{k=1}^q \text{graph } u_k$$
  where $u_k \in C^{2,\alpha}(B_R^\frac{n}{2}(0) \setminus B_r^\frac{n}{2}(y); \mathbb{R})$ for $k = 1, \ldots, q$, graph $u_k$ are separately smooth CMC graphs (possibly with tangential intersections) with small gradients and $u_1 \leq u_2 \leq \cdots \leq u_q$.

**Proof.** This is a synthesis of [BelWic18, Theorem 2.1] (Theorem 6.1 above), [BelWic18, Theorem 3.1] (Theorem 7.1 above), [BelWic18, Theorem 3.3] (Theorem 7.3 above) and [BelWic18, Lemma 8.1].

**10.3. Bernstein-type theorems.** The one-end result of Theorem 10.1 above implies two Bernstein-type theorems for entire weakly stable minimal hypersurfaces. The first, valid in low dimensions, is the following:

**Proposition 10.1.** For $2 \leq n \leq 6$, suppose that $\Sigma^a \subset \mathbb{R}^{n+1}$ is a complete, connected, weakly stable, immersed minimal hypersurface with with $\mathcal{H}^n(\Sigma \cap B_R) \leq \Lambda R^n$ for some constant $\Lambda \geq 1$ and all $R > 0$. When $n = 6$ assume either that $\Lambda = 3 - \delta$ for some $\delta > 0$ or that $\Sigma$ is embedded. Then $\Sigma$ is a hyperplane.

The second Bernstein-type result, valid in all dimensions, is as follows:

**Proposition 10.2.** For $n \geq 3$, suppose that $V$ is a stationary integral $n$-varifold in $\mathbb{R}^{n+1}$ with $\text{spt} \|V\|$ a connected set, $\text{spt} V \subset B_1(0)$ (i.e. $\text{spt} \|V\|$ smoothly embedded in $\mathbb{R}^{n+1} \setminus B_1(0)$) and with $\dim_{\mathcal{H}}(\text{sing } V) \leq n-7$. Assume that the regular part $\Sigma = \text{reg } V = \text{spt} \|V\| \setminus \text{sing } V$ is weakly stable and that
\( V \) satisfies area growth \( \|V\|(B_R(0)) \leq \Lambda R^n \) for some constant \( \Lambda \geq 1 \) and all \( R > 0 \). Finally, assume that for some \( \varepsilon > 0 \), \( \Sigma \) satisfies

\[
|A_{\Sigma}|(x)|x| \leq \sqrt{n-1} - \varepsilon
\]

for \( x \in \Sigma \setminus B_1 \), where \( |\cdot| \) denotes the length in \( \mathbb{R}^{n+1} \). Then \( \text{spt} \|V\| \) is an affine hyperplane.

The proof of Proposition 10.2 relies on the following rigidity result which is a direct consequence of a result of J. Simons ([JSim68]).

**Lemma 10.1.** Suppose that \( C \) is a \( n \)-dimensional minimal cone in \( \mathbb{R}^{n+1} \) that is smooth away from 0 and satisfies \( |A_{\mathcal{C}}|(x)|x| < \sqrt{n-1} \) for all \( x \in C \setminus \{0\} \). Then \( C \) is a flat hyperplane.

**Proof.** Note that \( M \) is smooth. By the given curvature estimate, we have that \( |A_M| < \sqrt{n-1} \). By [JSim68, Corollary 5.3.2], \( M \) must be totally geodesic. This proves the assertion. \( \Box \)

**Remark 4.** Observe that the Simons cone

\[
\Sigma = \left\{ (x^1, x^2, \ldots, x^8) : \sum_{j=1}^{4} x_j^2 = \sum_{j=5}^{8} x_j^2 \right\} \cap \mathbb{R}^8
\]

is a (strongly) stable minimal hypercone in \( \mathbb{R}^8 \) satisfying \( |A_{\Sigma}|(x)|x| = \sqrt{n-1} \) for all \( x \in \Sigma \setminus \{0\} \). Thus Lemma 10.1 is sharp, and so is Proposition 10.2 in the sense that we cannot take \( \varepsilon = 0 \) in (47).

**Remark 5.** The importance of the size of the constant in a (scale invariant) curvature estimate of the form (47) seems to have been first shown by White in [Whi87]. This has been refined in [MPR16, CCE16, CKM17]. A novelty contained in the present setting is the combination of (47) with Lemma 10.1 and with the one-end result of Theorem 10.1, allowing flatness to propagate from large to small scales. Furthermore, the present setting appears to be the first use of a curvature estimate of the type (47) in a setting where a priori there could be singularities.

**Proofs of Proposition 10.1 and Proposition 10.2 (sketch).** In the case of Proposition 10.1, let \( V = |\Sigma| \) (the multiplicity 1 varifold associated with \( \Sigma \)) and in the case of Proposition 10.2 let \( V \) be as given. In either case, by the assumed area growth estimate a stationary tangent cone

\[
C = \lim_{j \to \infty} \left( \frac{1}{\rho_j} \right)_{\mathcal{Z}} V \text{ to } V \text{ at infinity exists, where } \rho_j \to \infty^+.
\]

Also, since \( V \) is weakly stable, it is strongly stable near infinity. Hence by the pointwise curvature estimates (which in the case of Proposition 10.1 are established in [SSY75] if \( n \leq 5 \), or in [SchSim81] if \( n = 6 \) and \( \Sigma \) is embedded, or in [Wic08] if \( n = 6 \) and \( \Sigma \) is immersed with \( \Lambda = 3-\delta \); and in the case of Proposition 10.2 assumed as in (47)), it follows that the convergence \( \left( \frac{1}{\rho_j} \right)_{\mathcal{Z}} V \to C \) is smooth on compact subsets away from the origin. So \( \text{spt} \|C\| \) is smooth.
away from the origin and is strongly stable in the case of Proposition 10.1, or satisfies
\[ |A_C|(x)|x| \leq \sqrt{n - 1} - \varepsilon \]
for all \( x \in \text{spt} \| C \| \setminus \{0\} \) in the case of Proposition 10.2. Hence in the case of Proposition 10.1 by [JSim68, Theorem 6.1.1] (see the proof in [Sim83, Appendix B] which is valid even when the cone is, as in our case, immersed and strongly stable as an immersion away from the origin), or in the case of Proposition 10.2 by Lemma 10.1, \( C \) is a plane with some positive integer multiplicity \( m \) independent of \( C \).

The preceding argument shows that any tangent cone at infinity is supported on a hyperplane and arises as a smooth limit of rescalings of \( V \) on compact subsets away from the origin. It follows that there is \( \rho_0 > 0 \) such that \( \partial B^\rho_0(R)(0) \) intersects \( \text{spt} \| V \| \) transversely for each \( \rho > \rho_0 \). Furthermore, the monotonicity formula implies that the multiplicity of any tangent plane at infinity is a fixed positive integer \( m \) independent of the cone. The rest of the argument uses [Mil63, Theorem 3.1] and Theorem 10.1 to show that outside \( B^{n+1}_1(0) \) the varifold \( V \) itself is equal to the varifold associated with the smooth submanifold \( \text{spt} \| V \| \setminus B^{n+1}_1(0) \) taken with constant multiplicity \( m \). In case of Proposition 10.1 this means that \( m = 1 \). The conclusion in either case now follows from the monotonicity formula. See [BCW18] for details.

Theorem 9.1 follows directly from Proposition 10.1 via a standard blow-up argument. See [BCW18, Sect. 3].

For the proof of Theorem 9.2 we proceed as follows.

10.4. A preliminary curvature estimate. The next step in the proof of Theorem 9.2 is to use a (less standard) blow-up argument based on Proposition 10.2 and the regularity theory of [BelWic18] (specifically, Theorem 6.3, Theorem 7.1 and Theorem 7.3 above) to establish the following preliminary curvature estimate:

**Proposition 10.3.** Let \( \Lambda, H_0 > 0 \) and let \( \eta > 0 \). There exists \( \delta_0 = \delta_0(n, \Lambda, H_0, \eta) \in (0, 1) \) such that if \( R > 0 \) and if \( \Sigma \) satisfies the hypotheses of Theorem 9.2, then \( \Sigma \cap B^{\frac{n}{m}R}(0) \) is smooth and there is \( z \in B^{\frac{n}{m}R}(0) \) so that
\[ |A_{\Sigma}|(x)|x - z| \leq \eta \]
for all \( x \in \Sigma \cap B^{\frac{n}{m}R}(0) \), where \( |x - z| \) is the distance in \( \mathbb{R}^{n+1} \).

**Proof.** Fix \( \Lambda, H_0, \eta > 0 \). Clearly, it suffices to prove the result with \( R = 10 \) and assuming that \( \eta < \sqrt{n - 1} \). For \( j = 1, 2, 3, \ldots \), let \( \Sigma_j \subset B_{10}(0) \) be such that the hypotheses (of Proposition 10.3) are satisfied with \( \Sigma_j \) in place of \( \Sigma \) and with \( \delta_0 = j^{-1} \). We show that the conclusion (of Proposition 10.3) holds with \( \Sigma_j \) in place of \( \Sigma \) and with some point \( z_j \in B^{\frac{n}{m}} \) in place of \( z \) for infinitely many \( j \). In view of the arbitrariness of the sequence \( \{\Sigma_j\} \), this will establish the result.

We start by applying Theorem 10.2 to \( \Sigma_j \) for sufficiently large \( j \). If the first case of the conclusion of Theorem 10.2 holds for every \( \Sigma_j \) large enough, then the conclusion of Proposition 10.3 is true with \( z = 0 \). So we may
assume (by the second case of the conclusion of Theorem 10.2) that “partial sheeting” holds, namely, that there is a point $y \in B_5(0) \cap \{x^n+1 = 0\}$ such that $\Sigma_j$ are sheeting away from $y$, i.e. for any $r > 0$, $\Sigma_j \cap (B_9(0) \setminus B_r(y))$ is smooth for $j$ sufficiently large and that

$$
\sup_{x \in \Sigma_j \cap (B_9(0) \setminus B_r(y))} |A\Sigma_j|(x) \to 0
$$

as $j \to \infty$. We will subsequently replace $\Sigma_j$ by $\Sigma_j \cap B_9(0)$ (to avoid any irrelevant issues with the behavior of $\Sigma_j$ near its boundary).

For each $z \in B_6(0)$ and each $j$, let

$$
\delta(\Sigma_j, z) := \inf \left\{ r > 0 : \Sigma_j^r := \Sigma_j \setminus B_r(z) \text{ is smooth and } |A\Sigma_j|(x)|x - z| \leq \eta \text{ for all } x \in \Sigma_j^r \right\}.
$$

Note that $\delta(\Sigma_j, y) \to 0$ as $j \to \infty$, by the partial sheeting result discussed above.

For every $j$ set $\delta_j := \inf_{z \in B_6(0)} \delta(\Sigma_j, z)$ and choose $z_{j,k}$ with $\delta(\Sigma_j, z_{j,k}) \to \delta_j$ as $k \to \infty$. Passing to a subsequence, we may assume that $z_{j,k} \to z_j \in B_6(0)$. We claim that $\delta(\Sigma_j, z_j) = \delta_j$. If not, there is $\epsilon > 0$ and $w \in \Sigma_j \setminus B_{\delta_j + 2\epsilon}(z_j)$ with either (i) $w \in \text{sing } \Sigma_j$ or (ii) $|A\Sigma_j|(w)|w - z_j| > \eta + 2\epsilon$. Note that $w \in \Sigma_j \setminus B_{\delta_j + \epsilon}(z_{j,k})$ for $k$ sufficiently large. Thus, in case (i), we find that, by the definition of $\delta(\cdot, \cdot)$, $\delta(\Sigma_j, z_{j,k}) \geq \delta_j + \epsilon$ for all $k$ sufficiently large. This contradicts the choice of $z_{j,k}$. Similarly, in case (ii) we have that

$$
|A\Sigma_j|(w)|w - z_{j,k}| > \eta + \epsilon,
$$

for $k$ sufficiently large, since $|w - z_{j,k}| \to |w - z_j|$ as $k \to \infty$. Again, this yields a contradiction, as before.

Thus, we have arranged that $z_j$ minimizes $\delta(\Sigma_j, \cdot)$. Since $\delta(\Sigma_j, y) \to 0$, we also have that $\delta_j \to 0$ and consequently, it follows from the definition of $\delta_j$ and (48) that $z_j \to y$. We claim that $\delta_j = 0$ for all sufficiently large $j$. Arguing by contradiction, we assume (upon extracting a subsequence that we do not relabel) that $\delta_j > 0$ for all $j$. Using this, we now perform the relevant blow-up argument. Define

$$
\hat{\Sigma}_j = \delta_j^{-1}(\Sigma_j - z_j).
$$

Note that the monotonicity formula implies that $\mathcal{H}^n(\hat{\Sigma}_j \cap B_R(0)) \leq \tilde{\Lambda} R^n$ for some $\tilde{\Lambda} = \tilde{\Lambda}(\Lambda, n, H_0)$. Moreover, the choice of $\delta_j$ implies that $\hat{\Sigma}_j \setminus B_1$ is smooth and satisfies

$$
|A\hat{\Sigma}_j|(x)|x| \leq \eta
$$

for $x \in \hat{\Sigma}_j \setminus B_1$. Note also that $|H_{\hat{\Sigma}_j}| \leq \delta_j \frac{H_0}{10} \to 0$. The area bounds and weak stability imply, by the compactness theorem of [BelWic18] (Theorem 6.3 above), that $\hat{\Sigma}_j$ converge in the varifold sense to $\hat{V}$, which is stationary, weakly stable, smoothly embedded outside of a co-dimension 7 singular set.
and which satisfies \( \|\tilde{V}\|(B_R(0)) \leq R^m \). Furthermore, by the curvature estimate (49), spt \( \|\tilde{V}\| \) is a smooth hypersurface \( \tilde{\Sigma}_\infty \) outside of \( B_1(0) \) satisfying
\[
|A_{\tilde{\Sigma}_\infty}|(x)|x| \leq \eta
\]
and the convergence is smooth on compact sets outside \( B_1(0) \). Thus, by Proposition 10.2, each connected component of spt \( \|\tilde{V}\| \) is an affine hyperplane and so spt \( \|\tilde{V}\| \) is made up of finitely many parallel affine hyperplanes.

Now, we again appeal to Theorem 10.2 to conclude that the convergence of \( \tilde{\Sigma}_j \) to \( \tilde{V} \) occurs smoothly (possibly with multiplicity) away from some fixed point \( \tilde{z} \in \text{spt} \|\tilde{V}\| \) (if the sheeting actually occurs everywhere, we simply set \( \tilde{z} = 0 \)). Note that the curvature estimate (49) implies that \( |\tilde{z}| \leq 1 \).

Define \( \tilde{z}_j = z_j + \delta_j \tilde{z} \) and let \( \delta_j : = \delta_j(\Sigma_j; \tilde{z}_j) \). Since \( \delta_j \geq \delta_j/2 \) (by the definition of \( \delta_j \)), there is \( w_j \in \Sigma_j \setminus B_{\delta_j/2}(\tilde{z}_j) \) so that either (i) \( w_j \in \text{sing} \Sigma_j \), or (ii) \( |A_{\Sigma_j}|(w_j)|w_j - \tilde{z}_j| > \eta \). We note that in either case we have that
\[
(50) \quad \liminf_{j \to \infty} \delta_j^{-1}|w_j - \tilde{z}_j| = \infty.
\]
(For if not, then defining \( \tilde{w}_j = \delta_j^{-1}(w_j - z_j) \), we find that, in the scale of \( \tilde{\Sigma}_j \) discussed above,
\[
|\tilde{z} - \tilde{w}_j| = \delta_j^{-1}|(\tilde{z}_j - z_j) - (w_j - z_j)| = \delta_j^{-1}|w_j - \tilde{z}_j|
\]
is bounded above (after passing to a subsequence) and bounded below by \( \frac{1}{2} \) (since \( w_j \notin B_{\delta_j/2}(\tilde{z}_j) \)), but because \( \tilde{\Sigma}_j \) sheets away from \( \tilde{z} \), we find that either (i) or (ii) would be a contradiction.) Finally, we define
\[
\hat{\Sigma}_j := |w_j - \tilde{z}_j|^{-1}(\Sigma_j - \tilde{z}_j)
\]
and set
\[
\hat{w}_j := |w_j - \tilde{z}_j|^{-1}(w_j - \tilde{z}_j), \quad \hat{z}_j := |w_j - \tilde{z}_j|^{-1}(z_j - \tilde{z}_j) = -\delta_j|w_j - \tilde{z}_j|^{-1}\tilde{z}.
\]
Note that it follows from (48), (i) and (ii) that \( w_j \to y \) and hence (since \( z_j \to y \)) that \( |w_j - \tilde{z}_j| \to 0 \). We have already shown that outside of \( B_{\delta_j}(z_j) \), \( \Sigma_j \) is smooth and satisfies (49). This implies that \( \hat{\Sigma}_j \) is smooth outside of \( B_{\delta_j}|w_j - \tilde{z}_j|^{-1}(\tilde{z}_j) \) and additionally satisfies
\[
|A_{\hat{\Sigma}_j}|(x)|x - \tilde{z}_j| \leq \eta.
\]
By (50), and recalling that \( |\tilde{z}| \leq 1 \), we have that \( \delta_j|\tilde{z}_j - w_j|^{-1} \to 0 \) and \( \tilde{z}_j \to 0 \). As before, we may take the varifold limit \( \tilde{V} \) of \( \hat{\Sigma}_j \), and the curvature estimates we have just established show that this limit occurs smoothly (possibly with multiplicity) outside of \( B_{1/2}(0) \). The curvature estimates pass to the limit so by Proposition 10.2 each connected component of spt \( \|\tilde{V}\| \) is a hyperplane. Thus, since \( |\hat{w}_j| = 1 \), we find that \( \hat{w}_j \notin \text{sing} \hat{\Sigma}_j \) and \( |A_{\hat{\Sigma}_j}|(\hat{w}_j) \to 0 \), so
\[
|A_{\hat{\Sigma}_j}|(\hat{w}_j)|\hat{w}_j| \to 0.
\]
Rescaling to the original scale, this contradicts both (i) and (ii) above (concerning \( w_j \)). This contradiction establishes that \( \delta_j = 0 \) for \( j \) sufficiently large.

We have now shown that \( \Sigma_j \) is smooth away from \( z_j \) and satisfies

\[
|A_{\Sigma_j}|(x)|x - z_j| \leq \eta
\]

for all \( x \in \Sigma_j \setminus \{z_j\} \). If \( z_j \notin \Sigma_j \) there is nothing further to show. Else, arguing as in the beginning of the proof of Proposition 10.1, we see that for fixed \( j \) and any small ball \( B_{\rho}(z_j) \), the hypersurface \( \Sigma_j \) is strongly stable either in \( B_{\rho}(z_j) \) or in \( B_{\rho}(z_j) \setminus \bar{B}_{\rho}(z_j) \); it follows from this fact that for each fixed \( j \), there is \( \rho > 0 \) such that \( \Sigma_j \) is strongly stable in the annulus \( B_{\rho}(z_j) \setminus \{z_j\} \), and hence in the ball \( B_{\rho}(z_j) \). Moreover, by the curvature estimates and Lemma 10.1, any tangent cone \( \Sigma_j \) at \( z_j \) must be supported on a hyperplane. Thus, \( \Sigma_j \) is smooth at \( z_j \) by Theorems 7.1 and 7.3 ([BelWic18, Theorems 3.1 and 3.3]). This completes the proof of Proposition 10.3.

\[\square\]

10.5. Proof of the Sheeting Theorem. Theorem 9.2, the Sheeting Theorem, now follows fairly directly from Proposition 10.2 as we describe below.

By scaling, it suffices to prove Theorem 9.2 assuming \( R = 10 \). Let \( \Lambda, H_0 > 0 \). For \( j = 1, 2, 3, \ldots \), let \( \Sigma_j \) be an immersed hypersurface of \( B_{10}(0) \) such that the hypotheses of Theorem 9.2 are satisfied with \( \delta_0 = j^{-1} \) and with \( \Sigma_j \) in place of \( \Sigma \). In particular, \( \mathcal{H}^{n}(\Sigma_j) \leq \Lambda 10^n \) and \( |H_{\Sigma_j}| \leq H_0/10 \). We claim that \( \Sigma_j \cap B_{9}(0) \) is smoothly immersed for all sufficiently large \( j \) and that

\[
\limsup_{j \to \infty} \sup_{x \in \Sigma_j \cap B_{9}(0)} |A_{\Sigma_j}| < \infty.
\]

In view of the arbitrariness of \( \Sigma_j \), this implies that there are constants \( \delta_0 = \delta_0(n, \Lambda, H_0) \in (0, 1) \) and \( C = C(n, \Lambda, H_0) > 0 \) such that if the hypotheses of Theorem 9.2 (with \( R = 10 \)) are satisfied, then \( \sup_{\Sigma_j \cap B_{9}(0)} |A_{\Sigma_j}| < C \); consequently, since \( \Sigma \) has constant mean curvature and is contained in the \( \delta_0 \) neighborhood of the hyperplane \( \{x^{n+1} = 0\} \), standard arguments (including elliptic estimates) then imply the conclusions of Theorem 9.2.

To establish the claim, let \( \lambda_j = \sup_{\Sigma_j \cap B_{9}(0)} |A_{\Sigma_j}| \) and assume for a contradiction (upon extracting a subsequence that we do not relabel) that \( \lambda_j \to \infty \) as \( j \to \infty \). By applying Proposition 10.3 repeatedly with \( \eta = \eta_j \) for a sequence \( \eta_j \to 0^+ \), we may find a further subsequence of the hypersurfaces (not relabeled) so that \( \Sigma_j \cap B_{9}(0) \) is a smooth immersion and that there is \( z_j \in B_{6}(0) \) so that \( \Sigma_j \) satisfies the curvature estimate

\[
|A_{\Sigma_j}|(x)|x - z_j| \leq \eta_j
\]

for all \( x \in B_{9}(0) \). Note that since \( z_j \in B_{6}(0) \), it follows from (51) that \( |A_{\Sigma_j}| \) is uniformly bounded in the annulus \( B_{9}(0) \setminus \bar{B}_{8}(0) \) and therefore the maximum of \( |A_{\Sigma_j}| \) in \( \Sigma_j \cap B_{9}(0) \) is achieved at a point \( y_j \in B_{8}(0) \). We set

\[
\tilde{\Sigma}_j = \lambda_j(\Sigma_j - y_j).
\]
By construction we have $|A_{\tilde{\Sigma}_j}|(0) = 1$ and that $|A_{\tilde{\Sigma}_j}|$ is uniformly bounded on compact subsets of $\mathbb{R}^{n+1}$, so $\tilde{\Sigma}_j$ converges smoothly on compact subsets of $\mathbb{R}^{n+1}$ to a non-flat smooth hypersurface $\tilde{\Sigma}_\infty$. On the other hand, the estimate (51) is scale invariant, so for $\tilde{z}_j = \lambda_j (z_j - y_j)$, we see that

$$|A_{\tilde{\Sigma}_j}|(x)|x - \tilde{z}_j| \leq \eta_j.$$ 

Taking $x = 0$ in this, we find that $\tilde{z}_j \to 0$, since $\eta_j \to 0$. Hence, passing this inequality to the limit, we find that

$$|A_{\tilde{\Sigma}_\infty}|(x)|x| = 0,$$

contrary to the fact that $\tilde{\Sigma}_\infty$ is non-flat.
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