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A NEWTON-LIKE ALGORITHM FOR THE SHORTEST PATH BASED ON THE METHOD OF EVOLVING JUNCTIONS∗
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Abstract. We present a fast Newton-like algorithm within the framework of the method of evolving junctions (MEJ) to find the shortest path in a cluttered environment. We demonstrate that the new algorithm converges much faster than the existing methods via numerical examples.
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1. Introduction

Finding the shortest path while avoiding obstacles plays a vital role in many applications, such as robotics, computer graphics, and space exploration. Mathematically, the problem can be formulated as follows. Let \((X,d)\) be a length space, such as \(\mathbb{R}^2\) or \(\mathbb{R}^3\), where \(d\) is the distance defined on \(X\), and let \(P_1,\ldots,P_N\) be \(N\) open subsets of \(X\) representing obstacles with boundaries \(\{\partial P_k\}_{k=1}^N\). Given two points \(x,y \in X_c = X \setminus \bigcup_{i=1}^N P_i\), we define the admissible set of paths connecting \(x\) and \(y\) to be the curves that have no intersection with all the interior of obstacles, i.e.

\[ A(x,y,X_c) = \{ \gamma : [0,1] \rightarrow X \mid \gamma(0) = x, \gamma(1) = y, \gamma \in X_c\}, \]

where \(\gamma\) is absolutely continuous. For each admissible path, its length in Euclidean space is

\[ J(\gamma(\theta)) = \int_0^1 |\dot{\gamma}(\theta)| \, d\theta. \]

Then, finding the shortest path can be posed as an optimization problem:

\[ \gamma^* = \arg\min_{\gamma \in A(x,y,X_c)} J(\gamma). \tag{1.1} \]

If the obstacles are polygons, the problem can be converted to an optimization problem on a graph, because the optimal path is a union of line segments connecting selected vertices. In this case, the combinatorial methods, such as the well known Dijkstra method, can be applied (see [1, 2, 3, 6, 8, 9, 11]). However, if the obstacles contain non.polygons, such as ones with smooth curved boundaries, the combinatorial methods cannot be applicable. In this case, most methods are based on differential
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equations, such as the Pontryagin maximal principle and the Hamilton–Jacobi equations (see [7, 13, 14, 15, 16, 17, 18, 19]). However, for many problems, especially the ones with a large number of obstacles, these methods may become inefficient.

To overcome computational challenges, a new strategy called the method of evolving junctions (MEJ) has been proposed recently [5]. Compared to the existing methods for non-polygonal obstacles, it has two distinct properties: (1) It finds the shortest path by solving an initial value problem for a finite-dimensional system of ordinary differential equations (ODEs). This is different from the existing methods, which solve infinite-dimensional problems. (2) MEJ uses intermittent diffusion, a stochastic differential equation (SDE) approach for the global optimization, to find the global solution. The existing methods based on the Pontryagin principle can only find local minima, and those based on Hamilton–Jacobi equations find the global solution with (often) prohibitive computation requirements in practice.

In this paper, we further improve the MEJ presented in [5, 10]. In particular, we focus on the shortest path problem in $\mathbb{R}^2$. In short, we use an approximated Newton method to replace the gradient flow in MEJ while retaining the overall MEJ framework, including the SDEs, to help the solution jump out of the traps of local minimizers. Such a replacement significantly reduces the computational time in finding the local minimizers. In addition, the new method provides a fresh viewpoint for the shortest path by posing it as an angle minimization problem, which has not been reported in the past.

This paper is arranged as follows. In Section 2, we briefly review the MEJ proposed in [5]. In Section 3, we state the main contribution of this paper and present the derivation of the approximated Newton method. In Section 4, we give numerical examples to show the efficiency of our method. A short discussion is added in the end of the paper.

2. Method of evolving junctions

We start with a geometric structure, called separable, possessed by all shortest paths.

**Definition 2.1.** A path $\gamma : [0,1] \to X_c$ is separable if there exists a finite number of points $\{x_1, x_2, \ldots, x_n\}$ with $x_i \in \partial P_{k_i}$, $k_i \leq N$, such that $\gamma$ concatenates line segments and partial curves on the boundaries of the obstacles, i.e.

$$
\gamma = \gamma_0(x, x_1) \cdot \gamma_c(x_1, x_2) \cdot \gamma_0(x_2, x_3) \cdot \gamma_c(x_3, x_4) \cdots \gamma_0(x_n, y),
$$

where $\gamma_0(x_{i-1}, x_i)$ is the line segment connecting $x_{i-1}$ and $x_i$ and $\gamma_c(x_{i-1}, x_i)$ is the geodesic on the boundary $\partial P_{k_i}$ between the two points.

A simple example is shown in Figure 2.1, and we call $x_i$ a junction.

**Theorem 2.2.** Let $\partial P_{k_i}$ be a finite combination of convex and concave curves (surfaces). Then, $\gamma^*$ is separable. Moreover, each line segment $x_{i-1}x_i$ is tangent to the obstacle $\partial P_{k_i}$.

Therefore, the length of the shortest path is a function depending on the junctions, i.e. $\{x_1, \ldots, x_n\}$,

$$
J(x_1, \ldots, x_n) = \sum_{i=1}^{n} J(x_{i-1}, x_i),
$$

where $J(x_{i-1}, x_i)$ represents the distance connecting $(x_{i-1}, x_i)$:

$$
J(x_{i-1}, x_i) = \begin{cases} 
\|x_{i-1} - x_i\|, & \text{if } i \text{ is odd}; \\
\text{dist}_c(x_{i-1}, x_i), & \text{if } i \text{ is even},
\end{cases}
$$
Fig. 2.1: Each connecting point between a line segment and a boundary of the obstacles is a junction.

in which $\| \cdot \|$ is the Euclidean norm.

Based on this theorem, MEJ restricts the search space to the set of all admissible paths with separable structures, a finite-dimensional subset of $\mathcal{A}(x,y,X_c)$. More precisely, MEJ finds the shortest path by solving the following optimization problem.

$$\min_{x_1,\cdots,x_n} J(x_1,\cdots,x_n).$$

(2.2)

**Remark 2.1.** The dimension of variables, the number of junctions, can be changed during the searching. This is very different from the existing methods.

To find the global solution of (2.2), MEJ uses intermittent diffusion (ID), an SDE-based global-optimization method developed in [4]. More precisely, it solves

$$d\hat{x} = -\nabla J(\hat{x})dt + \sigma(t)dW_t,$$

(2.3)

where $\hat{x} = \{x_1,\cdots,x_n\}$ represents the junctions, $W_t$ the standard Brownian motion in $\mathbb{R}^N$, and $\sigma(t)$ a piecewise constant function

$$\sigma(t) = \sum_{j=1}^{m} \sigma_j \chi_{[S_j,T_j]}(t),$$

(2.4)

with $0=S_1<T_1<\cdots<S_m<T_m<S_{m+1}=T$ and $\chi_{[S_j,T_j]}$ being the characteristic function of interval $[S_j,T_j]$.

If $\sigma(t)=0$, equation (2.3) becomes a gradient-descent flow which converges to a local minimizer; if $\sigma(t)>0$, the path has a certain (positive) probability, controlled by $\sigma(t)$, to jump out of the local traps and therefore to reach the global solution.
3. The Newton-like algorithm

In this section, we present a new approximated Newton method on the shortest path problem in $\mathbb{R}^2$ by finding the line segments tangent to the obstacles directly to replace the gradient flow in (2.3) when $\sigma(t) = 0$.

In order to explain our method more clearly, we introduce an arc-length parameter $\theta$ to represent junctions. Let $x_i = x(\theta_i)$, $x_s^i = x(\theta_s^i)$, $x_c^i = x(\theta_c^i)$, where $\theta_i$, $\theta_s^i$, $\theta_c^i$ are arc-length parameters on the corresponding boundaries, super index $s$ indicates the junction connected to $x_i$ by a straight line, and $c$ denotes the junction connected to $x_i$ by a boundary arc (see Figure 3.1 for an illustration). With these notations, the length of the curve containing one straight line segment and the boundary arc $\gamma_0(x_s^i, x_i) \cdot \gamma_c(x_i, x_c^i)$ becomes

$$J_i(\theta) = \|x(\theta_i) - x(\theta_s^i)\| + d(\theta_i, \theta_c^i),$$

where $d(\theta_i, \theta_c^i) = \min\{d^+(\theta_i, \theta_c^i), d^-(\theta_i, \theta_c^i)\}$, with $d^+$, $d^-$ representing the counterclockwise and clockwise distance on the obstacle boundary between $x(\theta_c^i)$ and $x(\theta_i)$, respectively, as illustrated in Figure 3.1.

Fig. 3.1: Two different scenarios for each junction on a boundary that is connected to the points before and after it by a straight line segment and an arc of the boundary.

Thus, the optimization problem (2.2) becomes

$$\min_{\theta_1, \cdots, \theta_n} J(\theta) = \frac{1}{2} \sum_{i=1}^{n} J_i(\theta),$$

where $\theta = (\theta_1, \cdots, \theta_n)$, and the intermittent diffusion (2.3) is

$$d\theta = -\nabla J(\theta) dt + \sigma(t) dW_t, \tag{3.1}$$

in which we have

$$\frac{\partial J}{\partial \theta_i} = \frac{x(\theta_i) - x(\theta_s^i)}{\|x(\theta_i) - x(\theta_s^i)\|} \cdot \dot{x}(\theta_i) + \text{sign}(d^+(\theta_i, \theta_c^i) - d^-(\theta_i, \theta_c^i)), $$

where $\dot{x}(\theta_i) = \frac{dx(\theta_i)}{d\theta_i}$.

The main idea of this paper is that, instead of using the gradient flow to find the local minimizer of (2.2), we apply the Newton method to solve $\nabla J(\theta) = 0$ directly. This is equivalent to solving the tangent condition in Theorem 2.2, as stated in the next theorem. Here, we denote $J_i^{(k)}(\theta) = \frac{\partial^k J_i}{\partial \theta_i^k}(\theta)$, $k = 2, 3$.

**Theorem 3.1.** If $\theta^*$ is the local minimizer of (2.2), then the following statements are equivalent:
(i) The line segment is tangent to the obstacle;

(ii) The second-order derivative $J_i^{(2)}(\theta^*) = 0$ for $i = 1, \ldots, n$.

Moreover, the third-order derivative satisfies

$$|J_i^{(3)}(\theta^*)| = |\kappa(\theta_i^*)|^2$$

and

$$\frac{\partial J_i^{(2)}}{\partial \theta_j}(\theta^*) = 0$$

for any $i, j = 1, \ldots, n$ and $i \neq j$.

**Proof.** First, we show that solving $\nabla J(\theta) = 0$ implies that the line connecting the junctions is tangent to the obstacles, since

$$\frac{\partial J}{\partial \theta_i} = g(\theta_i, \theta_i^*) + \text{sign}(d^+(\theta_i, \theta_i^*) - d^-(\theta_i, \theta_i^*)) = 0,$$

where

$$g(\theta_i, \theta_i^*) = \frac{x(\theta_i) - x(\theta_i^*)}{\|x(\theta_i) - x(\theta_i^*)\|} \cdot \dot{x}(\theta_i).$$

Hence $\nabla J(\theta) = 0$ is to solve $g(\theta_i, \theta_i^*)^2 = 1$ for each $i$. Moreover, since $\theta$ is the arc-length parameter, $\dot{x}(\theta_i)$ is a unit vector, which implies that $g(\theta_i, \theta_i^*)$ is the inner product of two unit vectors. Then, $g(\theta_i, \theta_i^*)^2 = 1$ means $x(\theta_i) - x(\theta_i^*)$ is parallel to tangent vector $\dot{x}(\theta_i)$, which implies the tangent property.

To show the equivalence of (i) and (ii), we need to prove that (i) implies (ii). Without loss of generality, let us assume $\text{sign}(d^+(\theta_i, \theta_i^*) - d^-(\theta_i, \theta_i^*)) = -1$. Since $g(\theta_i, \theta_i^*) \leq 1$, solving (3.2) is equivalent to finding the maximizer $\theta^*$ of

$$\max_{\theta_i, \theta_i^*} g(\theta_i, \theta_i^*).$$

Then, it must satisfy

$$g_{\theta_i}(\theta_i^*, \theta_i^{**}) = 0.$$

Since $J_i^{(2)}(\theta) = g_{\theta_i}(\theta_i, \theta_i^*)$, we have $J_i^{(2)}(\theta^*) = 0$.

(ii) implies (i): A direct computation gives the second-order derivative of $J$:

$$J_i^{(2)}(\theta) = \frac{1 - g(\theta_i, \theta_i^*)^2 + (x(\theta_i) - x(\theta_i^*)) \cdot \dot{x}(\theta_i)}{\|x(\theta_i) - x(\theta_i^*)\|}.$$  (3.4)

If $J_i^{(2)}(\theta^*) = 0$ for all $i = 1, \ldots, n$, we have

$$1 - g(\theta_i^*, \theta_i^{**})^2 + (x(\theta_i^*) - x(\theta_i^{**})) \cdot \dot{x}(\theta_i^*) = 0.$$

Notice that $1 - g(\theta_i^*, \theta_i^{**})^2 \geq 0$. Moreover, since $x(\theta_i^*)x(\theta_i^{**})$ first intersects obstacle $P_k$, at point $x(\theta_i^*)$, which implies angle between vector $x(\theta_i^*) - x(\theta_i^{**})$, and since $\dot{x}(\theta_i^*)$ is not larger than $\frac{\pi}{2}$, $(x(\theta_i^*) - x(\theta_i^{**})) \cdot \dot{x}(\theta_i^*) \geq 0$. Hence, the solution satisfies $g(\theta_i^*, \theta_i^*)^2 = 1$, which implies the tangent property.
The third derivative is

\[
J_i^{(3)}(\theta) = \frac{1}{\|x(\theta_i) - x(\theta_i^*)\|} \cdot J_i^{(2)}(\theta) + \frac{1}{\|x(\theta_i) - x(\theta_i^*)\|} \cdot [2\dot{x}(\theta_i) \cdot \ddot{x}(\theta_i) - 2g(\theta_i) \cdot J_i^{(2)}(\theta) + (x(\theta_i) - x(\theta_i^*)) \cdot \dddot{x}(\theta_i)].
\]

Considering that \(\theta_i\) is an arc-length parameter, we have \(\dot{x}(\theta_i) \cdot \dddot{x}(\theta_i) = 0\). Combining it with \(J_i^{(2)}(\theta^*) = 0\), we can show

\[
J_i^{(3)}(\theta^*) = \frac{(x(\theta_i^*) - x(\theta_i^{**})) \cdot \ddot{x}(\theta_i^*)}{\|x(\theta_i^*) - x(\theta_i^{**})\|}.
\]

By the tangent property, (3) can be formulated as

\[
|J_i^{(3)}(\theta^*)| = |\dot{x}(\theta_i^*) \cdot \ddot{x}(\theta_i^*)|.
\]

Since

\[
F(\theta_i) = \int_{\theta_i}^{\theta} \dot{x}(u) \ddot{x}(u) du = \dot{x}(0) \ddot{x}(0) - \int_{0}^{\theta_i} \ddot{x}(u)^{2} du
\]

and \(|\kappa(u)| = |\ddot{x}(u)|\),

\[
\dot{x}(\theta_i) \cdot \ddot{x}(\theta_i) = \frac{dF(\theta_i)}{d\theta_i} = -\kappa^2(\theta_i),
\]

which implies \(|J_i^{(3)}(\theta^*)| = \kappa^2(\theta_i^*)\).

In the end, we show that \(\frac{\partial J_i^{(2)}}{\partial \theta_j}(\theta^*) = 0\) for \(j \neq i\). Since \(J_i^{(2)}(\theta)\) depends on \(\theta_i^*\) and \(\theta_i\), we only need to show \(\frac{\partial J_i^{(2)}}{\partial \theta_i}(\theta^*) = 0\). By direct computations, we have

\[
\frac{\partial J_i^{(2)}}{\partial \theta_i}(\theta^*) = -\frac{2g_\theta(\theta_i^*, \theta_i^{**}) g(\theta_i^*, \theta_i^{**})}{\|x(\theta_i^*) - x(\theta_i^{**})\|}.
\]

Since

\[
g_\theta(\theta_i^*, \theta_i^{**}) = 0,
\]

\(\frac{\partial J_i^{(2)}}{\partial \theta_i}(\theta^*) = 0\), which finishes the proof.
Now, we are ready to present our method. We want to solve the tangent condition \( \nabla J(\theta) = 0 \) directly through the Newton method. By Theorem 3.1, it can be found that \( \nabla J(\theta) = 0 \) is a degenerate system, i.e. its Jacobian matrix becomes 0 at \( \theta^* \). Hence, we can solve the system

\[
J^{(2)}(\theta) = (J_1^{(2)}(\theta), \ldots, J_n^{(2)}(\theta)) = 0
\]

instead. We use an approximated Jacobian matrix of \( J^{(2)}(\theta) \) given by

\[
H(\theta) = \text{diag}(J_i^{(3)}(\theta)),
\]

and it leads to the following iterations:

\[
\theta^{k+1} = \theta^k - H(\theta^k)^{-1} J^{(2)}(\theta^k).
\] (3.5)

We must point out that, in this iterative scheme, we consider obstacles with non-zero curvature boundaries. Hence, \( H \) is an invertible diagonal matrix and that the iteration can be carried out. On the other hand, when boundaries are straight lines or curves with curvature close to 0, we can simply adjust \( \theta \) iteratively. On the other hand, when boundaries are straight lines or curves with curvature close to 0, we can simply adjust \( \theta \) iteratively.

This iteration is an “approximated” Newton method. Only at the minimizer \( \theta^* \) is the Jacobian matrix of \( J^{(2)}(\theta) \) exactly as \( H(\theta) \). Otherwise, \( H(\theta) \) is an approximation to the Jacobian. We use this formulation because its computation complexity is as low as the gradient-descent algorithm. However, its convergence is superlinear, which is faster than the gradient-descent algorithm.

**Theorem 3.2.** Let \( J^{(2)}(\theta) : \mathbb{R}^N \rightarrow \mathbb{R}^N \) be smooth, with no zero-curvature points for the boundaries of all obstacles in \( \mathbb{R}^2 \). Then, there exists \( \epsilon > 0 \) such that, if the iteration (3.5) starts at \( \|\theta^0 - \theta^*\| < \epsilon \), \( \theta^k \) converges to \( \theta^* \) superlinearly.

**Proof.** The proof of the theorem follows the standard procedure for Newton-like methods, which is often divided into two steps. Firstly, we use the fixed-point theorem to show that there exists a sufficiently small \( \epsilon \) such that, if \( \|\theta^0 - \theta^*\| < \epsilon \), \( \theta^k \) converges to \( \theta^* \). In other words, let us consider a map \( l : \mathbb{R}^N \rightarrow \mathbb{R}^N \), i.e.

\[
l(\theta) = \theta - H(\theta)^{-1} J^{(2)}(\theta).
\]

We want to find a small neighbor of \( \theta^* \), \( B(\theta^*, \epsilon) = \{\theta \mid \|\theta - \theta^*\| \leq \epsilon\} \), such that \( \sup_{\theta \in B(\theta^*, \epsilon)} \|\text{D}l(\theta)\| < 1 \), where \( \text{D} \) is a Jacobian operator. To show this, by using the fact that \( H(\theta) = \text{diag}(h_i(\theta)) \) is diagonal, we directly calculate

\[
\text{D}l(\theta) = I - H(\theta)^{-1} \text{D} J^{(2)}(\theta) + M,
\]

where \( M \) is an \( n \times n \) matrix with \( M_{ij} = \frac{\partial}{\partial \theta_j} \left( \frac{1}{h_i(\theta)} \right) J_i^{(2)}(\theta) \). Substitute \( H(\theta^*) = \text{D} J^{(2)}(\theta^*) \) and \( J^{(2)}(\theta^*) = 0 \) into the above equation, and we have \( \text{D}l(\theta^*) = 0 \). By the continuity of \( \text{D}l(\theta) \), there exists \( \epsilon > 0 \) such that \( \sup_{\theta \in B(\theta^*, \epsilon)} \|\text{D}l(\theta)\| < 1 \). Hence \( \theta^k \) is convergent.

Secondly, we show that the convergence rate is superlinear. To show this, let \( \epsilon_k = \theta^* - \theta^k \), we need to show \( \lim_{k \rightarrow \infty} \|\epsilon_{k+1}\|/\|\epsilon_k\| = 0 \). Since \( \theta_k \) converges to \( \theta^* \), we only consider the bounded region \( B(\theta^*, \epsilon) \). On one hand, by the Taylor expansion of \( J^{(2)}(\theta) \),

\[
0 = J^{(2)}(\theta^*) = J^{(2)}(\theta^k + \epsilon_k) = J^{(2)}(\theta^k) + \text{D} J^{(2)}(\theta^k) \epsilon_k + O(\|\epsilon_k\|^2).
\]
Hence

\[ e_k + D J^{(2)}(\theta^k)^{-1} J^{(2)}(\theta^k) = O(\| \varepsilon_k \|^2). \] (3.6)

On the other hand, substitute \( e_{k+1}, e_k \) and (3.6) into equation (3.5):

\[
e_{k+1} = \theta^* - \theta^{k+1} = \theta^* - [\theta^k - H(\theta^k)^{-1} J^{(2)}(\theta^k)]
\]

\[
= e_k + D J^{(2)}(\theta^k)^{-1} J^{(2)}(\theta^k) + [H(\theta^k)^{-1} - D J^{(2)}(\theta^k)^{-1}] J^{(2)}(\theta^k)
\]

\[
= O(\| \varepsilon_k \|^2) + [H(\theta^k)^{-1} - D J^{(2)}(\theta^k)^{-1}] J^{(2)}(\theta^k).
\] (3.7)

We need to consider \( \|[H(\theta^k)^{-1} - D J^{(2)}(\theta^k)^{-1}] J^{(2)}(\theta^k)\| \) in terms of \( \varepsilon_k \). Here, we notice that \( D J^{(2)}(\theta^*) \) is invertible and \( J^{(2)}(\theta) \) is smooth. Then by the inverse function theorem, \( D J^{(2)}(\theta)^{-1} \) exists and is a smooth function when \( \theta \in B(\theta^*, \varepsilon) \). Moreover, we apply the Taylor expansion to the function \( \| H(\theta)^{-1} - D J^{(2)}(\theta)^{-1} \| \):

\[
\| H(\theta^k)^{-1} - D J^{(2)}(\theta^k)^{-1} \| \leq \| H(\theta^*)^{-1} - D J^{(2)}(\theta^*)^{-1} \| + C \| \theta^k - \theta^* \|
\]

\[
= C \| \theta^k - \theta^* \| = C \| e_k \|,
\]

where

\[
C = \sup_{\theta \in B(\theta^*, \varepsilon)} \| D(\| H(\theta)^{-1} - D J^{(2)}(\theta)^{-1} \|) \|.
\]

Combining all results into (3.7), we obtain

\[
\| e_{k+1} \| \leq \| H(\theta^k)^{-1} - D J^{(2)}(\theta^k)^{-1} \| \| J^{(2)}(\theta^k) \| + O(\| \varepsilon_k \|^2)
\]

\[
\leq C \| e_k \| \| J^{(2)}(\theta^k) \| + O(\| \varepsilon_k \|).
\]

Hence

\[
\frac{\| e_{k+1} \|}{\| e_k \|} \leq C \| J^{(2)}(\theta^k) \| + O(\| \varepsilon_k \|).
\]

Since \( \theta^k \) converges to \( \theta^* \), we have \( \lim_{k \to \infty} \| J^{(2)}(\theta^k) \| = \| J^{(2)}(\theta^*) \| = 0 \) as well as \( \lim_{k \to \infty} \| e_k \| = 0 \). This implies \( \lim_{k \to \infty} \| e_{k+1} / e_k \| = 0 \), indicating that \( \theta^k \) converges to \( \theta^* \) superlinearly.

3.1. Algorithm. With all the components discussed above, we are ready to state our algorithm.

Method of Evolving Junctions

**Input:** Number of intermittent diffusion intervals \( m \).

**Output:** The optimal set \( \gamma^* \) for the junctions.

1. Initialization. Find the initial path \( \gamma^{(0)} = (\theta_1, \ldots, \theta_n) \);
2. Select the duration of diffusion \( \Delta T_l, l \leq m \);
3. Select diffusion coefficients \( \sigma_l, l \leq m \);
4. for \( l = 1: m \)
   5. \( \gamma^{(l)} = \gamma^{(0)} \);
   6. for \( j = 1: \Delta T_l \)
      7. Find \( \nabla J(\gamma^{(l)}) \).
8. Update $\gamma^{(l)}$ according to (3.1) with $\sigma(t) = \sigma_1$;
9. Remove junctions from or add junctions to $\gamma^{(l)}$ when necessary;
10. end
11. while $\|\nabla J(\gamma^{(l)})\| > \epsilon$
12. Update $\gamma^{(l)}$ according to (3.5) with $\sigma(t) = 0$;
13. end
14. end
15. Compare $J(\gamma^{(l)})$, $l \leq m$ and set $\gamma_{opt} = \text{argmin}_{l \leq m} J(\gamma^{(l)})$;

In our implementation, we choose the parametrization direction, either clockwise or counterclockwise, according to the initial condition $\theta^0$. For instance, if $\text{sign}(d^+(\theta^0_i, \theta^{0c}_i) - d^-(\theta^0_i, \theta^{0c}_i)) = 1$, we parametrize $P_k$ clockwise.

4. Numerical experiment

In this section, we use two numerical examples to show the effectiveness of the new algorithm.

Example 1: In this case, the obstacles are 5 disks with centers (1,1), (1.5,1.5), (0.5,0.5), (1.5,0.5), (0.5,1.5) and radii 0.2, 0.2, 0.3, 0.25, 0.15, respectively. The starting and ending points are $X = (1.8, 0.2)$, $Y = (0.1, 1.7)$. We use $m = 20$ for ID defined in formula (2.4). Figure 4.1 shows the four shortest paths found by the algorithm. They are all local minimizers except the global one shown in Figure 4.1(C).

![Image](image1.png)

Fig. 4.1: The algorithm finds 4 different shortest path, where (C) is the global minimizer.

It is worth pointing out that, by using a 2013 Macbook Air with CPU core i5, 1.8G HZ, RAM 4GB, our method needs only 1.75 seconds to finish one simulation, while the method in [5] spends 485.777 seconds. Here, both methods obtain 10 minimizers. On average, it takes 0.175 seconds for our method to reach a minimizer, and the gradient-descent method needs 48.58 seconds to do it. This indicates that the computation time is reduced by more than 200 times. A further look at the experiments finds that it often takes about 10 iterations for our Newton-like method to converge to a
minimizer, which is much fewer steps, with a similar complexity for each step, than that of the gradient-descent method. This agrees with the superlinear convergence proved in Theorem 3.2. On the other hand, our algorithm still enjoys the advantages of the ID strategy that allows us to find the global minimizer. Moreover, our experiment shows that the larger the value of \( m \), the larger the probability of obtaining a global minimizer. To demonstrate this, we compute 10 independent simulations with \( m = 20 \) for each simulation. We find the global minimizer plotted in Figure 4.1(C) in 5 out of the 10 simulations. If we take \( m = 50 \), we observe Figure 4.1(C) in 7 out of the 10 simulations. This indicates that the larger the value of \( m \), the larger the probability of reaching one of the global minimizers.

Example 2: We consider the same environment as the one used in [5]: four obstacles with arbitrary shape, as shown in Figure 4.2. The starting point is \( X = (0.5, 0.002) \), and the ending point is \( Y = (0.5, 0.98) \). Different from the previous example, for which we have analytical parameterizations for the obstacles, here we compute the necessary quantities, such as the curvature and the principle norm, numerically by the level-set method [12]. To compare the result reported in [5], we take \( m = 2 \) and focus on the computation time to obtain one minimizer. Our method needs 3.719 seconds, while the method in [5] takes 215.840 seconds. In fact, the minimizer is a global one.

![Fig. 4.2: General obstacles.](image)

5. Further discussion

In general, the shortest path problem is considered as an infinite-dimensional constrained optimal control problem, since any feasible path is an absolute continuous function. Through the “separable” geometric structure possessed by the optimal path, we present an efficient method for finding the global optimal solution via a finite-dimensional system of differential equations. Moreover, the Newton-like algorithm provides a different but interesting viewpoint for the shortest path problem. Instead of looking at the length function formulated by all junctions as we did in this paper, we can study it from the tangent property between two adjoint junctions directly. To be more precise, the shortest path problem in \( \mathbb{R}^2 \) can be re-formulated so as to minimize the angle \( u_i \) between line \( \overline{x_i^s x_i} \) and the tangent of the obstacle at \( x_i \), as shown in Figure 5.1. If we use the arc-length parametrization as we introduced in Section 3, finding the junctions for the shortest path is equivalent to the following angle-optimization problem:

\[
\min_{\theta_i, \theta_i^s} u_i = \langle \dot{x}(\theta_i), x(\theta_i^s) - x(\theta_i) \rangle \quad i = 1, \ldots, n, \quad (5.1)
\]

where \( \langle , \rangle \) represents the acute angle between vectors. Using the monotonicity of the
Fig. 5.1: Representing junctions through angle $u_i$.

sine function in $[0, \frac{\pi}{2}]$, (5.1) can be posed as

$$\min_{\theta_i, \theta_s} \sin^2 u_i = 1 - g(\theta_i, \theta_s)^2,$$  \hspace{1cm} (5.2)

where $g$ is the function defined in (3.3). Since the minimum of $\sin^2 u_i$ is 0, this is to say the minimizer $\theta^*$ satisfying

$$g(\theta_i, \theta_s^*) = \pm 1,$$

which is the same as (3.2) showing $\frac{\partial J}{\partial \theta_i} = 0$. In this sense, the equation $J^{(2)}(\theta) = 0$ solved by our Newton algorithm is the equation satisfied by the minimizer of (5.2). In other words, the above optimization (5.2) only involves a junction pair, and our method is a Newton method to solve such junction pairs directly. One may use other methods to solve the optimization problem as well.

The significance of this viewpoint is that the angle $u_i$ only depends on the junction pair on the two obstacles, so this formulation only needs local, instead of global, information of the optimal path, which is different from our general understanding of the shortest path problem. This may provide new routes to construct more efficient computation methods, which is among the future research considerations.

The framework of MEJ can be extended to the shortest path problem in $\mathbb{R}^3$, as discussed in [5]. However, the proposed Newton-like method must undergo a significant change if one wants to apply to the 3-D case. The main challenges are listed below.

1. It takes two parameters to describe a junction on the surface in 3-D. This leads to a much more complex formula than Equation (7) for the derivative of $J$, which may no long be degenerate. So, the second part of Theorem 3 may not hold anymore. Without that, the formulations we used to design the algorithm are not applicable either.

2. The proposed Newton-like algorithm is heavily based on the fact that the second-order derivatives of $J$ form a diagonal matrix. It is not clear whether this is true in 3-D.

With the aforementioned difficulties, one has to re-derive the Newton method, and this is among the tasks of our future investigations.
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