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THE CONVERGENCE OF α SCHEMES FOR

CONSERVATION LAWS I: SEMI-DISCRETE CASE∗

NAN JIANG†

Abstract. An orderly procedure of constructing families of α and β schemes, to approximate
homogeneous conservation laws, was introduced by S. Osher and S. Chakravarthy [1, 2]. Among these
schemes, we are interested in the entropy consistence of the semi-discrete α schemes in the context
of approximating scalar conservation laws. In general α schemes, for 0 < α ≤ 1

2
and m = 2, 3 · · · , 8,

are 2m − 2 order accurate methods. However when α = 2
m

(

2m

m

)−1
, we obtain one order higher,

i.e. 2m − 1 order, accurate schemes. Although, for the homogeneous conservation laws, Osher and
Chakravarthy were able to show the total variation diminishing (TVD) property of these schemes,
the entropy convergence of the schemes has been open. In this paper, for all admissible values of α
and m = 2, we extend α schemes to approximate the non-homogeneous convex conservation laws,
which in general are total variation bounded (TVB). Finally, using one of our convergence criteria
[22], we have established the entropy convergence for both the original and extended α schemes.

Key words. Conservation law with source terms, α schemes, entropy condition, convergence.

AMS subject classifications. 65M12 (35L60).

1. Introduction. A reasonably large class of high order schemes for homoge-
neous hyperbolic conservation laws was developed by Osher and Chakravarthy in [1],
where they presented a systematic procedure of constructing general α and β conser-
vative schemes. For m = 2, 3, · · · , 8, these schemes are families of 2m− 2 and 2m− 1
order accuracy respectively. In order to attain higher order accurate schemes, they
have used different construction ideas than the ones given by Sweby [16]. Osher and
Chakravarthy have also successfully established the TVD property of these schemes.
The computational aspects of the schemes have been emphasized in their parallel
work [2], where Osher and Chakravarthy have demonstrated the effectiveness of the α
schemes by applying them to Euler equations of compressible inviscid flows and scalar
equations. The numerical results have revealed that these methods offer substantial
improvements in the accuracy of numerical solutions and the reliability when they are
compared to the earlier generation of second order accurate TVD schemes. This kind
of performance should not render a surprise to us at all as the design principle of the
schemes has been closely followed the physics. The methods are upwind biased, TVD
and utilizing E-schemes as building blocks, all of which enhance the schemes with
the ability to avoid unphysical “wiggles” and expansion shocks in the computational
domain. In this paper, we aim to provide theoretical confirmation to the phenomenal
performance of these methods by showing the important entropy convergence of the
α schemes. We also prove the entropy consistence of their natural extension to ap-
proximate hyperbolic conservation laws with source terms. For the non-homogeneous
problems, TVD property of the methods in general will no longer hold, nevertheless
the TVB property of such schemes do follow from our previous result in [22].

Let BV stand for the subspace of L1
loc consisting of functions z with bounded

total variation

TV (z) := sup
h 6=0

∫

R

|z(x+ h)− z(x)|

|h|
dx.
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We consider the initial value problems of hyperbolic conservation laws with source
terms:

{

wt + f(w)x = q(w),
w(x, 0) = w0(x),

(1.1)

where f ∈ C1(R) is convex, q ∈ C1(R), and w0 ∈ BV (R). The corresponding
homogeneous problems of (1.1) are

{

wt + f(w)x = 0,
w(x, 0) = w0(x).

(1.2)

It is well known that the solution of (1.1) may develop discontinuities in finite
time. Therefore, we seek weak solutions w that satisfies:

∫

R

∫ T

0

(wφt + f(w)φx + q(w)φ) dxdt = −

∫

R

w0(x)φ(x, 0) dx (1.3)

for all φ ∈ C1
0 (R × [0, T )). The week solutions are not necessarily unique and the

entropy conditions are required to single out the physically relevant one, which, for
all convex entropy function V and its flux F , i.e. V ′(w)f ′(w) = F ′(w), satisfies the
inequality [10, 19]

V (w)t + F (w)x ≤ V ′(w)q(w), (1.4)

in the sense of distribution. Since f is convex, the entropy inequality (1.4) for the
entropy function V (w) = w2 is sufficient to ensure the uniqueness of the solution [4].

The semi-discrete schemes that we consider have the form

duj(t)

dt
= −

1

h
[ gj+ 1

2
(t)− gj− 1

2
(t) ] + q(uj(t)), (1.5)

with the numerical flux g given by

gj+ 1
2
(t) = g(uj−p+1(t), uj−p+2(t), · · · , uj(t), · · · , uj+p(t)). (1.6)

The flux gj+ 1
2
(t) also satisfies the consistent property g(u, u, · · · , u) ≡ f(u), and is

Lipschitz continuous with respect to its 2p arguments.
The homogeneous counterpart of (1.5)-(1.6) that approximate problems (1.2) has

the form

duj(t)

dt
= −

1

h
[ gj+ 1

2
(t)− gj− 1

2
(t) ]. (1.7)

Traditionally, we approach the entropy convergence analysis of the schemes (1.5)-
(1.6) by using the classical cell entropy inequality (CEI) method, which demands to
establish entropy inequality for each computational cell. Consequently, the entropy
convergence of many extremely well-performed schemes, such as α and β schemes,
has been open. Recent years, various approaches have been developed. Among them,
we especially appreciate Yang’s wavewise entropy inequality (WEI) [20, 21] concept,
due to the fact that it has been shown to be very effective in the convergence analysis.
For scalar convex conservation laws, this new concept has produced four convergence
criteria for general semi-discrete and fully-discrete schemes, respectively. One of cri-
teria, in semi- or fully-discrete case, essentially states that, a WEI across the area of
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rarefaction where uj ≤ uj+1 for all xj is sufficient for the convergence to the entropy
solution. Hence, in the convergence analysis, one may safely remove the shock area
from scrutiny. Further, even in the rarefaction area, a much weaker condition than
CEI is sufficient for the convergence. To demonstrate that this approach has brought
a powerful tool into the success of convergence analysis, we would like to mention
some of our convergence results [7, 8, 9, 20, 21, 22] in order.

In the semi-discrete case, for the scalar homogeneous convex conservation laws,
Yang [20] has shown the entropy convergence of the generalized MUSCL scheme and
the schemes based on minmod limiter [15] when the general building block of the
schemes is an arbitrary E-scheme [14], and based on Chakravarthy-Osher limiter [3]
when the building block of the schemes is the Godunov [6], the Engquist-Osher [5],
or the Lax-Friedrichs [12]. Few years ago, Yang and the author [7, 22] had made
some noticeable advances at this front. We have extended Yang’s WEI frame work
and convergence results to the convex conservation laws with an arbitrary C1 source
term. Furthermore, we have established that, for convex conservation laws with or
without a source term, the schemes with van Leer’s limiter [16, 18], when the building
block of the schemes is the Godunov, the Engquist-Osher, or the Lax-Friedrichs,
converge to the physically correct solution as well.

In the fully-discrete case, for the scalar homogeneous convex conservation laws,
Yang [21] has shown the entropy convergence of explicit MUSCL scheme. Recently, the
author [8] has shown the entropy convergence of the schemes with van Leer’s limiter
when the building block of the schemes is the Godunov or the Engquist-Osher.

In this paper, our goal is to use the WEI convergence criterion, formulated in
[22], to show the entropy consistency of the α schemes when the building block of
the schemes is the Lax-Friedrichs scheme, or a subclass of E-schemes of which the
Godunov and the Engquist-Osher schemes are special cases. The results obtained
here will be valid for scalar convex conservation laws with or without a source term.
The same issue of the β schemes has been addressed in a companion paper by the
author. The paper is organized as follows. In section 2, we present the main result of
this paper. In section 3, we give the proof of the main result.

2. The main result. For the purpose of self-containment, we state the WEI con-
vergence criterion in this section, which was first established in [20] for homogeneous
conservation laws and was extended in [22] for conservation laws with an arbitrary C1

source term. It is starting that the WEI given by (2.1) in Theorem 2.3 is the same for
the schemes (1.5)-(1.6) and (1.6)-(1.7) that approximate non-homogeneous and ho-
mogeneous conservation laws, respectively. Indeed, the source term does not appear
in the WEI (2.1). Therefore, the entropy convergence of all schemes established by
Theorem 2.3 will remain true with or without a source term.

First, we recall the following separation property given by Assumption 2.1. It is
a sufficient condition for the schemes (1.5)-(1.6) to be TVB [22]. This property also
services as a convenient TVD condition for the schemes (1.6)-(1.7), which was the
result of Tadmor [17].

Assumption 2.1. The numerical fluxes gj+ 1
2
(t), j = 0, ±1, ±2, · · · , satisfy

gj+ 1
2
(t) ≥ f(uj) ≥ gj− 1

2
(t) if uj(t)− uj±1(t) ≥ 0,

and

gj+ 1
2
(t) ≤ f(uj) ≤ gj− 1

2
(t) if uj(t)− uj±1(t) ≤ 0.
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As a result of [22], schemes satisfied the above assumption are extremum traceable.
Therefore the WEI convergence criteria are applicable. Let f [w;L,R] be the linear
function interpolating of f(w) at w = L and w = R. We define a rarefying pair and
a rarefying collection with respect to the pair as follows.

Definition 2.2. For a convex conservation law, a pair of numbers {L,R} is
called a rarefying pair if L < R and f [w;L,R] > f(w) when L < w < R. A collection
of data {vj}

n+p
j=−p is called a rarefying collection with respect to the pair {L,R} if

L = v0 ≤ v1 ≤ · · · ≤ vn = R, L ≤ v−1, and R ≥ vn+1.

Let ḡj+1/2 := g(vj−p+1, vj−p+2, · · · , vj+p), where g is the function defined by (1.6)
that evaluated at a rarefying collection. The WEI criterion is given by the following
theorem.

Theorem 2.3. [22] A scheme of the form (1.5)-(1.6) satisfying Assumption 2.1
converges for convex conservation laws (1.1) if, for any rarefying pair {L,R}, there
is a constant δ > 0 such that the quadrature type inequality

n−1
∑

j=0

(vj+1 − vj)ḡj+1/2 + δ <

∫ R

L

f [w;L,R]dw (2.1)

holds for all rarefying collections {vj}
n+p
j=−p with respect to the pair {L,R}.

Following Osher and Chakravarthy [1, 2], we now introduce the semi-discrete α
schemes for m = 2. Let gE(·, ·) be the flux of any E-scheme [13], i.e., it is Lipschitz
continuous, and, for all w between wj and wj+1, it satisfies

sgn(wj+1 − wj)(g
E(wj , wj+1)− f(w)) ≤ 0. (2.2)

Throughout the rest of the paper, we use the following shorthand notations:
fj := f(uj), fj± 1

2
:= ∆fj± 1

2
= ±(fj±1 − fj), uj± 1

2
:= ∆uj± 1

2
= ±(uj±1 − uj), and

gE
j+ 1

2

:= gE(uj , uj+1).

Denote the flux difference

f+
j+ 1

2

:= fj+1 − gEj+ 1
2

, (2.3)

and

f−

j+ 1
2

:= fj − gEj+ 1
2

. (2.4)

We also set

(Dfj+ 1
2
)± := f±

j+ 1
2

/uj+ 1
2
. (2.5)

Using the notations (2.3)-(2.4), for any α ∈ (0, 1
2 ], the numerical flux of an α

scheme, when m = 2, is defined by

gj+ 1
2
= gEj+ 1

2

+α(f−

j+ 3
2

)(1)+(
1

2
−α)(f−

j+ 1
2

)(0)+(
1

2
−α)(f+

j+ 1
2

)(0)+α(f+
j− 1

2

)(−1), (2.6)

where gE is an E-flux. The superscripts shown over the f± denote flux limited values
of f±, and are computed as follows:
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(f−

j+ 3
2

)(1) = min mod [f−

j+ 3
2

, b f−

j+ 1
2

], (2.7)

(f−

j+ 1
2

)(0) = min mod [f−

j+ 1
2

, b f−

j+ 3
2

], (2.8)

(f+
j+ 1

2

)(0) = min mod [f+
j+ 1

2

, b f+
j− 1

2

], (2.9)

(f+
j− 1

2

)(−1) = min mod [f+
j− 1

2

, b f+
j+ 1

2

]. (2.10)

In the above, the operator “min mod” is defined by:

min mod(x, y) =







x if |x| ≤ |y| and xy > 0,
y if |y| < |x| and xy > 0,
0 if xy ≤ 0;

(2.11)

and b is a “compression” parameter chosen in the range

1 < b ≤ 1 +
1

2α
= bmax. (2.12)

The α schemes are defined essentially in terms of one parameter. In the homo-
geneous case, by various choices of α, we can obtain schemes with a wide range of
accuracy including a third order accurate TVD scheme. Some special cases are sum-
marized in Table 1 [1, 2]. The truncation error (TE) showing in the last column of
Table 1 agrees to the corresponding unlimited form. The names of the schemes are
based on the names in the literature for the corresponding unlimited ones.

With regard to the orders of the accuracy of α schemes, we make the following
remark as discussed in [1, 2]. The non-TVD or unlimited form of α schemes can
be obtained by replacing (f±)(i), i = 0,±1, with their corresponding unlimited f±

values in (2.6). Since the parameter b is quite large in all the particular schemes listed
in the table, the flux-limited value returned most often will be the unlimited value
itself. Thus, for most grid points, the TVD scheme which employs flux limiters will be
locally identically to the corresponding unlimited scheme. Therefore, the TE of the
unlimited scheme is a good indication of the overall TE of the related TVD scheme.

In the following, for the readability, we provide the numerical fluxes of the three
monotone schemes that will be used later on in (2.6) for gE(·, ·).

The Lax-Friedrichs flux [12]:

gLF
j+ 1

2

= gLF (uj , uj+1) =
fj + fj+1

2
−

a

2
uj+ 1

2
, (2.13)

where a ≥ max |f ′(w)|.
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Value of α Name of TVD Scheme bmax 2nd order TE

1
6 Third-Order 4 0

1
2 Fully Upwind 2 − 1

3h
2 ∂3

∂x3 f(u)

1
4 Fromm’s 3 − 1

12h
2 ∂3

∂x3 f(u)

1
8 Low TE 2nd-order 5 1

24h
2 ∂3

∂x3 f(u)

0 Central ∞ 1
6h

2 ∂3

∂x3 f(u)

1
3 No Name 5

2 − 1
6h

2 ∂3

∂x3 f(u)

Table 1

Particular Cases of New family of TVD Schemes

The Godunov flux [6]:

(2.14)

gGod
j+ 1

2

= gGod(uj , uj+1)

=

{

minuj≤w≤uj+1
f(w) when uj ≤ uj+1,

maxuj≥w≥uj+1
f(w) when uj ≥ uj+1.

The Engquist-Osher flux [5]:

(2.15)

gEO
j+ 1

2

= gEO(uj, uj+1)

=

∫ uj

0

max(f ′(w), 0)dw +

∫ uj+1

0

min(f ′(w), 0)dw + f(0).

Let s be a sonic point: f ′(s) = 0. Then the Godunov and Engquist-Osher fluxes
belong to a subclass of E-fluxes that satisfies

gE(x, y) =

{

f(x) if s ≤ x ≤ y ,
f(y) if x ≤ y ≤ s .

(2.16)

The focus of this paper concerns the convergence to the entropy solution of the
semi-discrete high resolution α schemes that satisfy the Assumption 2.1, when the
building block of the schemes is either the Lax-Friedrichs scheme, or the aforemen-
tioned subclass of E-schemes. The main result is the following.

Theorem 2.4. The numerical solutions of the schemes (1.5)-(1.6) ((1.6)-
(1.7)resp.), for the convex problems (1.1) ((1.2) resp.), converge to the entropy so-

lution provided that the numerical flux gj+ 1
2
is defined by (2.6), gE(·, ·) is either the
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numerical flux of the Lax-Friedrichs scheme or that of one of the subclass of E-schemes

of which the numerical flux satisfies (2.16).

3. Proof of the main result. The following lemma verifies that the Assump-
tion 2.1 holds for α schemes that we are concerned.

Lemma 3.1. The numerical flux gj+ 1
2
defined by (2.6) satisfies the Assumption

2.1.

Proof. First, let uj be a spatial minimum. Then f+
j+ 1

2

≥ 0, f+
j− 1

2

≤ 0 and f−

j+ 1
2

≥ 0

imply that (f+
j+ 1

2

)(0) = 0, (f+
j− 1

2

)(−1) = 0, as well as

(f−

j+ 3
2

)(1) = min mod [f−

j+ 3
2

, b f−

j+ 1
2

] ≤ b f−

j+ 1
2

,

and

(f−

j+ 1
2

)(0) = min mod [f−

j+ 1
2

, b f−

j+ 3
2

] ≤ f−

j+ 1
2

.

With reference to (2.6) and (2.12), we have

gj+ 1
2
= gEj+ 1

2

+ α(f−

j+ 3
2

)(1) + (
1

2
− α)(f−

j+ 1
2

)(0) (3.1)

≤ gEj+ 1
2

+ α b f−

j+ 1
2

+ (
1

2
− α)f−

j+ 1
2

≤ gEj+ 1
2

+ [α(1 +
1

2α
) +

1

2
− α]f−

j+ 1
2

= fj.

Next, using the fact that f−

j− 1
2

≤ 0 and f−

j+ 1
2

≥ 0 , we have (f−

j+ 1
2

)(1) = 0 and

(f−

j− 1
2

)(0) = 0. Also f+
j− 1

2

≤ 0 implies that

(f+
j− 1

2

)(0) = min mod [f+
j− 1

2

, b f+
j− 3

2

] ≥ f+
j− 1

2

,

and

(f+
j− 3

2

)(−1) = min mod [f+
j− 3

2

, b f+
j− 1

2

] ≥ b f+
j− 1

2

.

Again, in referencing of (2.6) and (2.12), we have

gj− 1
2
= gEj− 1

2

+ (
1

2
− α)(f+

j− 1
2

)(0) + α(f+
j− 3

2

)(−1) (3.2)

≥ gEj− 1
2

+ (
1

2
− α)f+

j− 1
2

+ α b f+
j− 1

2

≥ fj .

In combining of (3.1) and (3.2), we have shown that if uj ≤ uj±1, then gj+ 1
2
≤

fj ≤ gj− 1
2
as desired.

Second, let uj+1 be a spatial maximum. Then we have f−

j+ 3
2

≤ 0 and f−

j+ 1
2

≥ 0.

Thus (f−

j+ 3
2

)(1) = 0 and (f−

j+ 1
2

)(0) = 0. Also the following inequalities
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(f+
j+ 1

2

)(0) = min mod [f+
j+ 1

2

, b f+
j− 1

2

] ≤ f+
j+ 1

2

and

(f+
j− 1

2

)(−1) = min mod [f+
j− 1

2

, b f+
j+ 1

2

] ≤ b f+
j+ 1

2

are valid since f+
j+ 1

2

≥ 0.

Hence,

gj+ 1
2
= gEj+ 1

2

+ (
1

2
− α)(f+

j+ 1
2

)(0) + α(f+
j− 1

2

)(−1)

≤ gEj+ 1
2

+ (
1

2
− α)f+

j+ 1
2

+ α b f+
j+ 1

2

≤ fj+1.

Replacing j with j − 1 in the preceding inequality, we see that if uj ≥ uj±1, then
the following

gj− 1
2
≤ fj (3.3)

holds.
Also, under the condition of uj is a spatial maximum, it is easy to see that we have

(f+
j+ 1

2

)(0) = 0, (f+
j− 1

2

)(−1) = 0, f−

j+ 1
2

≤ 0, (f−

j+ 3
2

)(1) ≥ b f−

j+ 1
2

, and (f−

j+ 1
2

)(0) ≥ f−

j+ 1
2

.

Thus,

gj+ 1
2
= gEj+ 1

2

+ α(f−

j+ 3
2

)(1) + (
1

2
− α)(f−

j+ 1
2

)(0) (3.4)

≥ gEj+ 1
2

+ α b f−

j+ 1
2

+ (
1

2
− α)f−

j+ 1
2

≥ fj.

Inequalities (3.1), (3.2), (3.3) and (3.4) verify that α schemes indeed satisfy the
Assumption 2.1. Thus, we have completed the proof of the lemma.

Now, we define

f̄ [c, d] :=

∫ d

c

{f [w; c, d]− f(w)} dw (3.5)

for c < d, and

Sj+ 1
2
:=

∫ vj+1

vj

[ḡj+ 1
2
− f(w)]dw. (3.6)

In the following we present a very important lemma, which underlines the entropy
property of the schemes.

Lemma 3.2. The numerical solutions of the schemes (1.5)-(1.6) ((1.6)-
(1.7)resp.), for the convex problems (1.1) ((1.2) resp.), satisfy

n−1
∑

j=0

(Sj+ 1
2
− f̄ [vj , vj+1]) ≤ 0, (3.7)
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provided that the numerical flux gj+ 1
2
is defined by (2.6), gE(·, ·) is either the numerical

flux of the Lax-Friedrichs scheme or that of one of the subclass of E-schemes of which

the numerical flux satisfies (2.16).

Proof. Let {L,R} be an arbitrary rarefying pair {vj}
n+p
j=−p and ḡj+ 1

2
be as in

Theorem 2.3. We keep the same notations f±

j+ 1
2

, and (Dfj+ 1
2
)± for {vj} instead of

{uj} here. We also use the following notation for the divided difference:

f ′
j+ 1

2

:=
fj+1 − fj
vj+1 − vj

. (3.8)

To justify the inequality (3.7), note that the numerical flux (2.6), evaluated at a
rarefying collection {vj}

n+p
j=−p with respect to any rarefying pair {L,R}, can be written

as:

ḡj+ 1
2
= gEj+ 1

2

+α(f−

j+ 3
2

)(1)+(
1

2
−α)(f−

j+ 1
2

)(0)+(
1

2
−α)(f+

j+ 1
2

)(0)+α(f+
j− 1

2

)(−1). (3.9)

Now, by (2.3) and (2.4), we have

∫ vj+1

vj

[

gEj+ 1
2

−
fj+1 + fj

2

]

dw = −
f−

j+ 1
2

+ f+
j+ 1

2

2
vj+ 1

2
. (3.10)

Using the fact that

(f+
− 1

2

)(−1) = 0, (f+
1
2

)(0) = 0 ≤ f+
1
2

, (f−
3
2

)(1) ≤ f−
3
2

, (f−
1
2

)(0) ≤ f−
1
2

;

(f−

n+ 1
2

)(1) = 0, (f−

n− 1
2

)(0) = 0 ≤ f−

n− 1
2

;

(f+
n− 1

2

)(0) ≤ f+
n− 1

2

, (f+
n− 3

2

)(−1) ≤ f+
n− 3

2

;

and for all j, 1 ≤ j ≤ n− 2,

(f−

j+ 3
2

)(1) ≤ f−

j+ 3
2

, (f−

j+ 1
2

)(0) ≤ f−

j+ 1
2

;

(f+
j+ 1

2

)(0) ≤ f+
j+ 1

2

, (f+
j− 1

2

)(−1) ≤ f+
j− 1

2

;

we obtain the following estimation.
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(3.11)
n−1
∑

j=0

(Sj+ 1
2
− f̄ [vj , vj+1]) =

n−1
∑

j=0

(ḡj+ 1
2
−

fj + fj+1

2
)vj+ 1

2

=

n−1
∑

j=0

{−
1

2
[ f−

j+ 1
2

+ f+
j+ 1

2

]vj+ 1
2

+ [α(f−

j+ 3
2

)(1) + (
1

2
− α)(f−

j+ 1
2

)(0) + (
1

2
− α)(f+

j+ 1
2

)(0) + α(f+
j− 1

2

)(−1) ]vj+ 1
2
}

≤

n−2
∑

j=1

{−
1

2
[ f−

j+ 1
2

+ f+
j+ 1

2

]vj+ 1
2

+ [αf−

j+ 3
2

+ (
1

2
− α)f−

j+ 1
2

+ (
1

2
− α)f+

j+ 1
2

+ αf+
j− 1

2

]vj+ 1
2
}

−
1

2
[ f−

1
2

+ f+
1
2

]v 1
2
+ [αf−

3
2

+ (
1

2
− α)f−

1
2

+ (
1

2
− α)f+

1
2

]v 1
2

−
1

2
[ f−

n− 1
2

+ f+
n− 1

2

]vn− 1
2
+ [ (

1

2
− α)f−

n− 1
2

+ (
1

2
− α)f+

n− 1
2

+ αf+
n− 3

2

]vn− 1
2

≤ α{

n−2
∑

j=1

[f+
j− 1

2

− f+
j+ 1

2

+ f−

j+ 3
2

− f−

j+ 1
2

]vj+ 1
2

+ [− f+
1
2

+ f−
3
2

− f−
1
2

]v 1
2
+ [− f−

n− 1
2

− f+
n− 1

2

+ f+
n− 3

2

]vn− 1
2
}

:= α{A+B },

with

A =
n−2
∑

j=1

[ f+
j− 1

2

− f+
j+ 1

2

+ f−

j+ 3
2

− f−

j+ 1
2

]vj+ 1
2

(3.12)

=

n−2
∑

j=1

−[ f+
j+ 1

2

+ f−

j+ 1
2

]vj+ 1
2
+

n−2
∑

j=1

[ f+
j− 1

2

+ f−

j+ 3
2

]vj+ 1
2
,

and

B = [− f+
1
2

+ f−
3
2

− f−
1
2

]v 1
2
+ [− f−

n− 1
2

− f+
n− 1

2

+ f+
n− 3

2

]vn− 1
2
. (3.13)

First, in the case of Lax-Friedrichs flux, noticing that (2.3)-(2.5), (2.13) and (3.8)
imply the equality

(Dfj+ 1
2
)± = (a± f ′

j+ 1
2

)/2, (3.14)
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we then have

(3.15)

A =

n−2
∑

j=1

−[(Dfj+ 1
2
)+ + (Dfj+ 1

2
)−]v2j+ 1

2

+

n−2
∑

j=1

[ (Dfj− 1
2
)+vj− 1

2
vj+ 1

2
+ (Dfj+ 3

2
)−vj+ 1

2
vj+ 3

2
]

=

n−2
∑

j=1

[−av2j+ 1
2

+ avj− 1
2
vj+ 1

2
] +

1

2

n−2
∑

j=1

[ f ′
j− 1

2

− f ′
j+ 1

2

]vj− 1
2
vj+ 1

2

−
1

2
(a− f ′

3
2

)v 1
2
v 3

2
+

1

2
(a− f ′

n− 1
2

)vn− 3
2
vn− 1

2

≤
a

2
v21

2

−
a

2
v2n− 3

2

−
1

2
(a− f ′

3
2

)v 1
2
v 3

2
+

1

2
(a− f ′

n− 1
2

)vn− 3
2
vn− 1

2
,

and

(3.16)

B = −[ (Df 1
2
)+ + (Df 1

2
)− ]v21

2

+ (Df 3
2
)−v 1

2
v 3

2

− [ (Dfn− 1
2
)+ + (Dfn− 1

2
)− ]v2n− 1

2

+ (Dfn− 3
2
)+vn− 3

2
vn− 1

2

= −av21
2

+
1

2
(a− f ′

3
2

)v 1
2
v 3

2
− av2n− 1

2

+
1

2
(a+ f ′

n− 3
2

)vn− 3
2
vn− 1

2
.

Combining (3.15) and (3.16), we have the following inequality

(3.17)

A+B ≤ −
a

2
v21

2

−
a

2
v2n− 3

2

+ avn− 3
2
vn− 1

2

−
1

2
f ′
n− 1

2

vn− 3
2
vn− 1

2
− av2n− 1

2

+
1

2
f ′
n− 3

2

vn− 3
2
vn− 1

2

≤ −
a

2
v21

2

−
a

2
v2n− 1

2

−
1

2
(f ′

n− 1
2

− f ′
n− 3

2

)vn− 3
2
vn− 1

2

≤ 0,

as desired.
Next, we deal with the case that gE(·, ·) is the numerical flux of an E-scheme

satisfying (2.16). Without loss of generality, let s be the sonic point such that vk ≤ s ≤
vk+1 for some integer k with 0 ≤ k ≤ n−1. We denote fs := f(vs), vs+ 1

2
:= vk+1−vs,

vs− 1
2
:= vs − vk, f

′
s+ 1

2

:= (fk+1 − fs)/vs+ 1
2
, f ′

s− 1
2

:= (fs − fk)/vs− 1
2
. Then,

f+
j+ 1

2

= 0 for 0 ≤ j ≤ k − 1;

f+
j+ 1

2

= f ′
j+ 1

2

vj+ 1
2

for n− 1 ≥ j ≥ k + 1;

f−

j+ 1
2

= 0 for n− 1 ≥ j ≥ k + 1;
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and

f−

j+ 1
2

= −f ′
j+ 1

2

vj+ 1
2

for 0 ≤ j ≤ k − 1.

Again, by (3.9) and (3.10), we have

(3.18)
n−1
∑

j=0

(Sj+ 1
2
− f̄ [vj , vj+1]) =

n−1
∑

j=0

(ḡj+ 1
2
−

fj + fj+1

2
)vj+ 1

2

=
n−1
∑

j=0

{−
1

2
[ f−

j+ 1
2

+ f+
j+ 1

2

]vj+ 1
2

+ [α(f−

j+ 3
2

)(1) + (
1

2
− α)(f−

j+ 1
2

)(0) + (
1

2
− α)(f+

j+ 1
2

)(0) + α(f+
j− 1

2

)(−1) ]vj+ 1
2
}.

To derive the desired inequality, we have split the above estimation into three
parts: P1, P2 and P3 as presented in the follows.

(3.19)
n−1
∑

j=0

(Sj+ 1
2
− f̄ [vj , vj+1])

=
k−2
∑

j=0

(Sj+ 1
2
− f̄ [vj , vj+1]) +

n−1
∑

j=k+2

(Sj+ 1
2
− f̄ [vj , vj+1])

+

k+1
∑

j=k−1

(Sj+ 1
2
− f̄ [vj , vj+1])

:= P1 + P2 + P3,

where

(3.20)

P1 =
k−2
∑

j=0

(Sj+ 1
2
− f̄ [vj , vj+1])

=

k−2
∑

j=0

{−
1

2
f−

j+ 1
2

vj+ 1
2
+ [α(f−

j+ 3
2

)(1) + (
1

2
− α)(f−

j+ 1
2

)(0) ]vj+ 1
2
}

≤ α

k−2
∑

j=0

[f−

j+ 3
2

− f−

j+ 1
2

]vj+ 1
2

= α

k−2
∑

j=0

[−f ′
j+ 3

2

vj+ 3
2
vj+ 1

2
+ f ′

j+ 1
2

v2j+ 1
2

]

≤

k−2
∑

j=0

1

2
αf ′

j+ 3
2

(vj+ 3
2
− vj+ 1

2
)2 +

1

2
αf ′

1
2

v21
2

−
1

2
αf ′

k− 1
2

v2k− 1
2

≤ −
1

2
αf ′

k− 1
2

v2k− 1
2

,
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(3.21)

P2 =

n−1
∑

j=k+2

(Sj+ 1
2
− f̄ [vj , vj+1])

=

n−1
∑

j=k+2

{−
1

2
f+
j+ 1

2

vj+ 1
2
+ [ (

1

2
− α)(f+

j+ 1
2

)(0) + α(f+
j− 1

2

)(−1) ]vj+ 1
2
}

≤

n−1
∑

j=k+2

α[f+
j− 1

2

vj+ 1
2
− f+

j+ 1
2

vj+ 1
2
]

=

n−1
∑

j=k+2

α[f ′
j− 1

2

vj− 1
2
− f ′

j+ 1
2

vj+ 1
2
]vj+ 1

2

≤
n−1
∑

j=k+2

−
1

2
αf ′

j− 1
2

(vj− 1
2
− vj+ 1

2
)2 +

1

2
αf ′

k+ 3
2

v2k+ 3
2

−
1

2
αf ′

n− 1
2

v2n− 1
2

≤
1

2
αf ′

k+ 3
2

v2k+ 3
2

,

and P3 is the sum of three terms when j = k − 1, k, k + 1, i.e.,

(3.22)

P3 =

k+1
∑

j=k−1

(Sj+ 1
2
− f̄ [vj , vj+1])

=

k+1
∑

j=k−1

{−
1

2
[ f−

j+ 1
2

+ f+
j+ 1

2

]vj+ 1
2

+ [α(f−

j+ 3
2

)(1) + (
1

2
− α)(f−

j+ 1
2

)(0) + (
1

2
− α)(f+

j+ 1
2

)(0) + α(f+
j− 1

2

)(−1) ]vj+ 1
2
}

≤ α{ [f−

k+ 1
2

− f−

k− 1
2

]vk− 1
2
+ [−f+

k+ 1
2

− f−

k+ 1
2

]vk+ 1
2
+ [f+

k+ 1
2

− f+
k+ 3

2

]vk+ 3
2
}

= α{ [−f ′
s− 1

2

vs− 1
2
+ f ′

k− 1
2

vk− 1
2
]vk− 1

2
+ [−f ′

s+ 1
2

vs+ 1
2
+ f ′

s− 1
2

vs− 1
2
]vk+ 1

2

+ [f ′
s+ 1

2

vs+ 1
2
− f ′

k+ 3
2

vk+ 3
2
]vk+ 3

2
}

= α{−f ′
s− 1

2

vs− 1
2
vk− 1

2
+ f ′

k− 1
2

v2k− 1
2

− f ′
s+ 1

2

vs+ 1
2
vk+ 1

2

+ f ′
s− 1

2

vs− 1
2
vs+ 1

2
+ f ′

s− 1
2

v2s− 1
2

+ f ′
s+ 1

2

vs+ 1
2
vk+ 3

2
− f ′

k+ 3
2

v2k+ 3
2

},

where we have used that fact that vk+ 1
2
= vs− 1

2
+ vs+ 1

2
.

Then, we group some of the terms of P3 into two part: P31 and P32 with the
following estimations.
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(3.23)

1

α
P31 = −

1

2
f ′
s+ 1

2

vs+ 1
2
vk+ 1

2
+ f ′

s+ 1
2

vs+ 1
2
vk+ 3

2
−

1

2
f ′
k+ 3

2

v2k+ 3
2

= −
1

2
f ′
s+ 1

2

vs+ 1
2
vk+ 1

2
+ f ′

s+ 1
2

vs+ 1
2
vk+ 3

2
−

1

2
f ′
k+ 3

2

v2k+ 3
2

−
1

2
f ′
s+ 1

2

v2s+ 1
2

+
1

2
f ′
s+ 1

2

v2s+ 1
2

≤ −
1

2
f ′
s+ 1

2

vs+ 1
2
(vk+ 1

2
− vs+ 1

2
)−

1

2
f ′
s+ 1

2

(vk+ 3
2
− vs+ 1

2
)2

= −
1

2
f ′
s+ 1

2

vs+ 1
2
vs− 1

2
−

1

2
f ′
s+ 1

2

(vk+ 3
2
− vs+ 1

2
)2

≤ 0,

and

(3.24)

1

α
P32 = −f ′

s− 1
2

vs− 1
2
vk− 1

2
−

1

2
f ′
s+ 1

2

vs+ 1
2
vk+ 1

2
+

1

2
f ′
k− 1

2

v2k− 1
2

+ f ′
s− 1

2

vs− 1
2
vs+ 1

2
+ f ′

s− 1
2

v2s− 1
2

≤ −
1

2
f ′
s+ 1

2

vs+ 1
2
vk+ 1

2
+

1

2
f ′
s− 1

2

v2s− 1
2

≤ 0,

where we have used the relation

1

2
f ′
k− 1

2

v2k− 1
2

+
1

2
f ′
s− 1

2

v2s− 1
2

− f ′
s− 1

2

vs− 1
2
vk− 1

2

≤
1

2
f ′
s− 1

2

(vs− 1
2
− vk− 1

2
)2

≤ 0.

Now, combining (3.18)-(3.24) we have arrived the desired inequality

n−1
∑

j=0

(Sj+ 1
2
− f̄ [vj , vj+1]) (3.25)

= P1 + P2 + P3

≤ 0,

and the lemma has been proved.

Finally, we give the proof of the main theorem. The argument is essentially the
same as the one given in [7]. We present here for completeness.

Proof of Theorem 2.4. With the lemmas 3.1 and 3.2, and by the Theorem 2.3, to
prove the convergence of the schemes (1.5) with the flux g defined by (1.6), it suffices
to show that for any rarefying pair {L,R}, there exists a δ > 0 such that for any
rarefying collection {vj}

n+p
j=−p with respect to the pair, the inequality (2.1):

n−1
∑

j=0

(vj+1 − vj)ḡj+1/2 + δ <

∫ R

L

f [w;L,R]dw
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holds. Using (3.5) and (3.6), we rewrite the above inequality as

n−1
∑

j=0

Sj+ 1
2
< f̄ [L,R]− δ. (3.26)

Now, by the convexity of f , the following inequality holds

f̄ [x, y] + f̄ [y, z] ≤ f̄ [x, z] for x ≤ y ≤ z. (3.27)

This and (3.7) yield

n−1
∑

j=0

Sj+ 1
2
≤

n−1
∑

j=0

f̄ [vj , vj+1] ≤ f̄ [L, vi] + f̄ [vi, R] ≤ f̄ [L,R]. (3.28)

Assume that for each δ > 0 there exists a rarefying collection {vj}
n+p
j=−p, with

respect to the pair {L,R} for some positive integer n, violates (3.26). Then (3.28)
implies that there exists a sequence of rarefying collections
{vνj , j = −p,−p+ 1, · · · , nν + p}∞ν=1 with respect to the pair {L,R} such that

lim
ν→∞

nν−1
∑

j=0

Sν
j+ 1

2

= lim
ν→∞

nν−1
∑

j=0

f̄ [vνj , v
ν
j+1] = f̄ [L,R]. (3.29)

This implies that there exists a sequence of integers {jν} satisfying 0 ≤ jν ≤ nν−1
such that

lim
ν→∞

vνjν = L and lim
ν→∞

vνjν+1 = R. (3.30)

For, otherwise, there would exist a constant ρ > 0, a subsequence of the rarefying
collections, still denoted by {vνj , j = −p,−p + 1, · · · , nν + p}∞ν=1, and a sequence of
integers {iν} satisfying 1 ≤ iν ≤ nν − 1 such that
L + ρ < vνiν < R − ρ. Then the convexity of f , the definition of rarefying pairs, and
the inequality (3.28) would imply

nν−1
∑

j=0

f̄ [vνj , v
ν
j+1] (3.31)

≤ f̄ [L, vνiν ] + f̄ [vνiν , R]

≤ Hρ := max(f̄ [L,L+ ρ] + f̄ [L+ ρ,R], f̄ [L,R− ρ] + f̄ [R− ρ,R])

< f̄ [L,R].

This would contradict (3.29) because Hρ is independent of ν. Hence, we have con-
firmed the existence of a sequence {jν} satisfying (3.30). Now, combining (3.27)-
(3.30), we obtain
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f̄ [L,R] = lim
ν→∞

nν−1
∑

j=0

Sν
j+ 1

2

(3.32)

= lim
ν→∞

(

jν−1
∑

j=0

Sν
j+ 1

2

+ Sν
jν+ 1

2

+

nν−1
∑

j=jν+1

Sν
j+ 1

2

)

≤ lim
ν→∞

(f̄ [L, vνjν ] + Sν
jν+ 1

2

+ f̄ [vνjν+1, R])

= lim
ν→∞

Sν
jν+ 1

2

≤ f̄ [L,R].

This implies

lim
ν→∞

Sν
jν+ 1

2

= f̄ [L,R]. (3.33)

However, applying (3.30) and the definition of the rarefying collections with respect
to the rarefying pair {L,R} to (2.6), we get

lim
ν→∞

ḡνjν+ 1
2

= gE(L,R),

and hence, by (3.6),

lim
ν→∞

Sν
jν+ 1

2

≤ 0.

This contradicts (3.33) since f̄ [L,R] > 0 by the definition of the rarefying pair {L,R}.
Thus, we have finished the proof.
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