Variable selection in joint location, scale and skewness models with a skew-t-normal distribution
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Although there are many papers on variable selection methods in the modeling of the mean and/or variance parameters, little work has been done on how to select significant explanatory variables in the modeling of the skewness parameter. In this article, we propose a unified penalized likelihood method to simultaneously select significant variables and estimate unknown parameters in a joint location, scale and skewness model with a skew-t-normal (StN) distribution when outliers and asymmetrical outcomes are present. With an appropriate selection of the tuning parameters, we establish the consistency and the oracle property of the regularized estimators. Simulation studies are conducted to assess the finite sample performance of the proposed variable selection procedure. A real example is used to illustrate the proposed method.
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1. INTRODUCTION

Statistical distributions are basic tools for describing some random phenomena and are also the foundation of statistical inferences. In recent years, the quantity of data collected and requiring statistical analysis have been increasing rapidly, allowing the fitting of more complex and potentially more realistic models. Because skew distributions compared with symmetrical distributions can release timely and accurate information, the application of skew distributions is very extensive in the fields of finance, economics, biomedicine and so on. For this reason, skew distributions have received considerable attention in recent years. For example, Gómez et al. (2007) introduced a so-called skew-t-normal (StN) distribution and claimed that it is a robust alternative to the skew-normal (SN) distribution (Azzalini, 2005) in modeling heavy tailed data with outliers and strong degrees of asymmetry. They also showed that the StN distribution has a wider range of skewness than the SN distribution. Cabral et al. (2008) suggested a Bayesian approach to modeling mixtures of StN distributions by the Markov chain Monte Carlo algorithm. Lin et al. (2009) investigated statistical diagnostics for nonlinear regression models by replacing the normal error distribution with an StN error distribution. Ho et al. (2011) provided a maximum likelihood inference for mixtures of StN distributions through practical EM-type algorithms.

On the other hand, similar to the modeling of the mean and variance parameters, the modeling of the skewness parameter itself may be of statistical interest. To achieve the goal of effectively controlling the skewness, it may be helpful to understand what predictors/factors affect the skewness. Thus, the modeling of the skewness parameter is of same importance as that of the mean and variance parameters. This motivates us to develop a joint location, scale and skewness model with an StN distribution.

Although there are many papers on variable selection methods in the modeling of the mean and/or variance parameters, these papers cannot directly be used to select important variables in joint mean, variance and skewness models. For example, Fan and Lv (2010), Hu and Lian (2013) and references therein only provided methods for variable selection in the modeling of the mean of the responses. In recent years, variable selection in the modeling of the variance has gained popularity. Based on the adjusted profile likelihood, Zhang and Wang (2011) proposed a new criterion, called as PICa, to simultaneously select explanatory variables in the modeling of mean and variance parameters for heteroscedastic linear regression models. Wu, Zhang and Xu (2012a) proposed methods to simultaneously select significant variables in joint mean and variance models, providing a useful extension of the classical normal regression models. Wu, Zhang and Xu (2012b) proposed a hybrid strategy, in which variable selection is employed to reduce the dimension of the explanatory variables in joint mean and variance models, and Box–Cox transformation is made to remedy the response. Wu and Li (2012) considered variable selection for joint mean and dispersion models with the inverse Gaussian distribution. Wu, Zhang and Xu (2013) investi-
gated the simultaneous variable selection in joint location and scale models with an SN distribution.

However, little work has been done on how to select significant explanatory variables in the modeling of the skewness parameter. In practice, it is also important to determine what variables have significant impact on the skewness. This motivates us to develop a unified penalized likelihood method to simultaneously select significant variables and estimate unknown parameters in the joint location, scale and skewness models with an SN distribution when outliers and asymmetrical outcomes are present.

The rest of this paper is organized as follows. In Section 2, we first propose a variable selection method in the joint location, scale and skewness models with an SN distribution. Then, penalized maximum likelihood estimators are derived. Finally, we present some theoretical properties on the proposed variable selection procedure, including the consistency and the oracle property of the regularized estimators. In Section 3, based on the local quadratic approximations, we provide an iterative algorithm for finding the penalized maximum likelihood estimators. The choice of the tuning parameters is also presented. In Section 4, some simulation studies are performed and a real data set on the body mass index (BMI) is analyzed to demonstrate the proposed approach to the heaviness of the tails and to downweight the effect of the outliers on the estimation of parameters. In practice, like Lucas (1997) and Lange et al. (1989), we also suggest taking \( \nu = 3, 4 \) or 5.

We consider the following joint location, scale and skewness model with the SN distribution:

\[
\begin{align*}
Y_i & \overset{\text{i.i.d.}}{\sim} StN(\mu_i, \sigma^2_i, \lambda_i, \nu), \quad i = 1, \ldots, n, \\
\mu_i & = x_i^T \beta, \\
\log(\sigma_i^2) & = z_i^T \gamma, \\
\lambda_i & = w_i^T \alpha,
\end{align*}
\]

where \( \{Y_i\}_{i=1}^n \) are independent responses, \( \nu (> 2) \) is a known degree of freedom (the reason for considering a known \( \nu \) is similar to those as shown in Lucas (1997) and Lange et al. (1989)), \( x_i = (x_{i1}, \ldots, x_{ip})^T, z_i = (z_{i1}, \ldots, z_{iq})^T \) and \( w_i = (w_{i1}, \ldots, w_{iq})^T \) are three covariate vectors for subject \( i \), \( \beta = (\beta_1, \ldots, \beta_p)^T \) is a \( p \times 1 \) vector of regression coefficients in the location model, \( \gamma = (\gamma_1, \ldots, \gamma_q)^T \) is a \( q \times 1 \) vector of unknown parameters in the scale model and \( \alpha = (\alpha_1, \ldots, \alpha_r)^T \) is an \( r \times 1 \) vector of unknown parameters in the skewness model. The covariate vectors \( x_i, z_i \) and \( w_i \) are not necessarily identical. The objective is to simultaneously select significant variables and estimate parameters in the model (2).

### 2.2 Penalized maximum likelihood estimators

Let \( Y_{\text{obs}} = \{(y_i, x_i, z_i, w_i): i = 1, \ldots, n\} \) denote the observed data in the model (2). For convenience, let \( \theta = (\theta_1, \ldots, \theta_p)^T = (\beta^T, \gamma^T, \alpha^T)^T \), where \( s = p + q + r \). Then, the observed data log-likelihood function of \( \theta \) is given by

\[
\ell(\theta) \propto -\frac{1}{2} \sum_{i=1}^n z_i^2 \gamma - \frac{\nu + 1}{2} \sum_{i=1}^n \log \left\{ \nu + \frac{(y_i - x_i^T \beta)^2}{\exp(z_i^T \gamma)} \right\} + \sum_{i=1}^n \log \Phi(k_i),
\]

where \( k_i = \frac{y_i - x_i^T \beta}{\sigma_i} \). This is a quasi-likelihood function and is equivalent to the penalized maximum likelihood function when the scale and skewness parameters are fixed.
where
\[ k_i = \frac{w_i^\top \alpha (y_i - x_i^\top \beta)}{\exp(z_i \gamma / 2)}. \]

Similar to Wu, Zhang and Xu (2013), we define the penalized log-likelihood function as
\[
\mathcal{L}(\theta) = \ell(\theta) - n \sum_{j=1}^{p} p_{\tau_j}(|\beta_j|) - n \sum_{k=1}^{q} p_{\tau_{2k}}(|\gamma_k|)
- n \sum_{m=1}^{r} p_{\alpha_m}(|\alpha_m|)
= \ell(\theta) - n \sum_{j=1}^{s} p_{\tau_j}(|\theta_j|),
\]
where \( p_{\tau_j}(\cdot) \) is a pre-specified penalty function with a regularization or tuning parameter \( \tau_j \), which can be determined by one of the data-driven criteria such as cross-validation (CV), generalized cross-validation (GCV), see, e.g., Fan and Li, 2001; Tibshirani, 1996), and Bayesian information criterion (BIC, see, e.g., Wang et al, 2007). In Section 3.2, we use BIC to choose these tuning parameters. Note that the penalty functions and regularization parameters are not necessarily identical for all \( j \). For example, if we wish to keep some important variables in the final model, we would not penalize their coefficients.

The penalized maximum likelihood estimators \( \hat{\theta}_n \) of \( \theta \) can be obtained by maximizing \( \mathcal{L}(\theta) \) specified by (3). With appropriate penalty functions, maximizing \( \mathcal{L}(\theta) \) with respect to \( \theta \) leads to certain parameter estimators vanishing from the initial model so that the corresponding explanatory variables are automatically removed. Hence, by maximizing \( \mathcal{L}(\theta) \) we can achieve the goal of selecting important variables and obtaining the parameter estimators, simultaneously. In Section 3.1, some technical details and an algorithm are provided to calculate the penalized maximum likelihood estimators \( \hat{\theta}_n \).

### 2.3 Asymptotic properties

To study the consistency and asymptotic normality of the resulting penalized likelihood estimators, we let \( \theta_0 \) denote the true value of \( \theta \). Furthermore, let \( \theta_0 = (\theta_{01}, \ldots, \theta_{0s})^\top = (\theta_0^{(1)} \theta_0^{(2)})^\top \). Without loss of generality, suppose that all nonzero components of \( \theta_0 \) are included in \( \theta_0^{(1)} \) and \( \theta_0^{(2)} \) is 0. In addition, we assume that the tuning parameters are rearranged corresponding to the elements of \( \theta_0 \). Let \( s_1 \) be the dimension of \( \theta_0^{(1)} \),
\[
a_n = \max_{1 \leq j \leq s_1} \{ p'_{\tau_j}(|\theta_{0j}|): \theta_{0j} \neq 0 \}
\]
and
\[
b_n = \max_{1 \leq j \leq s_1} \{ p'_{\tau_j}(|\theta_{0j}|): \theta_{0j} \neq 0 \},
\]
where \( \tau \) is denoted by \( \tau_0 \) for emphasizing its dependency on the sample size \( n \).

To prove the theorems below (see Appendix B), we require the following regularity conditions:

(C1) The three covariate vectors \( x_i, z_i \) and \( w_i \) are fixed for \( i = 1, \ldots, n \);
(C2) The parameter space is compact and the true value \( \theta_0 \) is located in the interior of the parameter space;
(C3) All \( x_i, z_i \) and \( w_i \) are bounded, i.e., all elements in them are bounded by a single finite real number;
(C4) \( y_i \overset{\text{ind}}{\sim} \text{StN}(\mu_i, \sigma_i^2, \nu_i, \nu), \) where \( \mu_i = x_i^\top \beta_0 \), \( \log \sigma_i^2 = z_i^\top \gamma_0 \) and \( \lambda_i = w_i^\top \alpha_0, \ i = 1, \ldots, n. \)

Next we consider the asymptotic normality of \( \hat{\theta}_n \). Let
\[
A_n = \text{diag} \left( p'_{\tau_{01}}(|\theta_{01}^{(1)}|), \ldots, p'_{\tau_{01}}(|\theta_{01}^{(1)}|) \right),
\]
\[
c_n = \left( p'_{\tau_{01}}(|\theta_{01}^{(1)}|) \text{sgn}(\theta_{01}^{(1)}), \ldots, p'_{\tau_{01}}(|\theta_{01}^{(1)}|) \text{sgn}(\theta_{01}^{(1)}) \right),
\]
where \( \tau_0 \) is identical to that in Theorem 1 and \( \theta_0^{(1)} \) is the \( j \)-th component of \( \theta_0^{(1)} (1 \leq j \leq s_1) \). Denote the Fisher information matrix of \( \theta \) by \( \mathcal{I}_n(\theta) \).

**Theorem 1** (Consistency). Assume that \( a_n = O_p(n^{-1/2}) \), \( b_n \to 0 \) and \( \tau_n \to 0 \) as \( n \to \infty \). Let \( \tau_n \) be \( \tau_{n1}, \tau_{n2}, \) or \( \tau_{n3} \), depending on whether \( \theta_{0j} \) is a component of \( \theta_0, \gamma_0 \) or \( \alpha_0 \) (1 \( \leq j \leq s \)). Under Conditions (C1)-(C4), with probability tending to 1 there exists a local maximizer \( \hat{\theta}_n \) of the penalized log-likelihood function \( \mathcal{L}(\theta) \) in (3) such that \( ||\hat{\theta}_n - \theta_0|| = O_p(n^{-1/2}) \).

Next we consider the asymptotic normality of \( \hat{\theta}_n \). Let
\[
\hat{\theta}_n \overset{\text{Ind}}{\sim} \mathcal{N}(\theta_0, \mathcal{I}_n(\theta_0)/n) \text{ converges to a finite and positive definite matrix } \mathcal{I}(\theta_0) \text{ as } n \to \infty. \text{ Under the conditions specified in Theorem 1, if } \tau_n \to 0 \text{ and } \sqrt{n}\tau_n \to \infty \text{ as } n \to \infty, \text{ then the } \sqrt{n}\text{-consistent estimator } \hat{\theta}_n = (\hat{\theta}_n^{(1)}, \hat{\theta}_n^{(2)})^\top \text{ in Theorem 1 must satisfy}
\]
(i) **Sparsity** \( \hat{\theta}_n^{(2)} = 0; \)
(ii) **Asymptotic normality**
\[
\sqrt{n}(\hat{\theta}_n^{(1)})^{-1/2}(\overline{\theta}_n^{(1)} + A_n \{(\hat{\theta}_n^{(1)} - \theta_0^{(1)}) + (\overline{\theta}_n^{(1)} + A_n^{-1}c_n) \}) \overset{\text{Ind}}{\to} N_{s_1}(0, I_{s_1}),
\]
where \( \overset{\text{Ind}}{\to} \) means convergence in distribution, \( \overline{\theta}_n^{(1)} \) is the \( s_1 \times s_1 \) sub-matrix of \( \hat{\theta}_n \) corresponding to \( \theta_0^{(1)} \) and \( I_{s_1} \) is the \( s_1 \times s_1 \) identity matrix.

**Joint location, scale and skewness models 219**
3. COMPUTATION

3.1 Algorithm

First, we note that the first two derivatives of the log-likelihood function \( \ell(\theta) = \ell(\beta, \gamma, \alpha) \) are continuous. For a given point \( \theta^{(t)} \), \( \ell(\theta) \) can be approximated by

\[
\ell(\theta) \approx \ell(\theta^{(t)}) + \left[ \frac{\partial \ell(\theta^{(t)})}{\partial \theta} \right]^T (\theta - \theta^{(t)})
\]

\[
+ \frac{1}{2} (\theta - \theta^{(t)})^T \left[ \frac{\partial^2 \ell(\theta^{(t)})}{\partial \theta \partial \theta} \right] (\theta - \theta^{(t)}).
\]

Also, given a scalar \( \phi_0 \), we can approximate the penalty function \( p_r(\phi) \) by a quadratic function (Fan and Li, 2001)

\[
p_r(|\phi|) \approx p_r(|\phi_0|) + \frac{1}{2} \left\{ \frac{p_r'(|\phi_0|)}{|\phi_0|} (\phi - \phi_0^2) \right\} \quad \text{for} \quad \phi \approx \phi_0.
\]

Therefore, the penalized log-likelihood function (3) can be locally approximated by

\[
\mathcal{L}(\theta) \approx \ell(\theta^{(t)}) + \left[ \frac{\partial \ell(\theta^{(t)})}{\partial \theta} \right]^T (\theta - \theta^{(t)})
\]

\[
+ \frac{1}{2} (\theta - \theta^{(t)})^T \left[ \frac{\partial^2 \ell(\theta^{(t)})}{\partial \theta \partial \theta} \right] (\theta - \theta^{(t)}) - \frac{n}{2} \theta^T \Sigma_r(\theta^{(t)}) \theta,
\]

where

\[
\Sigma_r(\theta) = \text{diag} \left( \frac{p^2_r(\beta_1)}{\beta_1}, \ldots, \frac{p^2_r(\beta_p)}{\beta_p}, \frac{p^2_r(\gamma_1)}{\gamma_1}, \ldots, \frac{p^2_r(\alpha_1)}{\alpha_1}, \ldots, \frac{p^2_r(\alpha_p)}{\alpha_p} \right).
\]

Thus, the Newton–Raphson algorithm can be used to iteratively calculate

\[
\theta^{(t+1)} = \theta^{(t)} + \left\{ \frac{\partial^2 \ell(\theta^{(t)})}{\partial \theta \partial \theta} \right\}^{-1} \times \left\{ n \Sigma_r(\theta^{(t)}) - \frac{\partial \ell(\theta^{(t)})}{\partial \theta} \right\}.
\]

In the follows, we calculate the score vector and the Hessian matrix. The score vector is given by

\[
U(\theta) = \frac{\partial \ell(\theta)}{\partial \theta} = \left( U_1(\beta), U_2(\gamma), U_3(\alpha) \right)^T,
\]

where

\[
U_1(\beta) = \frac{\partial \ell(\theta)}{\partial \beta} = \left( \nu + 1 \right) \sum_{i=1}^{n} \left\{ \nu + \frac{(y_i - x_i^T \beta)^2}{e^{2 \gamma_i}} \right\}^{-1} \frac{(y_i - x_i^T \beta) x_i}{e^{2 \gamma_i}},
\]

\[
U_2(\gamma) = \frac{\partial \ell(\theta)}{\partial \gamma} = -\frac{1}{2} \sum_{i=1}^{n} \frac{z_i}{\nu + 1} \sum_{i=1}^{n} \left\{ \nu + \frac{(y_i - x_i^T \beta)^2}{e^{2 \gamma_i}} \right\}^{-1} \left( y_i - x_i^T \beta \right)^2 z_i - \frac{1}{2} \sum_{i=1}^{n} \frac{\varphi(k_i) k_i}{\Phi(k_i)} z_i,
\]

\[
U_3(\alpha) = \frac{\partial \ell(\theta)}{\partial \alpha} = \sum_{i=1}^{n} \frac{\varphi(k_i)}{\Phi(k_i)} \frac{y_i - x_i^T \beta}{e^{2 \gamma_i}} z_i,
\]

and \( \varphi(\cdot) \) is the density function of \( N(0,1) \). The Hessian matrix is

\[
H(\theta) = \frac{\partial^2 \ell(\theta)}{\partial \theta \partial \theta^T} = \begin{pmatrix}
\frac{\partial^2 \ell(\theta)}{\partial \beta \partial \beta} & \frac{\partial^2 \ell(\theta)}{\partial \beta \partial \gamma} & \frac{\partial^2 \ell(\theta)}{\partial \beta \partial \alpha} \\
\frac{\partial^2 \ell(\theta)}{\partial \gamma \partial \beta} & \frac{\partial^2 \ell(\theta)}{\partial \gamma \partial \gamma} & \frac{\partial^2 \ell(\theta)}{\partial \gamma \partial \alpha} \\
\frac{\partial^2 \ell(\theta)}{\partial \alpha \partial \beta} & \frac{\partial^2 \ell(\theta)}{\partial \alpha \partial \gamma} & \frac{\partial^2 \ell(\theta)}{\partial \alpha \partial \alpha}
\end{pmatrix},
\]

where

\[
\frac{\partial^2 \ell(\theta)}{\partial \beta \partial \beta} = 2(\nu + 1) \sum_{i=1}^{n} \left\{ \nu + \frac{(y_i - x_i^T \beta)^2}{e^{2 \gamma_i}} \right\}^{-2} \left( y_i - x_i^T \beta \right)^2 x_i x_i^T - (\nu + 1) \sum_{i=1}^{n} \frac{\varphi(k_i) k_i (w_i^T \alpha)^2 x_i x_i^T}{\Phi(k_i)} e^{2 \gamma_i},
\]

\[
\frac{\partial^2 \ell(\theta)}{\partial \beta \partial \gamma} = (\nu + 1) \sum_{i=1}^{n} \left\{ \nu + \frac{(y_i - x_i^T \beta)^2}{e^{2 \gamma_i}} \right\}^{-2} \left( y_i - x_i^T \beta \right)^2 x_i x_i^T - (\nu + 1) \sum_{i=1}^{n} \frac{\varphi(k_i) k_i (w_i^T \alpha)^2 x_i x_i^T}{\Phi(k_i)} e^{2 \gamma_i},
\]

\[
\frac{\partial^2 \ell(\theta)}{\partial \beta \partial \alpha} = -\frac{1}{2} \sum_{i=1}^{n} \left[ \frac{\varphi(k_i) k_i}{\Phi(k_i)} + \frac{\varphi(k_i) (k_i - 1)}{\Phi(k_i)} \right] \frac{w_i^T \alpha}{e^{2 \gamma_i}} x_i x_i^T - \frac{1}{2} \sum_{i=1}^{n} \left[ \frac{\varphi(k_i) k_i}{\Phi(k_i)} - \frac{\varphi^2(k_i) k_i}{\Phi^2(k_i)} \right] \frac{x_i^T w_i}{e^{2 \gamma_i}}.
\]
penalty, and proved its model selection consistency property; that is, the optimal parameter chosen based on BIC can identify the true model with probability tending to one. We also adopt BIC to select the optimal $\tau$.

It is expected that the choice of $\tau_1$, $\tau_2$ and $\tau_m$ will satisfy that the tuning parameter for a zero coefficient is larger than those for nonzero coefficients. Thus we can unbiasedly estimate larger coefficients, and shrink the small coefficients towards zero simultaneously. Hence, similar to Wu, Zhang and Xu (2013), we suggest

(i) $\tau_1 = \tau/|\hat{\beta}_j^0|$, $j = 1, \ldots, p$,
(ii) $\tau_2 = \tau/|\hat{\gamma}_k^0|$, $k = 1, \ldots, q$,
(iii) $\tau_m = \tau/|\hat{\alpha}_m^0|$, $m = 1, \ldots, r$,

where $\hat{\beta}_j^0$, $\hat{\gamma}_k^0$ and $\hat{\alpha}_m^0$ are initial estimators of $\beta_j$, $\gamma_k$ and $\alpha_m$ respectively by maximizing the un-penalized likelihood. Define

$$
BIC(\tau) = -2n \ell(\hat{\theta}_n) + df_\tau \times \log(n),
$$

where $\hat{\theta}_n$ is the maximum penalized likelihood estimator of $\theta$, $df_\tau (0 < df_\tau < s)$ denotes the number of nonzero components of $\hat{\theta}_n$, and $\ell(\theta)$ is defined in (3). The optimal tuning parameter $\tau$ can be determined by minimizing BIC($\tau$) over $\tau$.

4. SIMULATION STUDIES AND A REAL EXAMPLE

In this section, simulation studies are performed and a real data set on the body mass index (BMI) is analyzed to demonstrate the proposed methods.

4.1 Simulation studies

To evaluate the finite sample performance of the proposed unified penalized likelihood method, we conduct some Monte Carlo simulations. For the sake of comparison, we consider three different penalties; that is, SCAD (Fan and Li, 2001), least absolute shrinkage and selection operator (LASSO, Tibshirani, 1996) and the hard thresholding penalty (abbreviated as “HARD” in the follows, see Antoniadis, 1997). The performance of the penalized MLEs $\hat{\beta}_n$, $\hat{\gamma}_n$ and $\hat{\alpha}_n$ are assessed by using the mean square error (MSE):

$$
\text{MSE}(\hat{\beta}_n) = E(\hat{\beta}_n - \beta)^T (\hat{\beta}_n - \beta),
$$
$$
\text{MSE}(\hat{\gamma}_n) = E(\hat{\gamma}_n - \gamma)^T (\hat{\gamma}_n - \gamma),
$$
$$
\text{MSE}(\hat{\alpha}_n) = E(\hat{\alpha}_n - \alpha)^T (\hat{\alpha}_n - \alpha).
$$

In the simulations, let $\beta = (1, 1, 0, 0, 1, 0, 0, 0)^T$, $\gamma = (0, 7, 0, 0, 0, 0, 0, 0, 0)^T$ and $\alpha = (0.5, 0.5, 0, 0, 0.5, 0.0, 0.0)^T$. All components in covariate vectors $x_i$, $z_i$ and $w_i$ are independently generated from the uniform distribution $U(-1, 1)$. We independently generate $y_i$ from $\text{SN}(x_i^T \beta, \exp(z_i^T \gamma), w_i^T \alpha, \nu)$ for $i = 1, \ldots, n$. For a given degree of freedom $\nu$ ($\nu = 3, 5$), a given sample size $n$
(n = 20, 50, 100, 200, 250, 300), and a given penalty (SCAD, LASSO, HARD), we calculate the penalized MLEs $\hat{\beta}_n, \hat{\gamma}_n$ and $\hat{\alpha}_n$ and repeat the experiment 1,000 times. The simulation results are reported in Tables 1 and 2, where “C” denotes average number of zero regression coefficients that are correctly estimated as zero and “IC” denotes the average number of non-zero regression coefficients that are erroneously set to zero.

From Tables 1 to 2, we can clearly see the following conclusions:

(a) For a given degree of freedom $\nu$ and a given penalty, as expected, the variable selection performs better as the sample size $n$ increases. The MSEs of estimators $\hat{\beta}_n, \hat{\gamma}_n$ and $\hat{\alpha}_n$ also become smaller as the sample size $n$ increases.

(b) For a given sample size $n$ and a given $\nu$, the performances of both SCAD and HARD procedures are similar in terms of model error and model complexity. Furthermore, the performances of both SCAD and HARD are significantly better than that of LASSO.

(c) For a given penalty and a given sample size $n$, especially for the scale model, the variable selection performs better as the degree of freedom $\nu$ increases. The MSEs of estimators $\hat{\gamma}_n$ also become smaller as the degree of freedom $\nu$ increases.

(d) For a given combination of $\nu$, sample size $n$ and penalty, the performance of variable selection in the location model is significantly better than that in the scale model and in the skewness model, the skewness model is significantly better than that in the scale model in the sense of model error and model complexity.

### 4.2 Application to the body mass index data

Now, we illustrate the proposed variable selection procedure by using the body mass index data for 102 male and 100 female athletes collected at Australian Institute of Sport (Cook and Weisberg, 1994). The BMI data set consists of the response variable $Y$—BMI in weight/(height)$^2$ and eight predictors: $X_1$—the red cell count; $X_2$—the white cell count; $X_3$—the Hematocrit; $X_4$—the Hemoglobin; $X_5$—the plasma ferritin concentration; $X_6$—the sum of skin folds; $X_7$—the body fat percentage and $X_8$—the lean body mass. We are interested in establishing the relationship between the body mass index $Y$ and the important predictors.

In practice, we may treat the degrees of freedom $\nu$ as an additional unknown parameter and its MLE can be obtained from the following profile log-likelihood

$$
\ell_p(\nu) = \ell(\hat{\beta}(\nu), \hat{\gamma}(\nu), \hat{\alpha}(\nu), \nu) = \frac{m \nu}{2} \log(\nu) + n \log \Gamma \left(\frac{\nu + 1}{2}\right) - n \log \Gamma \left(\frac{\nu}{2}\right)
$$

$$
- \frac{\nu + 1}{2} \sum_{i=1}^{n} \log \left\{ \nu + \frac{y_i - x_i^T \tilde{\beta}(\nu)}{\exp[z_i^T \hat{\gamma}(\nu)]} \right\}
$$

$$
- \frac{1}{2} \sum_{i=1}^{n} z_i^T \hat{\gamma}(\nu) + \sum_{i=1}^{n} \log \Phi(k_i(\nu)),
$$

where $\tilde{\beta}(\nu), \hat{\gamma}(\nu)$ and $\hat{\alpha}(\nu)$ denote the restricted MLEs of $\beta$,
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on the SCAD, LASSO and HARD penalties in Section 2 to

Therefore, we could model the BMI data by the following joint location, scale and skewness model with an StN distribution:

\[
k_i(\nu) = \frac{w_i^T \hat{\alpha}(\nu)[y_i - x_i^T \hat{\beta}(\nu)]}{\exp(z_i^T \hat{\gamma}(\nu)/2)}.
\]

In the current real application, we obtain \( \hat{\nu} = 3.86 \).

Figure 1 plots the histogram and the probability density function curve of \( Y \), indicating that the BMI approximately follows an StN distribution. The purpose of our modeling may be helpful to understand what predictors/factors affecting the location, scale and skewness of \( Y \).

Figure 1. Histogram of the body mass index and fitted StN density function.

\[
\begin{align*}
\hat{y}_i \sim \text{StN}(\mu_i, \sigma_i^2, \lambda_i, \nu), & \quad \hat{\nu} = 3.86, \quad i = 1, \ldots, 202, \\
\mu_i = \beta_0 + \beta_1 X_{i1} + \beta_2 X_{i2} + \cdots + \beta_8 X_{i8}, & \\
\log \sigma_i^2 = \gamma_0 + \gamma_1 X_{i1} + \gamma_2 X_{i2} + \cdots + \gamma_8 X_{i8}, & \\
\lambda_i = \alpha_0 + \alpha_1 X_{i1} + \alpha_2 X_{i2} + \cdots + \alpha_8 X_{i8}.
\end{align*}
\]

We apply the proposed variable selection procedure based on the SCAD, LASSO and HARD penalties in Section 2 to the above model. The results are displayed in Table 3.

From Table 3, we notice that in this data example, the SCAD and HARD based methods perform very similarly in terms of the selected variables. We can see that our procedure identified seven nonzero regression coefficients \( \beta_1, \beta_2, \beta_3, \beta_4, \beta_5, \beta_7 \) and \( \beta_8 \) in the location model, four nonzero regression coefficients \( \gamma_1, \gamma_2, \gamma_3 \) and \( \gamma_7 \) in the scale model and seven nonzero regression coefficients \( \alpha_1, \alpha_2, \alpha_3, \alpha_4, \alpha_6, \alpha_7 \) and \( \alpha_8 \) in the skewness model.

This indicates that the \( X_6 \) (the sum of skin folds) has no significant impact on the location of \( Y \) (the body mass index, weight/(height)^2); \( X_4 \) (the Hemoglobin), \( X_5 \) (the plasma ferritin concentration), \( X_6 \) (the sum of skin folds), \( X_8 \) (the lean body mass) have also no significant impact on the scale of \( Y \) (the body mass index). Furthermore, \( X_5 \) (the plasma ferritin concentration) has also no significant impact on the skewness of \( Y \) (the body mass index).

<table>
<thead>
<tr>
<th>Model</th>
<th>( n )</th>
<th>SCAD</th>
<th>LASSO</th>
<th>HARD</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>C</td>
<td>IC</td>
<td>MSE</td>
</tr>
<tr>
<td>Location</td>
<td>20</td>
<td>4.470</td>
<td>0.710</td>
<td>1.3892</td>
</tr>
<tr>
<td></td>
<td>50</td>
<td>4.690</td>
<td>0.278</td>
<td>0.6169</td>
</tr>
<tr>
<td></td>
<td>100</td>
<td>4.870</td>
<td>0.026</td>
<td>0.2033</td>
</tr>
<tr>
<td></td>
<td>200</td>
<td>4.895</td>
<td>0</td>
<td>0.1272</td>
</tr>
<tr>
<td></td>
<td>250</td>
<td>4.925</td>
<td>0</td>
<td>0.0921</td>
</tr>
<tr>
<td></td>
<td>300</td>
<td>4.965</td>
<td>0</td>
<td>0.0688</td>
</tr>
<tr>
<td>Scale Model</td>
<td>20</td>
<td>4.480</td>
<td>1.908</td>
<td>1.6243</td>
</tr>
<tr>
<td></td>
<td>50</td>
<td>4.610</td>
<td>1.496</td>
<td>1.1184</td>
</tr>
<tr>
<td></td>
<td>100</td>
<td>4.730</td>
<td>0.948</td>
<td>0.6928</td>
</tr>
<tr>
<td></td>
<td>200</td>
<td>4.820</td>
<td>0.540</td>
<td>0.4200</td>
</tr>
<tr>
<td></td>
<td>250</td>
<td>4.830</td>
<td>0.340</td>
<td>0.2854</td>
</tr>
<tr>
<td></td>
<td>300</td>
<td>4.855</td>
<td>0.191</td>
<td>0.2561</td>
</tr>
<tr>
<td>Skewness</td>
<td>20</td>
<td>3.450</td>
<td>1.112</td>
<td>2.8505</td>
</tr>
<tr>
<td></td>
<td>50</td>
<td>4.208</td>
<td>1.040</td>
<td>1.0795</td>
</tr>
<tr>
<td></td>
<td>100</td>
<td>4.588</td>
<td>0.846</td>
<td>0.5020</td>
</tr>
<tr>
<td></td>
<td>200</td>
<td>4.765</td>
<td>0.475</td>
<td>0.2759</td>
</tr>
<tr>
<td></td>
<td>250</td>
<td>4.790</td>
<td>0.330</td>
<td>0.1998</td>
</tr>
<tr>
<td></td>
<td>300</td>
<td>4.825</td>
<td>0.145</td>
<td>0.1146</td>
</tr>
</tbody>
</table>
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5. CONCLUSION

We proposed an efficient and unified penalized likelihood procedure which can simultaneously select significant variables and estimate unknown regression coefficients in the joint location, scale and skewness models with the StN distribution when the data under consideration involve heavy tail and asymmetric outcomes. Furthermore, with proper choice of tuning parameters, we showed that this variable selection procedure is consistent, and the estimators of regression coefficients have oracle property. Simulation studies are performed and a real data set on the BMI data is analyzed to illustrate the proposed methods.

The proposed method is valid for the fixed number of parameters. It would be interesting to consider the case when the number of parameters goes to infinity. In some applications, it is necessary to develop some new theories and methods to obtain the variable selection in semiparametric joint location, scale and skewness models with the StN distribution. The proposed method for variable selection in joint location, scale and skewness models with a skew-t-normal distribution could be formulated under the generalized additive model for location, scale and shape (GAMLSS) framework (Rigby and Stasinopoulos, 2005).

The MATLAB codes of this paper are available on request.
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APPENDIX A: PROOF OF THE DENSITY FUNCTION (1) BEING UNIMODAL

The density function of $Y \sim \text{StN}(\mu, \sigma^2, \nu, \lambda)$ is given by

$$f(y) = \frac{2}{\sqrt{\pi \lambda}} \frac{(y-\mu)^\nu}{\sigma \nu^{\nu/2}} \Phi \left( \frac{\sqrt{\nu} (y-\mu)}{\sigma} \right)$$

Let $z = (y-\mu)/\sigma \in \mathbb{R}$. That there exists a $y_0 \in \mathbb{R}$ such that $f'(y_0) = 0$ is equivalent to that there is a $z_0 = (y_0-\mu)/\sigma \in \mathbb{R}$ such that $g(z) = 0$, where

$$g(z) = - \nu + 1 - \frac{z^2}{\nu} \frac{2 \lambda z}{\nu} \int_{-\infty}^{z} e^{-x^2/2} \, dx + \lambda \exp \left( - \frac{\lambda^2 z^2}{2} \right).$$

It is easy to see that $g(0) = \lambda > 0$ and $g(z) > 0$ when $z < 0$. When $z > 0$, we have $\lambda z > 0$. Since

$$\int_{-\infty}^{\lambda z} e^{-x^2/2} \, dx = \int_{-\infty}^{0} e^{-x^2/2} \, dx + \int_{0}^{\lambda z} e^{-x^2/2} \, dx$$

$$= \sqrt{\frac{\pi}{2}} + \int_{0}^{\lambda z} e^{-x^2/2} \, dx$$

We have

$$f(y) = \frac{2}{\sqrt{\pi \lambda}} \frac{(y-\mu)^\nu}{\sigma \nu^{\nu/2}} \Phi \left( \frac{\sqrt{\nu} (y-\mu)}{\sigma} \right)$$

Table 3. Penalized maximum likelihood estimators of parameters for the BMI data

<table>
<thead>
<tr>
<th>Model</th>
<th>Method</th>
<th>$\mu$</th>
<th>$\sigma$</th>
<th>$\nu$</th>
<th>$\lambda$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Location Model</td>
<td>SCAD</td>
<td>-31.4916</td>
<td>1.7673</td>
<td>-5.7813</td>
<td>0.3722</td>
</tr>
<tr>
<td>LASSO</td>
<td>-23.0420</td>
<td>1.5784</td>
<td>-9.3111</td>
<td>0.1173</td>
<td>0.5428</td>
</tr>
<tr>
<td>HARD</td>
<td>-31.4916</td>
<td>1.7673</td>
<td>-5.7813</td>
<td>0.3722</td>
<td>0.9381</td>
</tr>
<tr>
<td>Scale Model</td>
<td>SCAD</td>
<td>7.0554</td>
<td>-0.1333</td>
<td>0.3244</td>
<td>-0.0284</td>
</tr>
<tr>
<td>LASSO</td>
<td>6.5866</td>
<td>-0.1492</td>
<td>0.1300</td>
<td>-0.0191</td>
<td>0.0289</td>
</tr>
<tr>
<td>HARD</td>
<td>7.0544</td>
<td>-0.1271</td>
<td>0.3224</td>
<td>-0.0289</td>
<td>0</td>
</tr>
<tr>
<td>Skewness Model</td>
<td>SCAD</td>
<td>13.9388</td>
<td>21.8682</td>
<td>-0.7605</td>
<td>1.9311</td>
</tr>
<tr>
<td>LASSO</td>
<td>10.6491</td>
<td>-0.3135</td>
<td>0.0893</td>
<td>0.2663</td>
<td>-0.2804</td>
</tr>
<tr>
<td>HARD</td>
<td>13.7397</td>
<td>19.7302</td>
<td>-0.6301</td>
<td>1.4854</td>
<td>-10.9999</td>
</tr>
</tbody>
</table>
\[ > \int_0^{\lambda z} e^{-x^2/2} \, dx > \int_0^{\lambda z} \min_{x \in [0, \lambda z]} e^{-x^2/2} \, dx \]
\[ = \int_0^{\lambda z} \min_{x \in [0, \lambda z]} e^{-x^2/2} \, dx = \lambda z \cdot e^{-\lambda^2 z^2/2}, \]
from (A.1), we have
\[ g(z) < -\nu + \frac{1}{2} \left( 1 + \frac{z^2}{\nu} \right)^{-1} \frac{2z}{\nu} \cdot \lambda z \cdot \exp \left( -\frac{\lambda^2 z^2}{2} \right) \]
\[ + \lambda \exp \left( -\frac{\lambda^2 z^2}{2} \right) \]
\[ = \lambda \left[ -(\nu + 1) \left( 1 + \frac{z^2}{\nu} \right)^{-1} \frac{z^2}{\nu} \right] \exp \left( -\frac{\lambda^2 z^2}{2} \right) \]
\[ = \frac{\lambda \nu (1 - z^2)}{\nu + z^2} \exp \left( -\frac{\lambda^2 z^2}{2} \right) \]
\[ \leq 0, \quad \text{if } z \geq 1. \]

In particular, \( g(1) < 0. \) Since \( g(z) \) is a continuous function, based on the zero point theorem in mathematical analysis, there exists a \( z_0 \in (0, 1) \) such that \( g(z_0) = 0. \) In other words, there is a \( y_0 \in (\mu, \mu + \sigma) \) satisfying \( f'(y_0) = 0. \) Therefore, the existence is verified.

To verify that \( z_0 \in (0, 1) \) is the unique solution to the equation \( g(z) = 0, \) we only need to show that \( g(z) \) is monotone in the unit interval \((0, 1).\) In fact, we have
\[ g'(z) = \frac{(\nu + 1)(z^2 - \nu)}{(z^2 + \nu)^2} \int_{-\infty}^{\lambda z} e^{-x^2/2} \, dx \]
\[ - \lambda z \cdot e^{-\lambda^2 z^2/2} \left( \frac{\nu + 1}{\nu + z^2} \right) \]
\[ = I_1 + I_2. \]
If \( 0 < z < 1, \) we have \( z^2 - \nu \leq 0 \) and \( \lambda z > 0, \) implying that \( I_1 \leq 0 \) and \( I_2 < 0. \) Hence, \( g'(z) < 0 \) for any \( z \in (0, 1). \) That is, \( g(z) \) is monotone decreasing in the unit interval \((0, 1).\) The uniqueness is verified.

When \( \lambda < 0, \) the conclusion can be proved similarly.

APPENDIX B: PROOFS OF THE THEOREMS

Proof of Theorem 1. For any given \( \varepsilon > 0, \) we first prove that there exists a large constant \( C \) such that
\[ \Pr \left\{ \sup_{||v||=C} \mathcal{L}(\theta_0 + n^{-\frac{1}{2}}v) < \mathcal{L}(\theta_0) \right\} \geq 1 - \varepsilon. \]
Note that \( p_{\tau_j}(0) = 0 \) and \( p_{\tau_j}(-\cdot) > 0, \) we obtain
\[ \mathcal{L} \left( \theta_0 + n^{-\frac{1}{2}}v \right) - \mathcal{L}(\theta_0) \]
\[ = n \sum_{j=1}^{s_1} \left[ p_{\tau_j}(\{\theta_{0j} + n^{-\frac{1}{2}}v_j\}) - p_{\tau_j}(\{\theta_{0j}\}) \right] \]
\[ = -n \sum_{j=1}^{s_1} \left\{ n^{\frac{1}{2}} p'_{\tau_j}(\{\theta_{0j}\}) \text{sgn}(\theta_{0j}) v_j \right\} \]

We first consider \( K_1. \) Using the Taylor expansion, we have
\[ K_1 = \ell(\theta_0 + n^{-\frac{1}{2}}v) - \ell(\theta_0) \]
\[ = n^{-\frac{1}{2}} v^\top \ell'(\theta_0) + \frac{1}{2} n^{-1} v^\top \ell''(\theta^*) v \]
\[ \leq K_{11} + K_{12}, \]
where \( \theta^* \) lies between \( \theta_0 \) and \( \theta_0 + n^{-\frac{1}{2}}v. \) Note that
\[ n^{-\frac{1}{2}} \cdot \|v\| \cdot \|\ell'(\theta_0)\| = O_p(1). \]
By applying the Cauchy–Schwarz inequality, we obtain
\[ K_{11} = n^{-\frac{1}{2}} v^\top \ell'(\theta_0) \leq n^{-\frac{1}{2}} \cdot \|v\| \cdot \|\ell'(\theta_0)\| = O_p(1). \]
According to Chebyshev’s inequality, we know that for any \( \varepsilon > 0, \)
\[ \Pr \left\{ \frac{1}{n} \|\ell''(\theta_0) - E\ell''(\theta_0)\| \geq \varepsilon \right\} \]
\[ \leq \frac{1}{n^2 \varepsilon^2} E \left\{ \sum_{j=1}^{s_1} \sum_{l=1}^{s_1} \left( \frac{\partial^2 \ell(\theta_0)}{\partial \theta_j \partial \theta_l} - E \frac{\partial^2 \ell(\theta_0)}{\partial \theta_j \partial \theta_l} \right)^2 \right\} \]
\[ \leq \frac{C s^2}{n \varepsilon^2} = o(1), \]
which implies \( \frac{1}{n} \|\ell''(\theta_0) - E\ell''(\theta_0)\| = o_p(1) \) and
\[ K_{12} = n^{-1} v^\top \ell''(\theta^*) v = \frac{1}{2} v^\top \left[ n^{-1} \ell''(\theta_0) \right] v \left[ 1 + o_p(1) \right] \]
\[ = \frac{1}{2} v^\top \left[ n^{-1} \left\{ \ell''(\theta_0) - E\ell''(\theta_0) - I(\theta_0) \right\} \right] v \left[ 1 + o_p(1) \right] \]
\[ = -\frac{1}{2} v^\top I(\theta_0) v \left[ 1 + o_p(1) \right]. \]
Therefore, we conclude that \( K_{12} \) uniformly dominates \( K_{11} \) if the constant \( C \) is sufficiently large.

Next, we study the term \( K_2. \) It follows from the Taylor expansion and the Cauchy–Schwarz inequality that
\[ K_2 = -n \sum_{j=1}^{s_1} \left[ p_{\tau_j}(\{\theta_{0j} + n^{-\frac{1}{2}}v_j\}) - p_{\tau_j}(\{\theta_{0j}\}) \right] \]
\[ = -n \sum_{j=1}^{s_1} \left\{ n^{\frac{1}{2}} p'_{\tau_j}(\{\theta_{0j}\}) \text{sgn}(\theta_{0j}) v_j \right\} \]
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\[
\begin{align*}
\frac{1}{\sqrt{\pi n}} \|v\| \max_{1 \leq j \leq s} \left\{ p_{\tau_n}^\prime (\theta_j), \theta_{j0} \neq 0 \right\} \\
\frac{1}{\sqrt{\pi n}} \|v\| \max_{1 \leq j \leq s} \left\{ |\theta_j| : \theta_{j0} \neq 0 \right\} \\
= \sqrt{\pi n} \|v\| a_n + \frac{1}{2} \|v\|^2 b_n.
\end{align*}
\]

Since it is assumed that \(a_n = O_p(n^{-1/2})\) and \(b_n \to 0\), we conclude that \(K_12\) dominates \(K_2\) if we choose a sufficiently large \(C\). Therefore, for any given \(\varepsilon > 0\), there exists a large constant \(C\) such that

\[
\Pr \left\{ \sup_{|v| = C} \mathcal{L}(\theta_0 + n^{-1/2} v) < \mathcal{L}(\theta_0) \right\} \geq 1 - \varepsilon,
\]

implying that there exists a local maximizer \(\hat{\theta}_n\) such that \(\hat{\theta}_n\) is a \(\sqrt{n}\)-consistent estimator of \(\theta_0\). This completed the proof of Theorem 1.

**Proof of Theorem 2.** We first prove Part (i). From \(\tau_{\max} \to 0\), it is easy to show that \(a_n = 0\) for large \(n\). Second, we prove that for any given \(\theta^{(1)}\) satisfying \(\theta^{(1)} - \theta^{(1)}_0 = O_p(\sqrt{n})\) and for any constant \(C > 0\), we have

\[
\mathcal{L}(\theta^{(1)}, 0) = \max_{|\theta^{(1)}| \leq Cn^{-1/2}} \mathcal{L}(\theta^{(1)}, \theta^{(2)}).
\]

In fact, for any \(\theta_j (j = s_1 + 1, \ldots, s)\), using the Taylor expansion, we obtain

\[
\frac{\partial \mathcal{L}(\theta)}{\partial \theta_j} = \frac{\partial \mathcal{L}(\theta_0)}{\partial \theta_j} - np_{\tau_n}^\prime (\theta_j) \text{sgn}(\theta_j)
\]

\[
= \frac{\partial \mathcal{L}(\theta_0)}{\partial \theta_j} + \sum_{l=1}^{s} \frac{\partial^2 \ell(\theta^*)}{\partial \theta_j \partial \theta_l} (\theta_l - \theta_{l0}) - np_{\tau_n}^\prime (\theta_j) \text{sgn}(\theta_j),
\]

where \(\theta^*\) is a point between \(\theta\) and \(\theta_0\). By the standard argument, we have

\[
\frac{1}{n} \frac{\partial \mathcal{L}(\theta_0)}{\partial \theta_j} = O_p(n^{-1/2})
\]

and

\[
\frac{1}{n} \left\{ \frac{\partial^2 \ell(\theta_0)}{\partial \theta_j \partial \theta_l} - E \left( \frac{\partial^2 \ell(\theta_0)}{\partial \theta_j \partial \theta_l} \right) \right\} = O_p(1).
\]

Note that \(|\hat{\theta}_n - \theta_0|| = O_p(n^{-1/2})\), we have

\[
\frac{\partial \mathcal{L}(\theta)}{\partial \theta_j} = -n \tau_{\max} \left\{ \tau_{\max}^{-1} p_{\tau_n}^\prime (|\theta_j|) \text{sgn}(\theta_j) + O_p(n^{-1/2}) \right\}.
\]

According to the assumption in Theorem 2, we obtain

\[
\lim_{n \to \infty} \lim_{\theta \to 0^+} \tau_{\max}^{-1} p_{\tau_n}^\prime (\theta) > 0 \quad \text{and} \quad \tau_{\max}^{-1} n^{-1/2} \to 0.
\]

So that

\[
\frac{\partial \mathcal{L}(\theta)}{\partial \theta_j} < 0, \quad \text{for} \quad 0 < \theta_j < C n^{-1/2}
\]

and

\[
\frac{\partial \mathcal{L}(\theta)}{\partial \theta_j} > 0, \quad \text{for} \quad -C n^{-1/2} < \theta_j < 0.
\]

Therefore, \(\mathcal{L}(\theta)\) achieve its maximum at \(\theta = ((\theta^{(1)}_n)^\top, 0)^\top\) and this completes the proof of the first part of Theorem 2.

Second, we study the asymptotic normality of \(\hat{\theta}^{(1)}_n\). From Theorem 1 and the first part of Theorem 2, there exists a penalized maximum likelihood estimator \(\hat{\theta}^{(1)}_n\) that is the \(\sqrt{n}\)-consistent local maximizer of the function \(\mathcal{L}(\theta^{(1)}, 0)\). The estimator \(\hat{\theta}^{(1)}_n\) must satisfy

\[
0 = \frac{\partial \mathcal{L}(\theta)}{\partial \theta_j} \bigg|_{\theta = (\theta^{(1)}_n, 0)^\top} = \frac{\partial \mathcal{L}(\theta_0)}{\partial \theta_j} + \sum_{l=1}^{s} \left\{ \frac{\partial^2 \ell(\theta_0)}{\partial \theta_j \partial \theta_l} (\theta_l - \theta_{l0}) - np_{\tau_n}^\prime (|\theta_j|) \text{sgn}(\theta_j) \right\}
\]

\[
= n \left\{ \frac{\partial^2 \ell(\theta_0)}{\partial \theta_j \partial \theta_l} - E \left( \frac{\partial^2 \ell(\theta_0)}{\partial \theta_j \partial \theta_l} \right) \right\} (\hat{\theta}^{(1)}_n - \theta^{(1)}_0)
\]

\[
- n \left\{ p_{\tau_n}^\prime (|\theta_j^{(1)}|) \text{sgn}(\theta_j^{(1)}) + O_p(1) \right\} (\hat{\theta}^{(1)}_n - \theta^{(1)}_0).
\]

In other words, we have

\[
\left\{ \frac{\partial^2 \ell(\theta_0)}{\partial \theta_j \partial \theta_l} - E \left( \frac{\partial^2 \ell(\theta_0)}{\partial \theta_j \partial \theta_l} \right) \right\} (\hat{\theta}^{(1)}_n - \theta^{(1)}_0) + n A_n + O_p(1) = \frac{1}{n} \frac{\partial \mathcal{L}(\theta_0)}{\partial \theta_j}. \tag{1997}
\]

Using the Liapounov form of the multivariate central limit theorem, we obtain

\[
\frac{1}{n} \frac{\partial \mathcal{L}(\theta_0)}{\partial \theta_j} \xrightarrow{\text{d}} N(0, I^{(1)}_n).
\]

Note that

\[
\frac{1}{n} \left\{ \frac{\partial^2 \ell(\theta_0)}{\partial \theta_j \partial \theta_l} - E \left( \frac{\partial^2 \ell(\theta_0)}{\partial \theta_j \partial \theta_l} \right) \right\} = O_p(1),
\]

it follows immediately by using Slutsky’s Theorem that

\[
\sqrt{n} (\hat{\theta}^{(1)}_n - \theta^{(1)}_0) + (\hat{\theta}^{(1)}_n - \theta^{(1)}_0) + (\hat{\theta}^{(1)}_n + A_n)^{-1} c_n \xrightarrow{\text{d}} \mathcal{N}(0, I^{(1)}_n).
\]

The second part of Theorem 2 is proved.
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