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This article proposes a spatial autoregression (SAR) model with time-varying coefficients. The model incorporates both spatial dependence and the impacts of explanatory variables, and all the coefficients are allowed to flexibly vary according to time. This article further develops a kernel-smoothed estimator (KSE) to estimate the time-varying coefficients. Compared with the maximum likelihood estimator (MLE) obtained at discrete time points, the KSE utilizes the potentially useful information from time neighborhoods. We have theoretically proved the consistency of the proposed KSE. A number of simulation studies show that the KSE is more accurate and performs substantially better than the MLE. Moreover, a real data analysis for a ride-hailing platform in China also shows that the KSE is more stable and interpretable. The proposed model as well as the KSE can be widely applied to data with a large number of cross-sectional units and regularly spaced time points.
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1. INTRODUCTION

Online ride-hailing has become a multi-billion business in the U.S. as well as China. Well-known ride-hailing service providers include Lyft (www.lyft.com) and Uber (www.uber.com) in the U.S., and Didi Chuxing (www.didichuxing.com) and Yidao (www.yongche.com) in China. The ride-hailing service provider serves as a matchmaker between passengers and drivers. It profits mainly by charging a commission on the transactions made on its application-based ride-hailing platform. As a result, it is highly important for ride-hailing platforms to optimize their matchmaking service and raise the number of rides. To this end, ride-hailing platforms need to forecast and monitor the number of rides in different locations across the city in real time. Therefore, they have opportunities to efficiently allocate drivers (i.e., supply) to satisfy more rides (i.e., demand). This research intends to model the number of rides in different locations across time and provides guidance for ride-hailing platforms to improve their business.

However, modeling the number of rides in a particular location at a particular time point can be challenging because the influential factors could be multifold. The number of rides at a particular time may be affected by both the observed cross-sectional variables and the unobserved spatial dependence. First, at a given time point, the number of rides might depend on the nearby ride-hailing supply and demand intensities, the economic incentives provided, and the geographic distance of the ride-hailing requests (i.e., observed cross-sectional variables). For example, a relatively low supply may lead to a small number of rides. Locations that have more requests with higher economic incentives (e.g., a 20 RMB bonus) may be associated with a larger number of rides. With regard to geographical distance, the number of rides is typically larger for requests with a larger distance (e.g., drivers may prefer a 10 km ride rather than a 2 km ride). Second, there may exist spatial dependence between adjacent regions. If the number of rides is relatively small in one region, the nearby regions are less likely to have a very large number of rides. Moreover, the number of rides changes dynamically over time as the drivers move around to look for potential passengers. This adds another layer of complexity.

To quantify the factors that influence the number of rides in a particular location at particular time, several classical models could be considered. First, a linear regression model can be readily employed to examine the impacts of the observed explanatory variables on the number of rides [8, 17]. But it cannot deal with the potentially important spatial dependence. Second, to capture the spatial dependence from...
adjacent regions, a standard spatial autoregression (pure SAR) model can be adopted [1, 3]. However, this model only deals with spatial dependence and does not take the explanatory variables into consideration. In order to capture spatial correlation and the impacts of explanatory variables (e.g., the characteristics of rides) simultaneously, a mixed regressive SAR model could be used [2, 16]. One drawback of this model, however, is that it does not allow the coefficients to vary according to time. Consider the empirical context of the ride-hailing service. The impact of some variables (e.g., the economic incentive) on the number of rides may change over time. In addition, the extent of spatial dependence in the number of rides might also vary at different time points. Therefore, allowing the coefficients to be time-varying would make the SAR model more flexible. Unfortunately, the estimation of time-varying coefficients in the SAR model is technically difficult [14].

In this research, we introduce a SAR model with time-varying coefficients. The model allows the coefficients of both spatial dependence and explanatory variables to vary according to time. Moreover, we propose an estimation method to estimate the time-varying coefficients. The proposed method is applicable for data with a particular structure. First, the data should be collected at a large number of sequential time points on a regular basis. Second, the observations collected at each particular time point can be spatially allocated into different regions. Third, the spatial correlation between adjacent regions is important and has to be taken into account. Finally, the dependent variable of interest, as well as the explanatory variables, can be recorded at regional level. To estimate the coefficients, we first obtain a maximum likelihood estimator (MLE) for each time point using the cross-sectional data. Next, for each coefficient we further smooth its MLE estimators over time. This leads to a kernel-smoothed estimator (KSE) with fairly good finite sample performance.

The rest of the article is organized as follows. Section 2 introduces the SAR model with time-varying coefficients. Then, the KSE is proposed and its asymptotic properties are studied. Section 3 reports the numerical studies, including a number of simulation studies and a real data analysis. All technical details are provided in the appendices.

2. METHODOLOGY

2.1 Model and notations

We consider an area with $N$ regions indexed by $i = 1, \cdots, N$. The spatial structure of the regions is captured by an adjacency matrix $A = (a_{ij}) \in \mathbb{R}^{N \times N}$, where $a_{ij} = 1$ if regions $i$ and $j$ are spatially adjacent to each other, and $a_{ij} = 0$ otherwise. Note that the spatial structure is symmetric by nature. As a result, $a_{ij} = a_{ji}$. Furthermore, we follow the convention to define $a_{ii} = 0$ for any $1 \leq i \leq N$. In this work, we assume that $A$ is non-stochastic and time-invariant. For region $i$, there exists a random process of the response variable $\{Y_i(t) \in \mathbb{R}, t \in [0, 1]\}$ and a random process of explanatory variables $\{X_i(t) = (X_{i1}(t), \cdots, X_{ip}(t))^\top \in \mathbb{R}^p, t \in [0, 1]\}$. Note that the explanatory variables $X_i(t)$ are not allowed to be endogenous.

To model the regression relationship between $Y_i(t)$ and $X_i(t)$ with spatial dependence, we propose the following SAR model with time-varying coefficients

\begin{equation}
Y_i(t) = \rho(t)a_{i1}^{-1} \sum_{i_2=1}^{N} a_{i_1 i_2} Y_{i_2}(t) + X_i(t) \beta(t) + \varepsilon_i(t),
\end{equation}

where $1 \leq i_1 \leq N$ and $\varepsilon_i(t) \in \mathbb{R}$ is the error term. We assume that $E(\varepsilon_i(t)) = 0$ and $\text{var}(\varepsilon_i(t)) = \sigma^2(t)$. Here, $\beta(t) = (\beta_1(t), \cdots, \beta_p(t))^\top \in \mathbb{R}^p$ includes the parameters associated with the explanatory variables. In the meanwhile, $\rho(t) \in \mathbb{R}$ is the time-varying spatial effect [21]. Assume that there exists a positive constant $\lambda \in (0, 1]$ such that $\rho(t) \in [-\lambda, \lambda]$ for any $t \in [0, 1]$. Note that $n_{i_1} = \sum_{i_2=1}^{N} a_{i_1 i_2}$ is region $i_1$’s total number of spatial neighbors, and $n_{i_1}^{-1} \sum_{i_2=1}^{N} a_{i_1 i_2} Y_{i_2}(t)$ is the average response of region $i_1$’s spatial neighbors. For convenience, we define $\theta(t) = (\rho(t), \beta^\top(t), \sigma^2(t)) \in \mathbb{R}^{p+3}$. Assume that $\theta(t)$ is bounded and twice continuously differentiable over $t \in [0, 1]$. Further define $Y(t) = (Y_1(t), Y_2(t), \cdots, Y_N(t))^\top \in \mathbb{R}^N$, $X(t) = (X_1(t), X_2(t), \cdots, X_N(t))^\top \in \mathbb{R}^{N \times p}$, and $E(t) = (\varepsilon_1(t), \varepsilon_2(t), \cdots, \varepsilon_N(t))^\top \in \mathbb{R}^N$. Model (1) can be rewritten in a vector form as

\begin{equation}
Y(t) = \rho(t) W Y(t) + X(t) \beta(t) + E(t),
\end{equation}

where $W = (w_{i_1 i_2}) = \text{diag}(n_1^{-1}, \cdots, n_N^{-1}) A \in \mathbb{R}^{N \times N}$ with $w_{i_1 i_2} = n_{i_1}^{-1} a_{i_1 i_2}$. Hence, $W$ is the row-normalized spatial weight matrix [15]. In real practice, there might be different choices of $W$. In this research, we choose $W$ in a similar fashion with prior literature [4, 5, 11]. Given model (2), we then discuss the estimation methods in the following section.

2.2 The estimation methods

Inspired by the empirical scenario, we assume the data are collected at a large number of time points between 0 and 1. These discrete time points are uniformly distributed over $[0, 1]$ and indexed by $T = \{t_k \in [0, 1] : 1 \leq k \leq T\}$. At any time point $t_k$, we observe both $Y(t_k)$ and $X(t_k)$. This leads to

\begin{equation}
Y(t_k) = \rho(t_k) W Y(t_k) + X(t_k) \beta(t_k) + E(t_k).
\end{equation}

As one can see, model (3) is a standard SAR model with explanatory variables [11]. By temporarily assuming that the error term $E(t_k)$ follows a multivariate normal distribution, $\theta(t_k)$ can be estimated by the standard method of maximum likelihood estimation. This leads to the MLE at time point
When we fix at a time point \( t_k \), we write the log-likelihood function of model (3) at time point \( t_k \) as

\[
\ell\{\theta(t_k)\} = \log |S_k| - \frac{N}{2} \log \sigma^2(t_k) - \frac{1}{2\sigma^2(t_k)} \| S_k Y(t_k) - X(t_k)\beta(t_k) \|^2, 
\]

where \( S_k = I - \rho(t_k)W \), \(|S_k|\) denotes the determinant of matrix \( S_k \), and \( \|v\| = \sqrt{v^\top v} \) for an arbitrary vector \( v \). Note that we omit the constants in (4) and those in the following log-likelihood functions for convenience. To optimize (4), we first fix \( \rho(t_k) \) and \( \beta(t_k) \), and then maximize (4) with respect to \( \sigma^2(t_k) \). This leads to the following estimator

\[
\tilde{\sigma}^2(t_k) = \frac{1}{N} \| S_k Y(t_k) - X(t_k)\beta(t_k) \|^2. 
\]

Next, apply (5) back to (4), and we obtain the profiled log-likelihood function as

\[
\ell\{\rho(t_k), \beta(t_k)\} = \log |S_k| - \frac{N}{2} \log \| S_k Y(t_k) - X(t_k)\beta(t_k) \|^2. 
\]

Given \( \rho(t_k) \), we further maximize (6) with respect to \( \beta(t_k) \). This leads to

\[
\tilde{\beta}(t_k) = \left\{ X^\top(t_k)X(t_k) \right\}^{-1}\left\{ X^\top(t_k)S_k Y(t_k) \right\}. 
\]

Lastly, apply (7) back to (6), and we get the final profiled log-likelihood function

\[
\ell\{\rho(t_k)\} = \log |S_k| - \frac{N}{2} \log \| S_k Y(t_k) - X(t_k)\beta(t_k) \|^2, 
\]

where \( Q(t_k) = I - X(t_k)\left\{ X^\top(t_k)X(t_k) \right\}^{-1}X^\top(t_k) \). We then maximize (8) by the Newton-Raphson method. This leads to \( \hat{\rho}(t_k) = \arg\max_{\rho(t_k)} \ell\{\rho(t_k)\} \). The computational details are provided in Appendix A. Lastly, replacing \( \rho(t_k) \) with \( \hat{\rho}(t_k) \) in (7) allows us to get \( \hat{\beta}(t_k) \). Further apply \( \hat{\rho}(t_k) \) and \( \hat{\beta}(t_k) \) to (5), and we obtain \( \hat{\sigma}^2(t_k) \).

Theoretically, \( \hat{\theta}(t_k) \) can be proved to be consistent and asymptotically normal under certain conditions [11, 19]. However, \( \hat{\theta}(t_k) \) only utilizes the information at the given time point \( t_k \). The potentially useful information from the time neighborhoods of \( t_k \) has been ignored. In addition, \( \hat{\theta}(t_k) \) can only be obtained for discrete time points \( T = \{ t_k \in [0, 1] : 1 \leq k \leq T \} \). Thus, we further smooth the MLE over time by the method of kernel smoothing. This leads to the KSE for any continuous time point \( t \in [0, 1] \), which is denoted as \( \hat{\theta}_{KSE}(t) = (\hat{\rho}_{KSE}(t), \hat{\beta}_{KSE}(t), \hat{\sigma}_{KSE}^2(t))^\top \).

Specifically, \( \hat{\theta}_{KSE}(t) = \left\{ \sum_{k=1}^{T} K_h(t_k - t) \right\}^{-1} \left\{ \sum_{k=1}^{T} \hat{\theta}(t_k)K_h(t_k - t) \right\} \), where \( K_h(\cdot) = K(\cdot/h)/h \), \( h \) is the bandwidth, and \( K(\cdot) \) is the kernel function, i.e., a symmetric and bounded probability density function. Throughout this article, we assume that \( K(\cdot) \) satisfies the Lipschitz condition and has a compact support. We next investigate the asymptotic theory of the proposed estimator (i.e., KSE).

### 2.3 Asymptotic theory

To study the asymptotic properties of the proposed estimator, we call for a number of technical conditions. The details are given below.

1. **Assumption (C1)** Assume that \( \{ \varepsilon_i(t_k), i = 1, \ldots, N, k = 1, \ldots, T \} \) are independently and identically distributed with mean 0 and variance \( \sigma^2(t) \). In addition, there exists a positive constant \( C \) such that \( \sup_{t \in [0, 1]} \max_{1 \leq i \leq N} E[|\varepsilon_i(t)|^{4+\epsilon}] < \infty \) and \( \sup_{t \in [0, 1]} \max_{1 \leq i \leq N} E[|\varepsilon_i(t)|^{4+\epsilon}] < \infty \). Meanwhile, for \( 1 \leq k \leq T \), assume that \( \lim_{N \to \infty} N^{-1} \mathbb{X}(t_k)^\top \mathbb{X}(t_k) \) exists and is nonsingular.

2. **Assumption (C2)** For the spatial weight matrix \( W = \{ w_{ij} \} \), there exists a constant \( C \) such that for any \( N > 0 \), \( \max_{i,j} \sum_{i=1}^{N} w_{ij} + \max_{i,j} \sum_{i=1}^{N} w_{ij} \leq C < \infty \).

3. **Assumption (C3)** There exists a positive constant \( \lambda \in [0, 1] \) such that \( \rho(t) \in [-\lambda, \lambda] \) for any \( t \in [0, 1] \). In addition, \( \beta(t) \) and \( \sigma^2(t) \) are bounded and twice continuously differentiable over \( t \in [0, 1] \).

4. **Assumption (C4)** Define \( M(t) = \left( \mathbb{X}(t), W^\top S^{-1} \mathbb{X}(t) \right) \). Assume that \( \lim_{N \to \infty} N^{-1}M(t)^\top M(t) \) exists and is definite positive for any \( t \in [0, 1] \).

These conditions have been widely used in prior literature [6, 7, 10, 11, 13, 19, 22, 23, 24]. Condition (C1) contains the standard assumptions regarding the error term and explanatory variables. Condition (C2) is the technical assumption about the spatial weight matrix \( W \). Condition (C3) ensures that the parameters are bounded and Condition (C4) is a sufficient condition for identifying \( \theta(t) \).

Assume conditions (C1)-(C4) hold. By Theorem 3.2 in [11] and Theorem 4.3 in [19], we have

\[
\sqrt{N} \left\{ \hat{\theta}(t_k) - \theta(t_k) \right\} \rightarrow_d N(0, \Sigma(t_k)), 
\]

as \( N \to \infty \), where \( \Sigma(t_k) = \sum_{\theta(t_k)}^{-1} \Omega(t_k) \sum_{\theta(t_k)}^{-1} \), \( \Sigma_{\theta(t_k)} = -\lim_{N \to \infty} E\{ N^{-1} \hat{\ell}(\theta(t_k)) \} \), and \( \Omega(t_k) = \lim_{N \to \infty} E\{ N^{-1} \hat{\ell}(\theta(t_k)) \hat{\ell}(\theta(t_k))^\top \} \). Here \( \hat{\ell}(\theta(t_k)) \in \mathbb{R}^{p+2} \) and \( \hat{\ell}(\theta(t_k)) \in \mathbb{R}^{(p+2) \times (p+2)} \) are the first and second order derivatives of \( \hat{\ell}(\theta(t_k)) \) with respect to \( \theta(t_k) \), respectively. The detailed analytical derivations of \( \hat{\ell}(\theta(t_k)) \) and \( \hat{\ell}(\theta(t_k)) \) are given in Appendix B. We next investigate the asymptotic properties of \( \hat{\theta}_{KSE}(t) \) in the following theorem.

**Theorem 1.** Assume conditions (C1)-(C4) hold. Then, for any \( t \in (0, 1) \), we have

\[
\hat{\theta}_{KSE}(t) - \theta(t) \rightarrow_{D} 0, 
\]

as \( \min\{N, T\} \to \infty \), \( h \to 0 \), and \( NTH \to \infty \).
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The proof of Theorem 1 is given in Appendix C. Theorem 1 suggests that the resulting estimator is consistent. As both \( N \) and \( T \) go to infinity, their relative divergence rate is unknown. This makes it very difficult to bound the order of the residual term in the Taylor expansion argument while examining the asymptotic distribution. Therefore, in this paper we focus only on the consistency of the proposed estimator.

3. NUMERICAL STUDIES

3.1 Simulation models

In this subsection, we demonstrate the finite sample performance of the proposed estimator with simulations. First, we generate a spatial adjacency matrix \( A \). As follows. We divide a squared area \([0, 1] \times [0, 1]\) into \( N = m_1 \times m_2 \) equally sized rectangle regions. Then we index these regions columnwise from 1 to \( N \). The left panel of Figure 1 presents an illustrating example with \( N = 3 \times 3 \). We define \( a_{i_1i_2} = 1 \) if regions \( i_1 \) and \( i_2 \) share one common edge, and \( a_{i_1i_2} = 0 \) otherwise. For example, we have \( a_{12} = 1 \) and \( a_{13} = a_{15} = 0 \) for the example in Figure 1.

![Figure 1. An illustration of how we get the adjacency matrix.](image)

In the left panel, the area \([0, 1] \times [0, 1]\) is divided into \( 3 \times 3 = 9 \) equally sized rectangle regions. The right panel shows the corresponding adjacency matrix for these nine regions. We define two regions to be adjacent to each other if they share one common edge.

Next, we assume that the process is observed at a set of regularly spaced time points \( T = \{ t_k = k/T : k = 1, 2, \ldots, T \} \). For any \( t \in T \) and region \( i \), the explanatory variables \( X_i(t) \in \mathbb{R}^4 \) are independently generated according to a multivariate normal distribution \( N(0, \Sigma) \), where \( \Sigma = (\sigma_{i_1i_2}) \) with \( \sigma_{i_1i_2} = 0.5^{\left| i_1 - i_2 \right|} \). The random noise \( \varepsilon_i(t) = \sigma_i^2(t)E \), where \( E \) is independently sampled from a standardized exponential distribution and \( \sigma_i^2(t) \) is one of the parameters that will be specified below. Note that the random noise is temporarily assumed to follow a normal distribution in prior sections. Our simulation results, however, are not sensitive to the distribution of the random noise. In the following simulation study, we only show the results obtained with the random noise following the exponential distribution. Specifically, we consider the following three examples.

Example 1 (Time-Varying Coefficients). We first consider a case where all the parameters are time-varying, as in our model (2). Specifically, we follow the simulation setting of [20] to set \( \rho(t) = 0.3\sin(\pi t), \sigma^2(t) = \sin(\pi(2t + 1)/4) + 1, \beta_1(t) = \sin(\pi t), \beta_2(t) = \cos(\pi t), \beta_3(t) = e^t \), and \( \beta_4(t) = e^t(1 + e^t)^{-1} \).

Example 2 (Time-Invariant Coefficients). Next, we consider a case that all the parameters are constants [14]. Specifically, we fix \( \rho(t) = 0.3, \sigma^2(t) = 1 \), and \( \beta_1(t) = \beta_2(t) = \beta_3(t) = \beta_4(t) = 1 \).

Example 3 (A Standard SAR model). Lastly, we consider a standard SAR model with no explanatory variables [11]. In the meanwhile, all the other parameters are left to be time-varying as in Example 1. Specifically, the parameters are given by \( \rho(t) = 0.3\sin(\pi t), \sigma^2(t) = \sin(\pi(2t + 1)/4) + 1 \), and \( \beta_1(t) = \beta_2(t) = \beta_3(t) = \beta_4(t) = 0 \).

Given the adjacency matrix, explanatory variables, random noise, and parameter specification, we can generate the response variable according to model (2).

3.2 Performance measurements and simulation results

For each simulation example, we consider different \((N, T)\) combinations, where \( N \in \{50, 100, 400\} \) and \( T \in \{100, 200, 400, 1000, 2000\} \). Moreover, for each \((N, T)\) combination, we randomly replicate the experiment for a total of \( R = 500 \) times. Let \( \hat{\rho}_d^{(r)}(t_k), \hat{\beta}_j^{(r)}(t_k), \text{ and } \hat{\sigma}^2_d^{(r)}(t_k) \) be the estimators obtained in the \( r \)-th replication, where \( d \in \{\text{MLE, KSE}\} \) and \( 1 \leq r \leq R \). To obtain the KSE, we use a Epanechnikov kernel with bandwidth \( h = 2.34\sqrt{(NT)^{-1/5}} \) [18]. To gauge the finite sample performance of the estimators, we define the root mean squared error (RMSE) for different parameters as

\[
\text{RMSE}_\rho = \left( \frac{1}{R} \sum_{r=1}^{R} \sum_{k=1}^{T} \left( \hat{\rho}_d^{(r)}(t_k) - \rho(t_k) \right)^2 \right)^{1/2},
\]

\[
\text{RMSE}_{\beta_j} = \left( \frac{1}{R} \sum_{r=1}^{R} \sum_{k=1}^{T} \left( \hat{\beta}_j^{(r)}(t_k) - \beta_j(t_k) \right)^2 \right)^{1/2},
\]

\[
\text{RMSE}_{\sigma^2} = \left( \frac{1}{R} \sum_{r=1}^{R} \sum_{k=1}^{T} \left( \hat{\sigma}^2_d^{(r)}(t_k) - \sigma^2(t_k) \right)^2 \right)^{1/2},
\]

where \( j = 1, \ldots, 4 \). It is worth noting that the performance of MLE is also evaluated. The MLE and KSE may not be directly comparable since KSE utilizes more information than MLE. Thus, it is not surprising that the KSE may perform better than the MLE. But what remains unclear is that how much advantage the KSE can obtain by utilizing additional information. The detailed simulation results are given in Tables 1–3.

Consider the performance of KSE and MLE for Example 1; see Table 1. Take \( \rho \) as an example. First, we study the case that \( T \) is fixed and \( N \) goes to infinity. Let \( T = 400 \) and
ity. Next, we consider the case that \( N \) is fixed and \( T \) goes to infinity, the RMSE of both MLE and KSE declines. When \( N \) is fixed and \( T \) goes to infinity, the RMSE of KSE declines and that of MLE remains unchanged. Moreover, the RMSE of KSE is much smaller than that of MLE for each \((N,T)\) combination.

Table 1. Simulation results for the parameters specified in Example 1. For each parameter, we report the RMSE of both KSE and MLE for different \((N,T)\) combinations. When \( T \) is fixed and \( N \) goes to infinity, the RMSE of both MLE and KSE declines. When \( N \) is fixed and \( T \) goes to infinity, only the RMSE of KSE declines while that of MLE remains almost the same. Moreover, the RMSE of KSE is much smaller than that of MLE for all \((N,T)\) combinations.

<table>
<thead>
<tr>
<th>( N )</th>
<th>( T )</th>
<th>( \rho )</th>
<th>( \beta_1 )</th>
<th>( \beta_2 )</th>
<th>( \beta_3 )</th>
<th>( \beta_4 )</th>
<th>( \sigma^2 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>50</td>
<td>200</td>
<td>0.1129</td>
<td>0.2367</td>
<td>0.2671</td>
<td>0.2665</td>
<td>0.2370</td>
<td>0.7133</td>
</tr>
<tr>
<td></td>
<td>200</td>
<td>0.1164</td>
<td>0.2349</td>
<td>0.2658</td>
<td>0.2678</td>
<td>0.2389</td>
<td>0.7137</td>
</tr>
<tr>
<td></td>
<td>400</td>
<td>0.1154</td>
<td>0.2339</td>
<td>0.2640</td>
<td>0.2647</td>
<td>0.2363</td>
<td>0.7173</td>
</tr>
<tr>
<td></td>
<td>1000</td>
<td>0.1164</td>
<td>0.2371</td>
<td>0.2659</td>
<td>0.2677</td>
<td>0.2381</td>
<td>0.7356</td>
</tr>
<tr>
<td></td>
<td>2000</td>
<td>0.1128</td>
<td>0.2379</td>
<td>0.2654</td>
<td>0.2663</td>
<td>0.2374</td>
<td>0.7333</td>
</tr>
<tr>
<td>100</td>
<td>100</td>
<td>0.0798</td>
<td>0.1619</td>
<td>0.1815</td>
<td>0.1767</td>
<td>0.1595</td>
<td>0.5169</td>
</tr>
<tr>
<td></td>
<td>200</td>
<td>0.0810</td>
<td>0.1620</td>
<td>0.1798</td>
<td>0.1820</td>
<td>0.1630</td>
<td>0.5203</td>
</tr>
<tr>
<td></td>
<td>400</td>
<td>0.0807</td>
<td>0.1626</td>
<td>0.1829</td>
<td>0.1824</td>
<td>0.1628</td>
<td>0.5246</td>
</tr>
<tr>
<td></td>
<td>1000</td>
<td>0.0806</td>
<td>0.1633</td>
<td>0.1826</td>
<td>0.1833</td>
<td>0.1628</td>
<td>0.5172</td>
</tr>
<tr>
<td></td>
<td>2000</td>
<td>0.0805</td>
<td>0.1634</td>
<td>0.1821</td>
<td>0.1832</td>
<td>0.1631</td>
<td>0.5176</td>
</tr>
<tr>
<td>200</td>
<td>200</td>
<td>0.0413</td>
<td>0.0794</td>
<td>0.0894</td>
<td>0.0890</td>
<td>0.0793</td>
<td>0.2640</td>
</tr>
<tr>
<td></td>
<td>200</td>
<td>0.0416</td>
<td>0.0791</td>
<td>0.0889</td>
<td>0.0895</td>
<td>0.0800</td>
<td>0.2666</td>
</tr>
<tr>
<td></td>
<td>400</td>
<td>0.0416</td>
<td>0.0798</td>
<td>0.0891</td>
<td>0.0890</td>
<td>0.0796</td>
<td>0.2646</td>
</tr>
<tr>
<td></td>
<td>1000</td>
<td>0.0414</td>
<td>0.0800</td>
<td>0.0891</td>
<td>0.0891</td>
<td>0.0802</td>
<td>0.2663</td>
</tr>
<tr>
<td></td>
<td>2000</td>
<td>0.0411</td>
<td>0.0800</td>
<td>0.0889</td>
<td>0.0898</td>
<td>0.0795</td>
<td>0.2652</td>
</tr>
<tr>
<td>400</td>
<td>100</td>
<td>0.0202</td>
<td>0.1888</td>
<td>0.2117</td>
<td>0.2123</td>
<td>0.1883</td>
<td>0.2420</td>
</tr>
<tr>
<td></td>
<td>200</td>
<td>0.0214</td>
<td>0.1911</td>
<td>0.2130</td>
<td>0.2128</td>
<td>0.1907</td>
<td>0.2567</td>
</tr>
<tr>
<td></td>
<td>400</td>
<td>0.0215</td>
<td>0.1921</td>
<td>0.2169</td>
<td>0.2143</td>
<td>0.1921</td>
<td>2.7144</td>
</tr>
<tr>
<td></td>
<td>1000</td>
<td>0.0274</td>
<td>0.1907</td>
<td>0.2119</td>
<td>0.2124</td>
<td>0.1908</td>
<td>2.5147</td>
</tr>
<tr>
<td></td>
<td>2000</td>
<td>0.0212</td>
<td>0.1914</td>
<td>0.2132</td>
<td>0.2124</td>
<td>0.1912</td>
<td>2.6159</td>
</tr>
<tr>
<td>200</td>
<td>100</td>
<td>0.0630</td>
<td>0.1188</td>
<td>0.1333</td>
<td>0.1337</td>
<td>0.1201</td>
<td>0.3839</td>
</tr>
<tr>
<td></td>
<td>200</td>
<td>0.0669</td>
<td>0.1200</td>
<td>0.1349</td>
<td>0.1338</td>
<td>0.1201</td>
<td>0.4495</td>
</tr>
<tr>
<td></td>
<td>400</td>
<td>0.0633</td>
<td>0.1197</td>
<td>0.1336</td>
<td>0.1330</td>
<td>0.1194</td>
<td>0.3924</td>
</tr>
<tr>
<td></td>
<td>1000</td>
<td>0.0648</td>
<td>0.1196</td>
<td>0.1338</td>
<td>0.1337</td>
<td>0.1195</td>
<td>0.4116</td>
</tr>
<tr>
<td></td>
<td>2000</td>
<td>0.0661</td>
<td>0.1178</td>
<td>0.1339</td>
<td>0.1338</td>
<td>0.1198</td>
<td>0.4415</td>
</tr>
<tr>
<td>400</td>
<td>200</td>
<td>0.0284</td>
<td>0.0581</td>
<td>0.0649</td>
<td>0.0652</td>
<td>0.0582</td>
<td>0.1406</td>
</tr>
<tr>
<td></td>
<td>200</td>
<td>0.0283</td>
<td>0.0583</td>
<td>0.0651</td>
<td>0.0654</td>
<td>0.0582</td>
<td>0.1403</td>
</tr>
<tr>
<td></td>
<td>400</td>
<td>0.0284</td>
<td>0.0581</td>
<td>0.0649</td>
<td>0.0649</td>
<td>0.0580</td>
<td>0.1404</td>
</tr>
<tr>
<td></td>
<td>2000</td>
<td>0.0284</td>
<td>0.0582</td>
<td>0.0650</td>
<td>0.0650</td>
<td>0.0581</td>
<td>0.1404</td>
</tr>
</tbody>
</table>

\( N \) increase from 50 to 400. We find that the RMSE of the MLE decreases from 0.1154 to 0.0416. In the meanwhile, the RMSE of the KSE drops from 0.0201 to 0.0114. This suggests that both estimators are consistent as \( N \) goes to infinity. Next, we consider the case that \( N \) is fixed and \( T \) goes to infinity. Let \( N = 400 \) and \( T \) increase from 100 to 200. We find that the RMSE of the MLE fluctuates between 0.0411 and 0.0416. This is expected because the consistency of the MLE is only driven by \( N \), and thus the RMSE of the MLE cannot converge to 0 with a fixed \( N \). The RMSE of the KSE, however, declines from 0.0198 to 0.0059, suggesting that the KSE is still consistent as \( T \) goes to infinity. Moreover, for each \((N,T)\) combination in Example 1, the RMSE of KSE is much smaller than that of MLE. For example, the RMSE of KSE for \((N,T) = (50,2000)\) is 0.0117, which is much smaller than that of MLE (i.e., 0.1168). We observe similar patterns for the estimation results of the other parameters. As a result, the overall performance of the KSE is substantially better than that of the MLE for Example 1. Qualitatively similar findings are observed for Examples 2–Examples 3 (see Tables 2–3), which will not be discussed in detail.

To get a more intuitive understanding, we fix \((N,T) = (400,1000)\) for Example 1. Next, we plot the MLE and KSE.
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from one arbitrarily selected random replication in Figure 2. Take \( \rho(t) \) as an example; see Figure 2(a). We find that the KSE of \( \rho(t) \) matches the true parameter very well over time. However, the MLE is highly unstable. This further confirms that the KSE is much more accurate than the MLE. We find qualitatively similar results for other parameters; see Figures 2(b)–2(f).

### 3.3 Real data analysis

In this subsection, we apply our model to a real dataset provided by a ride-hailing service provider in Beijing. For illustration purpose, we divide the Beijing urban area into \( 8 \times 8 = 64 \) equally sized regions in the same way as Figure 1. The regions are indexed by \( i = 1, \ldots, 64 \). Then, the adjacency matrix \( A \in \mathbb{R}^{64 \times 64} \) and the row-normalized spatial weight matrix \( W = (w_{i,k}) = \text{diag}(n_1^{-1}, \ldots, n_N^{-1})A \) can be readily obtained.

We collected region-level data every five minutes from 6:00 to 24:00 of the day. So each time point corresponds to a five-minute time interval. This leads to a total of \( T = 216 \) discrete time points. Here we choose \( T \) subjectively and how to select the optimal \( T \) by data-driven methods would be an interesting question for future study.

For each region \( i \) at time point \( t_k \), we recorded the number of rides achieved. Note that the number of rides can only be nonnegative integers and its distribution can be heavily skewed; see Figure 3(a). Therefore, we transform the number of rides with \( \log(1 + x) \) and standardization, which leads to our response variable \( Y_i(t_k) \). The distribution of \( Y_i(t_k) \) is shown in Figure 3(b), which is approximately symmetric.

For each ride, the platform automatically records its departure and destination locations. Therefore, we can calculate the geographical distance of each ride. The distance can be averaged over all rides in region \( i \) at time point \( t_k \). This leads to our first explanatory variable – Average Distance, denoted as \( X_{1i}(t_k) \). For each ride, the platform may offer a subsidy. It can be considered as an economic incentive to solicit drivers to respond to the ride request. Again, we calculate the average economic incentive over all the rides in region \( i \) at time \( t_k \). This leads to our second explanatory variable – Economic Incentive, denoted as \( X_{2i}(t_k) \). The number of rides in a region can also be influenced by the local demand. It is measured by the overall number of available passengers in region \( i \) at time \( t_k \). This leads to our third explanatory variable – Local Demand, denoted as \( X_{3i}(t_k) \). Lastly, the number of rides in a region is also influenced by the local supply. It is measured by the overall number of available drivers in region \( i \) at time \( t_k \). We use \( X_{4i}(t_k) \) to represent Local Supply.

To obtain the KSE, we use a Epanechnikov kernel with bandwidth \( h = 2.34(NT)^{-1/5} \). The estimation results are shown in Figure 4. For comparison purpose, both the KSE (i.e., the solid line) and the MLE (i.e., the dotted line) are presented. Similar to our simulation results, we find that the MLE is highly unstable and has many estimation results that can hardly be correct. For example, the MLE of \( \beta_2(t) \) (i.e., the effect of Economic Incentive) is negative at some time points; see Figure 4(c). A negative estimate of \( \beta_2(t) \) implies a negative correlation between the Economic Incentive and the number of rides in a particular region. This is rather counterintuitive and can hardly be correct.

The KSE of \( \beta_2(t) \), however, is fairly stable and is positive over all the time periods, which is quite consistent with our empirical experience. The findings of the other parameters are similar; see Figures 4(a), 4(b), 4(d), 4(e), and 4(f).
Figure 2. The KSE and MLE of each parameter specified in Example 1. Note that this figure shows the estimators from an arbitrarily selected replication for \((N,T) = (400,1000)\). The dotted line represents the true parameter over time. The solid line is the KSE, which is relatively stable and coincides with the true parameter very well. The scattered points are the MLEs at discrete time points. Compared with the KSE, the MLE is less stable and may generate highly inaccurate estimates for some parameters (e.g., \(\beta_3(t)\)).

Figure 3. The histograms of the original number of rides and the response variable \(Y_i(t_k)\). The left-hand panel shows the histogram of the number of rides in different regions, which is heavily right-skewed. The right-hand panel shows the histogram of the response variable \(Y_i(t_k)\), which is approximately symmetric.

Figure 4. The KSE and MLE of the parameters in real data analysis. The dotted line represents the MLE at discrete time points, while the solid line represents the KSE. Similar with our simulation results, the KSE is more stable than the MLE. Moreover, the KSE is much easier to interpret in the empirical setting. By contrast, the MLE generates some abnormal estimates for almost every parameter (e.g., the negative estimate for \(\beta_3(t)\)), which can hardly be explained from a practical point of view.

implies that the KSE exhibits more consistent performance and has much better interpretations than the MLE in the empirical study.

With the estimated parameters, we can use the information of neighboring regions to forecast the number of rides in any target region \(i_1\) at any particular time point \(t\) (i.e., \(Y_{i_1}(t)\)). Define \(Y_{(-i_1)}(t) = (Y_1(t), \ldots, Y_i(t), Y_{i+1}(t), \ldots, Y_N(t))\). Following similar techniques used by [9], one can verify that the conditional expectation of \(Y_{i_1}(t)\) is \(E\{Y_{i_1}(t)|Y_{(-i_1)}(t),X(t)\} = \mu_{i_1}(t) + \sum_{i_3 \neq i_1} a_{i_1i_3} Y_{i_3}(t) - \mu_{(-i_1)}(t)\). The definitions of the notations in the conditional expectation are given in Appendix D. Replace \(\rho(t)\) and \(\beta(t)\) in \(E\{Y_{i_1}(t)|Y_{(-i_1)}(t),X(t)\}\) with \(\tilde{\rho}_{KSE}(t)\) and \(\tilde{\beta}_{KSE}(t)\), respectively, and then we can obtain \(E\{Y_{i_1}(t)|Y_{(-i_1)}(t),X(t)\}\). For convenience, we denote \(\tilde{Y}_{i_1}(t) = E\{Y_{i_1}(t)|Y_{(-i_1)}(t),X(t)\}\). Then, the predicted values at \(t_k\) are \(\tilde{Y}(t_k) = (\tilde{Y}_1(t_k), \tilde{Y}_2(t_k), \ldots, \tilde{Y}_N(t_k))' \in \mathbb{R}^N\).
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However, there are three exceptions with poor out-sample R-square at time point $k$. To examine the forecasting accuracy, we use the method of Leave-One-Out cross-validation. To this end, we define out-sample R-square at time point $t_k$ as $R^2_{out}(t_k) = 1 - \sum_{i=1}^{N}(\bar{Y}_i(t_k) - Y_i(t_k))^2/\sum_{i=1}^{N}(Y_i(t_k) - \bar{Y}(t_k))^2$, where $\bar{Y}(t_k) = \sum_{i=1}^{N} Y_i(t_k)/N$. We summarize $R^2_{out}(t_k)$ with a histogram (see Figure 5(a)) and a time series plot (see Figure 5(b)). Overall, the forecasting performance is fairly good with most $R^2_{out}(t_k)$ in the range between 60% and 75%. However, there are three exceptions with $R^2_{out}(t_k)$ smaller than 40%. These exceptions occurred in business districts at around 06:50 am, 10:15 am, and 5:25 pm.

To gain more insights, we can readily identify the regions with poor forecasting accuracy at these three time points. Remember that we divided the Beijing urban area into 64 regions. We index these regions columnwise, which is shown in Figure 6. Then, for each region, we calculate the relative difference between the true value $Y_i(t_k)$ and the forecasted value $\hat{Y}_i(t_k)$. Here, for region $i$, we define $d_i(t_k) = ||\{\hat{Y}_i(t_k) - Y_i(t_k)\}/Y_i(t_k)||$. The result shows that No.21, No.39, and No.24 regions have the lowest forecasting accuracy at 06:50 am, 10:15 am, and 5:25 pm, respectively. Though we don’t know the specific reason behind the poor forecasting accuracy (due to the limitations of the data), we do believe that some unexpected events may have occurred in these regions, which can provide meaningful information for the online ride-hailing platform to adjust its strategies accordingly.

**APPENDIX A. THE DERIVATIVES OF $\ell\{\rho(T_K)\}$ WITH RESPECT TO $\rho(T_K)$**

In this appendix, we provide the first and second order derivatives of $\ell\{\rho(t_k)\}$ with respect to $\rho(t_k)$. They are the keys to the Newton-Raphson method.

The first-order derivative of $\ell\{\rho(t_k)\}$ with respect to $\rho(t_k)$ is

$$
\hat{\ell}\{\rho(t_k)\} = \frac{2N[\{Q(t_k)S_kY(t_k)\}^\top Q(t_k)Y(t_k)]^2}{[\{Q(t_k)S_kY(t_k)\}^\top Q(t_k)S_kY(t_k)]^2} - \frac{N\{Q(t_k)WY(t_k)\}^\top Q(t_k)S_kY(t_k)}{\{Q(t_k)S_kY(t_k)\}^\top Q(t_k)Y(t_k)} - \text{tr}(S_k^{-1}W).
$$

(A.1)

The second-order derivative of $\ell\{\rho(t_k)\}$ with respect to $\rho(t_k)$ can be expressed as

$$
\ddot{\ell}\{\rho(t_k)\} = \frac{2N[\{Q(t_k)S_kY(t_k)\}^\top Q(t_k)Y(t_k)]^2}{[\{Q(t_k)S_kY(t_k)\}^\top Q(t_k)S_kY(t_k)]^2} - \frac{N\{Q(t_k)WY(t_k)\}^\top Q(t_k)S_kY(t_k)}{\{Q(t_k)S_kY(t_k)\}^\top Q(t_k)Y(t_k)} - \text{tr}(S_k^{-1}WS_k^{-1}W).
$$

**APPENDIX B. THE DERIVATIVES OF $\ell\{\theta(T_K)\}$ WITH RESPECT TO $\theta(T_K)$**

In this appendix, we provide the first and second order derivatives of $\ell\{\theta(t_k)\}$ in (4) with respect to $\theta(t_k)$.

The first-order derivative of $\ell\{\theta(t_k)\}$ with respect to $\theta(t_k)$ is

$$
\hat{\ell}\{\theta(t_k)\} = \frac{1}{\sigma^2(t_k)}
$$

(B.1)
According to [12], we can verify that 
\[ \sqrt{T/h} \sum_{k=1}^{T} \gamma^{-1} \eta_k K((tk - t)/h) = o_p(1). \]
Then, (C.1) can be finally expressed as 
\[ \hat{m}_1(t) = O_p(N^T h^{-\frac{2}{3}}). \]

Second, we study \( \hat{m}_2(t) \). Using the Taylor expansion of \( \theta(tk) \) at \( t \), we get \( \hat{\theta}(tk) - \theta(tk) = \hat{\theta}(tk) - \hat{\theta}(t) + \theta(t) \hat{\theta}(tk - t)/2 + o((tk - t)^2) \). Therefore, \( \hat{m}_2(t) \) can be rewritten as 
\[ \hat{m}_2(t) = \frac{1}{Th} \sum_{k=1}^{T} \left\{ \hat{\theta}(tk - t) - \frac{1}{2} \hat{\theta}(tk - t)^2 + o((tk - t)^2) \right\} K\left(\frac{tk - t}{h}\right). \]

Assume \( tk - t = hu \), and then as \( T \to \infty \), we have 
\[ \frac{1}{Th} \sum_{k=1}^{T} K\left(\frac{tk - t}{h}\right) \to \int K(u) du = 1, \]
\[ \frac{1}{Th} \sum_{k=1}^{T} (tk - t) K\left(\frac{tk - t}{h}\right) \to h \int u K(u) du = 0, \]
\[ \frac{1}{Th} \sum_{k=1}^{T} (tk - t)^2 K\left(\frac{tk - t}{h}\right) \to h^2 \int u^2 K(u) du = h^2 \mu_2, \]
where \( \mu_2 \) is the second moment of the kernel \( K(. \) ). Then (C.2) can be written as 
\[ \hat{m}_2(t) = \hat{\theta}(t) h^2 \mu_2/2 + o(h^2). \]
For any \( t \in (0, 1) \), we finally have \( \hat{\theta}_{KSE}(t) - \theta(t) = (\hat{m}_1(t) + \hat{m}_2(t))/\hat{f}(t) \to 0 \), as \( \min(\hat{N}, T) \to \infty, h \to 0, \)
and \( NTh \to \infty \). This completes the proof of Theorem 1.

APPENDIX D. DETAILS ABOUT THE CONDITIONAL EXPECTATION OF \( Y_1(T) \)

Define the distribution of \( Y(t) \) to be \( N(\mu(t), \Sigma(t)) \), where \( \mu(t) \in \mathbb{R}^N \) and \( \Sigma(t) \in \mathbb{R}^{N \times N} \). Let \( \Xi_{i_1,...,i_p}(t) \in \mathbb{R}^{1 \times p} \) be the \( i_1 \)th row of \( \Xi(t) \) and \( \Xi_{(-i_1),...,(i_p)}(t) \in \mathbb{R}^{(N - 1) \times p} \) be \( \Xi(t) \) without the \( i_1 \)th row. Define \( E\{[Y_1(t), Y_{(-i_1)}(t)]^\top\} = [\mu_i(t), \mu_{(-i_1)}(t)]^\top \) and \( \operatorname{var}\{Y_1(t), Y_{(-i_1)}(t)\} = \Sigma_i = \Sigma_{i_1,i_1(t)}, \Sigma_{i_1,i_2(t)}; \Sigma_{i_1,i_2(t)}; \Sigma_{i_1,22(t)} \}, \) where \( \mu_i(t) \in \mathbb{R}^N, \mu_{(-i_1)}(t) \in \mathbb{R}^{N - 1}, \Sigma_{i_1,11(i)}(t) \in \mathbb{R}, \Sigma_{i_1,22(i)}(t) \in \mathbb{R}^{(N - 1) \times 1}, \) and \( \Sigma_{i_1,22}(t) \in \mathbb{R}^{N \times (N - 1)}. \) Assume \( \Sigma_{i_1,11(i)}(t) = 0 \) and recall \( W = \{w_{ij}(i,j) \} \in \mathbb{R}^{N \times N}. \)

We can derive that 
\[ E\{[Y_1(t), Y_{(-i_1)}(t), Y(t)] = \mu_i(t) + \sum_{j \neq i_1} \alpha_{i_1,i_2(t)}(Y_1(t) - \mu_{(-i_1)}(t)) \}, \]
where

\[ \alpha_{i_1,i_2} = \rho(t) \left( w_{i_1,i_2} + w_{i_1,i_1} - \rho(t) \sum_{i_2} w_{i_1,i_2} w_{i_2,i_2} \right) + \rho^2(t) \sum_{i_2} w_{i_1,i_2} w_{i_2,i_2}. \]
\[ A = \frac{1}{1 - \rho(t)} W_{i1} - \frac{\rho(t) W_{i1} - \rho(t) W_{i-1}}{1 - \rho(t)} \{ I_{N-1} - \rho W_{-i1} \} - \frac{\rho(t) W_{i1}}{1 - \rho(t)} W_{-i1} \cdot W_{i1}, \]

\[ B = \frac{\rho(t)}{1 - \rho(t)} W_{i1} - \rho(t) W_{i1} \{ I_{N} - \rho(t) W_{-i1} \} - \frac{\rho(t)}{1 - \rho(t)} W_{i1} W_{i1}, \]

\[ C = \frac{\rho(t)}{1 - \rho(t)} W_{i1} - \rho(t) W_{i1} \{ I_{N} - \rho(t) W_{-i1} \} - \rho(t) W_{i1} W_{i1}, \]

\[ D = \left\{ I_{N} - \rho(t) W_{-i1} \right\} \left( I_{N} - \rho(t) W_{-i1} \right) - \frac{\rho(t)}{1 - \rho(t)} W_{i1} W_{i1}. \]

In the above equations, \( I_{N-1} \in \mathbb{R}^{(N-1) \times (N-1)} \) is the identity matrix, \( W_{i1} \in \mathbb{R}^{1 \times (N-1)} \) is the \( i \)th row of \( W \) (i.e., a vector) with the \( i \)th element removed, \( W_{-i1} \in \mathbb{R}^{(N-1) \times 1} \) is the \( i \)th column of \( W \) (i.e., a vector) with the \( i \)th element removed, and \( W_{-i1} \in \mathbb{R}^{1 \times (N-1)} \) represents \( W \) with both the \( i \)th column and the \( i \)th row removed.
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